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ABSTRACT 

 

 

Continuous speech is an important component of everyday communication between people.  Previous 

research has suggested that both periodic and aperiodic brain activity occur during speech perception. 

In addition, brain activity has been suggested to be locked to the acoustic envelopes of speech signals. 

However, the neural responses during speech perception have so far been researched mainly using 

either individual speech stimuli such as syllables and words or sentences that do not fully correspond 

to those produced in natural speech situations. There has been little examination of continuous speech 

perception, and the different levels of difficulty and intelligibility typical of speech content have not 

been taken into account earlier.  

The aim of this study is to examine the brain responses to speech when different levels 

of speech difficulty and intelligibility have been taken into account. This was done by studying the 

differences that can be found between different speech settings (difficult, easy, and vocoded speech) 

in different types of brain activity measures, i.e., periodic and aperiodic brain activity, as well as in 

the locking of brain activity to speech stimuli. The examination was done in the frontal, temporal and 

parietal cortical regions of the brain, that are known to be central to linguistic processing. The 

participants (N = 14) were healthy, native Finnish-speaking university students. In this study, speech 

intelligibility refers to the extent to which spectral and temporal detail of stimuli has been manipulated 

in vocoding while preserving the amplitude envelope whereas speech difficulty level refers to 

linguistic complexity of stimuli when the focus is on grammatical and lexical complexity.  

The study reinforced the notion that speech perception is diverse in its neural basis. 

Statistically significant differences were found in all three types of brain activity measures when 

comparing the perception of speech stimuli with different levels of difficulty and intelligibility. 

However, the observed differences were partly contrary to expectations and to some extent internally 

contradictory and there was no evidence for any neural phenomenon alone to comprehensively 

explain the processing in the brain caused by speech stimuli of varying degrees of difficulty and 

intelligibility. The results can therefore be considered indicative of the complex nature of the neural 

processes involved in the perception of continuous speech and they underscore the need for additional 

work that considers larger sample size and more controlled stimuli.   
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TIIVISTELMÄ 

 

Jatkuva puhe on tärkeä osa ihmisten välistä jokapäiväistä kommunikaatiota. Tähänastisessa 

tutkimuksessa on esitetty, että puheen havaintoon liittyy niin periodista ja aperiodista aivotoimintaa 

kuin aivotoiminnan lukkiutumista puheärsykkeisiin. Toistaiseksi puheen havaintoon liittyviä 

neuraalisia vasteita on tutkittu pääasiassa käyttämällä yksittäisiä puheärsykkeitä kuten tavuja ja 

sanoja tai lauseita, jotka eivät täysin vastaa luonnollisissa tilanteissa tuotettuja puheen osia. Jatkuvan 

puheen havaitsemista on tutkittu vähän, eikä puheelle tyypillisiä vaikeustasojen ja ymmärrettävyyden 

eroja ole otettu huomioon.  

Tämän tutkimuksen tarkoituksena oli tarkastella jatkuvan puheen havaintoon liittyviä 

aivovasteita puheen eri vaikeustasot ja puheen ymmärrettävyys huomioiden. Tämä tehtiin tutkimalla 

eroja, joita on löydettävissä eri puhetilanteiden (vaikea, helppo ja vokoodattu puhe) välillä erilaisissa 

aivotoiminnan tyypeissä eli periodisessa ja aperiodisessa aivotoiminnassa sekä aivoaktivaation 

lukkiutumisessa puheärsykkeisiin. Tarkastelua tehtiin aivojen frontaalisilla, temporaalisilla ja 

parietaalisilla kortikaalisilla alueilla, joiden tiedetään olevan kielellisessä prosessoinnissa keskeisiä. 

Tutkittavat (N = 14) olivat terveitä, äidinkielenään suomea puhuvia yliopisto-opiskelijoita. Tässä 

tutkimuksessa puheen ymmärrettävyys liittyy siihen missä määrin puheärsykkeiden spektraalisia ja 

temporaalisia yksityiskohtia on manipuloitu vokoodauksessa kun taas puheen vaikeudella viitataan 

lingvistiseen monimutkaisuuteen päähuomion ollessa kieliopillisissa ja leksikaalisissa seikoissa. 

Tutkimus vahvisti käsitystä, että puheen vastaanotto on neuraaliselta perustaltaan 

moninaista. Tilastollisesti merkitseviä eroja löydettiin kaikissa kolmessa tarkastellussa aivojen 

aktiivisuuden tyypissä verrattaessa vaikeustasoltaan ja ymmärrettävyydeltään erilaisia 

puheärsykkeitä toisiinsa. Löydetyt erot olivat kuitenkin jossain määrin odotusten vastaisia ja 

keskenään ristiriitaisia eikä näiden tulosten perusteella voidaan katsoa minkään tarkastelluista 

ilmiöistä selittävän eri vaikeustasoisen puheen tai ymmärrettävyydeltään eroavien puhetyyppien 

aivoissa aiheuttamia prosesseja aivoissa. Tuloksia voidaankin pitää suuntaa antavina antaen. Ne 

antavat viitteitä jatkuvan puheen havaintoon liittyvien aivotoimintojen moniulotteisesta luonteesta ja 

osoittavat tarvetta suurempaa otoskokoa ja kontrolloidumpia ärsykkeitä hyödyntäville 

jatkotutkimuksille. 

 

Avainsanat: jatkuva puhe, MEG, oskillaatiot, rytmitön aivotoiminta, lukkiutuminen  
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1. INTRODUCTION 

1.1 Neural basis of auditory speech processing 

The concept of ‘speech perception’ refers to the operations that transform auditory 

signals to linguistic representations that can interact with the mental lexicon (Holt & Lotto, 2010; 

Poeppel, 2015), while one form of it, auditory continuous speech, refers to the speech that we receive 

without visual cues (Madell et al., 2018). The auditory stimuli we receive vary a lot in terms of their 

different characteristics and complexity. Speech processing is an example of auditory perception, 

which involves dealing with complex sound stimuli. Since speech processing is an important part of 

human social interaction and has been found to be damaged by various brain-related diseases, 

developmental abnormalities, and brain injuries, understanding its underlying neural mechanisms is 

beneficial. 

Functional localization mappings of speech and language in the cortex began in the mid-

1800s when Broca and Wernicke introduced functional localization maps related to these functions.  

Since then, the views of the neural basis of language and speech as well as many other mental 

functions has shifted from localist to more dynamic, interconnective and integrative networks. In 

1950’s Penfied rejected the idea of static speech and language networks and instead proposed them 

to be based on dynamic connections, a notion that other authors confirmed by demonstrating the 

broad cortical distribution of language (Rahimpour et al., 2019). In 2007 Hickok and Poeppel 

presented a dual-stream model of speech processing arguing that a ventral stream processes speech 

signals for comprehension, while a dorsal stream maps acoustic speech signals to the articulatory 

networks in the frontal lobe (Hickok & Poeppel, 2007). This theory is still somewhat accepted. 

As regards the neural basis of language and speech, one cannot bypass the discussion 

of the roles of the right and left hemispheres of the brain either. The topic has been discussed 

throughout the entire history of research of the neural basis of the language. As early as in 1836 Marc 

Dax presented this theory of localization of language in the left hemisphere, but this idea became 

better known later by Paul Broca (Manning & Thomas-Antérion, 2011). Since that the lateralization 

of neuronal processing related to various cognitive functions, including language and speech, has 

been extensively studied. Despite this, according to Assaneo et al. (2019) lateralization is still not 

fully understood. Even today, the hemispheres are considered to have different roles in speech 

processing, although there has been a shift from early theories emphasizing the left hemisphere in 

linguistic functions to more complex theories, in which different hemispheres of the brain are 
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considered to be involved complementarily in different sub-processes of language and speech, at least 

to some extent. An example of such a theory that emphasizes both hemispheres of the brain is The 

Asymmetric Sampling in Time theory (AST) presented by Poeppel (2003), according to which speech 

signals contain information at different time scales and speech perception takes place bilaterally in 

superior temporal cortex so that most of the language functions are lateralized to the dominant i.e., 

mostly left, hemisphere, but the analysis of speech is performed bilaterally. This theory has been 

considered to have received supporting evidence (Assaneo et al., 2019). Also, this study takes into 

account the possible differences between the hemispheres with respect to the studied phenomena.  

In addition to examining the roles of the cerebral hemispheres, the role of different brain 

regions in the processing of speech perception has been studied extensively. Although localization 

theories emphasizing the importance of individual brain regions have largely been abandoned, it is 

still known that some brain regions are central to these processes. In particular, the temporal, parietal 

and frontal brain regions, and the connections between them can be considered interesting from the 

point of view of speech perception which is why this study has focused on looking at these areas. 

Firstly, areas in temporal lobes have been the focus of attention from the beginning in 

the examination of neural processing of speech and even today these areas are considered central to 

the perception of speech. This is natural because the primary auditory areas are located bilaterally in 

them, and in addition the ventral pathway of the Dual stream model is largely located there. According 

to the Dual Stream model, the system diverges into two streams, ventral and dorsal from the early 

cortical stages of speech perception in the superior temporal gyrus (Saur et al., 2008). Ventral i.e. so 

called ”what” stream is considered to transform acoustic sensory signals into linguistic 

representations while activity spreads from posterior to anterior temporal areas (Leonard & Chang, 

2014). This pathway has been thought to be central for speech comprehension as it maps speech 

signals into conceptual and semantic representations (López-Barroso & de Diego-Balaguer, 2017). 

On the other hand, the so-called Wernicke area, which was originally localized to the superior 

temporal lobe used to be considered central to language understanding, but according to the prevailing 

view, the area is more involved in the production of speech (Binder, 2015). In their functional 

anatomical model of speech perception by Hickok and Poeppel (2000), the posterior half of the 

superior temporal lobe is seen as the primary site for constructing representations of auditory speech. 

Also, according to Schomers and Pulvermuller, especially in the left language dominant hemisphere, 

some of the activations are generated by the connections to the superior temporal primary auditory 

cortex in the afferent auditory hemisphere and spread from there to other areas that are specific to 

speech (Schomers & Pulvermüller, 2016).  
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Although often the left temporal regions have been considered more central to language 

processing than the right especially according to early authors, the right temporal regions have also 

been found to play a role in speech processing. According to Hickok and Poeppel (2000) also right 

superior temporal lobe participates in the perception of the speech and they claim that right and left 

hemispheres probably make different contributions to speech perception.  

In addition to temporal areas, frontal and parietal brain regions are known to be 

activated in speech processing. The dorsal stream in the Dual Stream model projects from the superior 

temporal gyrus dorsoposteriorly to inferior parietal and posterior frontal lobe and is thought to 

participate in auditory-motor integration as it maps acoustic speech sounds to articulatory 

representations (Saur et al., 2008). The frontal lobe has traditionally been thought to be mainly related 

to the production of speech, but the motor areas there have been found to also participate in speech 

perception (D’Ausilio et al., 2012; Watkins et al., 2003; S. M. Wilson et al., 2004).  

The development of the motor theories of speech perception began when Lieberman 

and Cooper presented their own theory in the 60s (Liberman et al., 1967). According to it, the 

perception of speech is closely related to the production of speech. In speech perception, differences 

have been observed in the activation of different motor brain regions, depending on whether the 

person sees the speaker's face or listens to the speech audio only. Audio-only speech listening has 

been found to activate the premotor but less the primary motor cortex whereas audiovisual speech 

perception has been found to activate both of these areas (Skipper et al., 2005).  Glanz (Iljina) et al. 

(2018) used electrocorticography and noticed that the mouth motor region located in the superior 

ventral premotor cortex was activated during speech perception.  

Although motor theories of speech perception no longer prevail in their original form, 

because, among other things, lesions in these areas have not been found to damage speech 

understanding, a new interest in the role of motor regions has arisen. Studies have found activation 

in the speech motor system areas during speech perception (Callan et al., 2010; Chevillet et al., 2013; 

Meister et al., 2007; S. M. Wilson et al., 2004). In addition, these areas may be of particular 

importance in situations where listening to speech is challenging. In their fMRI study Du et al. (2014) 

presented English phoneme tokens masked by noise and noticed activation in speech motor system 

areas including left premotor cortex and Broca’s area, which, according to them, may indicate that 

discrimination in these areas may play a complementary role to sensorimotor integration.  

The left inferior frontal gyrus, on the other hand, has been thought to play a role in the 

semantic processing of the language. In an experiment with a passive oddball paradigm in which 

spoken word pairs were presented, Shtyrov & Pulvermüller (2007) found that brain processes of 

semantic context integration can occur already at around 100 msec after the onset of spoken words 
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both in the superior temporal cortex and the left inferior frontal cortex. In addition, IFG has also been 

found to play a role in syntactic prediction of language (Matchin et al., 2017). 

Evidence has also been obtained on the involvement of parietal brain regions and the 

somatosensory cortex in speech perception. While motor theories emphasized the importance of the 

activation of the motor brain regions in the speech perception, in their review Franken, Liu and Ostry 

point out that the connections between the somatosensory and auditory brain regions, as well as 

somatosensory feeds to the frontal motor brain regions, play an important role in the perception of 

speech (Franken et al., 2022). Thus, they propose a somatic role for the motor brain regions in the 

perception of the speech instead of a motor role. Parietal brain regions, like frontal and temporal ones, 

have been shown to be important for speech comprehension (Specht, 2014). Therefore, in this study, 

the examination of parietal brain regions has also been included when comparing speech of different 

levels of difficulty in the studied phenomena. 

Although, among other things, the brain regions mentioned above have been shown to 

participate in speech perception, a complete definition of the functional neuroanatomy behind it can 

be considered difficult to establish. The functions of language are complex in themselves, since 

language processing including speech perception involves different subsystems involved in 

semantics, syntax, morphology, and phonology. In addition, speech is accompanied by non-verbal 

information, which the listener also processes. When listening to speech, we make use of various 

kinds of information, such as grammatical and semantic cues and prosody, including melody, rhythm 

and intensity (van der Burght et al., 2023). All these factors complicate the processing of speech. 

According to Hickok and Poeppel, reasons for the difficulty in revealing the neuroanatomy behind 

speech perception are that neural systems supporting these processes are different in different tasks 

and that systems that participate in the tasks presented under experimental conditions as for example 

syllable discrimination do not fully correspond to those that occur during natural speech perception 

(Hickok & Poeppel, 2000). In addition, according to them, the concept of speech perception can be 

understood in many ways and it can be tested behaviorally by various means.  

Although more and more information has been gathered on the processing of language 

and speech and the brain regions involved since the days of Broca and Wernicke, more research is 

needed to understand the details of these complex processes. Connected speech is an important object 

of study when constructing this concept. 

 

1.2 Connected speech 
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Connected speech or continuous speech refers to sets of sentences that are larger than individual 

syllables or words and that are often used in everyday communication between people. So far, 

neuroscience research has mainly focused on the processing of individual speech stimuli such as 

words and syllables and research on neural responses to continuous speech has been limited. 

According to Alexandrou et al. (2020) the research findings related to cortical entrainment and neural 

basis of the speech perception have been in general obtained using tightly controlled experimental 

paradigms using isolated sentences with constant speaking rate which does not correspond to natural 

speech as it occurs in real life. According to them, natural speech, compared to more controlled 

speech, has more disfluencies, less intelligibility, acoustic differences, quasi-rhythmicity, less salient 

temporal pattern, less constant intervals in the words of the sentences, less complete sentences, and 

less sharp acoustic edges. 

However, there are several arguments for examining especially continuous speech. 

Firstly, continuous speech is a relevant part of verbal communication between people. Secondly, 

continuous speech is more than just the successive occurrence of several words in a row. In speech, 

it is known that there are changes in such a way that words are blended with each other. In speech, 

due to the motor behavior in speech production the elements are continuous while in written language 

they are discrete (Bäckström et al., 2022). So called speech segmentation problem arises as speech 

does not contain any acoustic analog of the blank spaces between words (Brent, 1999). The separation 

of words from each other is relevant both in the development of the child's language and in the 

learning of a foreign language. As a result, continuous speech cannot be viewed only as a combination 

of individual words. Thirdly, continuous speech contains additional information on how things are 

said by using tone of voice. Indeed, brain regions have been found that are involved in the perception 

of these language features. For example Sammler et al. (2015) revealed that prosody perception takes 

dual routes along dorsal and ventral pathways in the right hemisphere.  

Due to the above considerations, when studying the neural bases of speech perception, 

the use of continuous speech as a signal, as we do in this study, provides additional information on 

the processing of speech perception in a way that the use of individual phonemes, syllables or words 

do not allow.  Secondly, since connected speech varies in its difficulty, from simple words and 

sentence structures to more difficult ones in different contexts, taking this degree of difficulty and 

intelligibility into account, can provide additional information on how it affects the neural responses 

related to speech processing. So far, there has been little consideration of this dimension in previous 

neuroimaging studies. For these reasons, this study specifically examines connected speech and takes 

into account the different levels of difficulty and intelligibility of the language. 
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1.3 Periodic and aperiodic neural activity in the study of auditory speech processing 

In addition to mapping the brain regions involved in speech perception and the connections between 

them, as well as the roles of different cerebral hemispheres in this perception, studies have examined 

various neural phenomena to understand their role in speech processing. This research dates back a 

long time. Already since Hebb’s discoveries, it has been known that neurons do not work in isolation 

from each other but tend to act in synchrony (Hebb, 1949).  

The electrical activity of the brain which can be represented in the form of brain waves, 

also known as neural oscillations, have been seen as rhythmic patterns characterized by peaks 

reflecting periodic fluctuations in post-synaptic potentials that rise above the broadband spectrum of 

neural signaling. The study of human brain oscillations began when Berger in 1920’s measured 

electrical potentials between two electrodes placed at the scalp when the subject was asked to close 

her eyes and Berger observed around 10 Hz rhythmic activity later called alpha rhythm or Berger 

rhythm in the electrical potential (Jensen et al., 2014). Different oscillations were described already 

in 1920’s and 1930’s and were characterized by their dominant frequency (Hari & Puce, 2017). They 

can be divided according to frequency, or wavelength representing cycles per second (hertz, Hz) into 

five main categories, which are from the slowest to the fastest the delta, theta, alpha, beta and gamma 

rhythm. Since Berger’s work attempts have been made to link these brain waves with different mental 

processes, as well sensory perception as higher-order cognition, including speech and language 

processing.   

As a rule of thumb, the higher the frequency is, more alert and awake person is whereas 

delta brainwaves (~ 1–4 Hz) are typically considered to occur most during the sleep. Theta oscillations 

(~ 4-7 Hz), on the other hand, have been seen to be linked to tasks that require working memory or 

episodic memory (Sauseng et al., 2010; Tesche & Karhu, 2000). A burst of frontal theta activity is 

known to occur also in relation to processing information from an auditory stimulus (Picton & Picton, 

2010).  It has also been observed that cognitive load increases the power of theta oscillations (Snipes 

et al., 2022).  

In addition, both theta and delta waves have been linked to speech processing. Various 

functional brain imaging studies have shown that auditory cortices track the time course of 

speaker’s speech envelope at 0.5 Hz (delta frequencies) and 

4–8 Hz (theta frequencies) while listening to speech (Bourguignon et al., 2012; Di Liberto et al., 

2015; Ding & Simon, 2014).  Theta and delta waves have been linked to prosodic and syllabic speech 

features and frequencies of both slow brain waves have been thought to track the speech rhythm. 

Furthermore, a link between delta and theta oscillations and speech intelligibility has been observed 
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with different roles assigned to theta and delta oscillations. Ding & Simon (2014) suggested that theta 

oscillations are related to encoding syllabic-level acoustic features critical for speech recognition 

while delta oscillations are more related to perceived acoustic rhythm rather than the phonemic 

information. They justify this, among other things, by the observation that speech modulations of 4-

8 Hz have been found to be critical for intelligibility, while temporal modulations slower than this is 

frequency range important for music rhythm perception.  

Giraud & Poeppel (2012), in turn, considered that the motor system and auditory system 

associated with human speech have developed over the course of evolution in such a way that they 

allow speech to be understood, and they also see neuronal oscillations as key phenomena for the 

auditory articulation of speech. Delta- and theta-band activations have been found to align to 

regulaties arising from speech characteristics like syllabic rates and phonemes and this alignment has 

been shown to be particularly strong in the auditory cortex (Keitel et al., 2018). Etard & Reichenbach 

(2019) presented continuous natural speech to the subjects both in their native language and a foreign 

language embedded in different levels of babble noise and noted that cortical speech tracking in the 

theta-band predicted speech clarity reflecting acoustics while tracking in the delta frequency predicted 

speech comprehension related to higher-level linguistic processing. Gross et al. (2013) used 

continuous speech both in intelligible and unintelligible, backward played form and noted stronger 

phase coupling between the speech envelope and brain oscillations in the intelligible compared than 

in the unintelligible condition in the left and right auditory cortex both in the delta- and theta-band 

frequencies. They also noted that gamma amplitude added complementary information to the theta 

phase suggesting that these mechanisms are partly independent of the other and can thus process 

complementary information. Moreover, the mutual information between neural activity in the delta 

band and the speech envelope has been suggested to be larger when subjects correctly understood 

speech in noise than when they misunderstood the target speech (Keitel et al., 2018).  

Alpha oscillations (~ 8-14 Hz) have been seen as dominant oscillations in awake human 

brain (Halgren et al., 2019; Klimesch, 2012; Zhou et al., 2021) and they have been considered to be 

particularly associated with relaxed wakefulness with eyes closed and during REM sleep (Cantero et 

al., 2002; Clayton et al., 2018) reflecting inactive states (Lange et al., 2014). However, alpha 

oscillations have also been ascribed roles in various active processes such as visual (Busch et al., 

2009; Samaha & Postle, 2015), auditory (Billig et al., 2019), multisensory perception (Ai & Ro, 2016; 

Bastiaansen et al., 2020; Cecere et al., 2015) as well as attention and inhibition (Arana et al., 2022; 

Klimesch et al., 2007). Generally, alpha oscillations have been studied in the visual and 

somatosensory systems where they are very prominent.  
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Although alpha waves are less noticeable in auditory modality and although these 

oscillations have been studied more in relation to for example visual functions, alpha waves have also 

been examined in relation to speech stimuli perception. Obleser & Weisz, (2012) presented individual 

words to the subjects and found in their EEG analyses that an increase in the spectral and envelope 

acoustic details of speech and speech understanding was associated with a decrease in the power of 

late (about 500ms post word onset) alpha waves at posterior channels. Ala et al., (2022) investigated 

alpha power as a measure of effortful listening in continuous speech by presenting babble noise with 

different signal-to-noise ratios. They found that alpha-band event-related synchronization (ERS) 

decreased with decreasing signal-to-noise ratio (i.e., increasing task demand) and that alpha-band 

ERS was positively correlated with task. According to them alpha power in continuous speech can 

correlate with how well speech is perceived.  

Beta oscillations (13-25 Hz) have been investigated mostly in sensorimotor cortices and 

basal ganglia and have been seen to play a role especially in somatosensory processing and motor 

control (Barone & Rossiter, 2021; Khanna & Carmena, 2017) and also in working memory 

(Lundqvist et al., 2018). In addition, some connections between beta oscillations and speech 

processing have been suggested. Bidelman (2015) found correlation between induced activity in beta 

oscillations and strength of categorical speech perception, which refers to the ability to convert 

continuous variations in acoustics into discrete units, which is important in the perception of speech. 

Also Ou & Law (2019) examined roles of beta oscillations in speech perception. They suggested that 

these brain waves reflect individual differences in phonological representations as they found 

significant reduction in beta-band activity in a group of participants who were characterized as having 

non-distinctive perception compared to those who could perceive all tones but failed to distinguish 

between the two rising tones. In the first mentioned subjects, beta oscillations were also related to 

differences in discrimination sensitivity with lower beta-band activity associated with lower 

sensitivity. 

Recently, even the fastest brain waves, gamma oscillations (in this study referring to 

oscillations > 25 Hz, in some studies >35 Hz) which can be recorded as well in many cortical as 

subcortical areas have aroused increasing interest among scientists (Başar et al., 2015). Like slower 

brain waves, gamma oscillations are believed to play roles in cognitive processes. The increase in the 

power of these rapid brain waves has been considered a key sign of information processing in the 

cortical regions (Muthukumaraswamy & Singh, 2013). Also links between gamma oscillations and 

several cognitive disorders like Alzheimer's disease and Fragile X syndrome (Mably & Colgin, 2018) 

as well as Parkinson’s disease and schizophrenia (Guan et al., 2022) have been found. Visual stimuli 

have been found to induce gamma oscillations in visual cortex (Hermes et al., 2015). Furthermore, 
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transient bursts of gamma oscillations have been detected in response to auditory stimulation (Pantev 

et al., 1991) and this might been seen as the most widely studied human event-related synchronization 

in auditory system (Picton & Picton, 2010, p. 86).  

As shown above, oscillations expressing periodic brain activity have been studied in 

numerous studies, and rhythmic neural actions behind them have been linked to many physiological 

and cognitive phenomena, including language and speech. However, the findings made so far have 

not been able to satisfactorily explain the complex processing, such as the perception of speech, and 

the connections found are mainly individual correlations. It should also be noted that in addition to 

this rhythmic activity, aperiodic, arrhythmic activity is noticeable in the brain. This scale-free, non-

oscillatory network state is often called as 1/f.  So far aperiodic activity has been studied less and has 

often been ignored or considered as an artefact. Because of this, the 1/f part of the brain activity is 

sometimes called noise. Almost until recent years, this type of brain activity was often excluded from 

the analyses (He, 2014). This can be considered problematic since connections have been found 

between aperiodic components and various phenomena. According to the results of the resting-state 

MEG study by Ibarra Chaoul & Siegel (2021), aperiodic neural activity is correlated in the entire 

cortex region and, in addition, the structure of this correlation is similar but distinct from the structure 

of oscillatory neural correlation. Based on this, an assumption can be made, according to them, that 

aperiodic activity acts as a robust marker of interactions in cortical networks, and that the examination 

of both periodic and aperiodic signal components can provide information on neural correlations. The 

aperiodic component also reflects physiological information (Donoghue et al., 2020) and it has been 

associated with for example aging (Voytek et al., 2015), neuropsychiatric diseases like schizophrenia 

(Peterson et al., 2018), ADHD (Ostlund et al., 2021), and cognitive functions like memory 

consolidation (Helfrich et al., 2021).  

While periodic components appear as spectral peaks and have been considered as 

oscillations, an aperiodic part usually follows a power law P∝1/fβ (Miller et al., 2009) also called 1/f 

where the power at the signal frequency decreases as a function of the frequency (f) (Voytek et al., 

2015). Thus, low frequencies have large amplitudes and high frequencies have low amplitudes 

(Gilden, 2001). While the measures used in the study of periodic brain activity are frequencies, 

powers, and bandwidths, 1/f can be parametrized with the exponent and offset. Offset parameter 

reflects uniform shift of power across frequencies (Donoghue et al., 2020). It is probably not without 

meaning as increased offset has been shown to correlate with increased neuronal population spiking 

activity (Miller et al., 2009, 2014; Voytek & Knight, 2015). In addition, the exponent reflecting the 

pattern of aperiodic power across frequencies (Donoghue et al., 2020) has shown to be related to for 
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example excitation-inhibition balance (Gao et al., 2017) and diseases like schizophrenia (Molina et 

al., 2020), epilepsy (van Heumen et al., 2021) ja ADHD (Ostlund et al., 2021).  

Indications have been found that 1/f like brain activity is not without functional 

meaning. For example, it has been observed that the presentation of sensory stimuli modulates the 

power-law exponent (Boustani et al., 2009; He et al., 2010). Associations between aperiodic brain 

and predictive processing about upcoming stimuli have also been claimed to exist (Maniscalco et al., 

2018). Recent advances in parameterizing neural power spectra and the development of methods such 

as Spectral Parameterization Resolved in Time (SPRiNT) (L. E. Wilson et al., 2022), FOOOF (Fitting 

Oscillations & One-Over-F) and IRASA (Irregular Resampling Auto-Spectral Analysis) (Gerster et 

al., 2022) have made it possible to consider the periodic and aperiodic signals separately. For this 

reason, the FOOOF method was used in this study. 

Although the research and methods of aperiodic brain activity that make this research 

possible have advanced, when it comes to language processing and perception of speech discussed 

here, the research of aperiodic brain activity is still in its infancy. However, some indicative results 

have already been obtained which underscore the need for additional work. Cross et al. (2021) 

suggested that 1/ƒ activity plays an important role in higher order cognition like language processing, 

as in their artificial grammar learning task, learning-related aperiodic activity interacted with 

oscillatory power to modulate behavioral performance and the 1/f slope became steeper during the 

learning of complex rules. Another language-related finding is done by Dave et al. (2018) who found 

that 1/f activity was a predictor of N400 effects of successful lexical prediction while participants 

read two-sentence discourse passages. In terms of speech perception, the role of aperiodic brain 

activation remains unknown. However, findings such as those mentioned above suggest that aperiodic 

brain activation should not be considered just as a meaningless noise that is removed from the 

analysis. Instead, it can be fruitful to analyze its role together with oscillations in relation to different 

cognitive processes, including speech perception. Because of this, the present study does not limit 

itself to examining only rhythmic brain activity, but also examines rhythmless brain activity in the 

form of exponent and offset values. 

 

1.4 Temporal structures of the speech and brain activity’s entrainment to it 

The oscillations have been considered to express the rhythm of brain activity due to the activity of 

neurons. Rhythmicity has also been presented to be typical of speech. The regularity of the rhythm 

of speech is suggested to play a key role in speech comprehension, which is why the envelope of the 

speech stimulus has been examined largely from the perspective of speech perception (Poeppel et al., 
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2020). By using modulation spectrum analysis Ding et al. (2017) found that there is highly consistent 

speech modulation spectrum in different languages and speech produced in different manners and 

that speech shows peaking at around 5 Hz. In line with this finding Varnet et al. (2017) used different 

analyses to describe temporal structures of the speech signal (the amplitude-modulation and 

frequency-modulation spectra) and found similar results. According to Poeppel and Assaneo speech 

has a regular rate when it goes to the ear and this regular envelope of speech sound is produced by 

the natural biomechanical frequency of jaw movements (Poeppel et al., 2020). Several other 

researchers have suggested that for speech, temporal modulations resonate at around 4 to 5 Hz. 

However, although the idea of rhythmic speech seems to prevail, there is no watertight 

consensus related to the temporal properties of speech. The presence of rhythmicity of the speech 

have even been denied (Nolan & Jeon, 2014). On the other hand, it has been suggested that the 

rhythmicity of speech depends on the speech stimuli used. According to Alexandrou et al. (2020) 

clearly rhythmic structure is typical to isolated sentences and read-aloud texts, not for natural 

connected speech. They have shown that the power spectrum of spontaneously produced speech is 

quite flat and is characterized by a 1/f trend (Alexandrou et al., 2016). Findings regarding 1/f 

fluctuations in speech is not new as Voss and Clarke discovered it back in the 1970s. (Voss & Clarke, 

1975). Thus, the study of the neural basis of speech perception should consider the features of the 

stimuli used. If the neural basis for the perception of natural connected speech is to be investigated, 

the stimuli presented must be as close as possible to the speech produced in real-life speech situations, 

not individual words, or phrases.  

It has been suggested that there is a connection between the rhythmic activity in the 

speech and in the brain. It has been observed that auditory cortical activity is entrained – meaning 

tracking or locking on – to the envelope of speech signal as subjects listen to speech. This entrainment 

has been observed in slow oscillations in both the delta and theta bands (Ding & Simon, 2012; Luo 

& Poeppel, 2007; Zion Golumbic et al., 2013). This neural envelope tracking in the auditory cortex 

has been suggested to have a connection to speech comprehension (Doelling et al., 2014; Luo & 

Poeppel, 2007; Peelle et al., 2013). Locking of brain activity to speech has been examined by 

comparing the locking caused by different speech stimuli with each other by varying the intelligibility 

of speech. Ding et al. (2014) found that cortical entrainment to natural speech is robust to background 

noise whereas entrainment to vocoded speech is not. According to them the spectral-temporal fine 

structure is degraded in noise-vocoded speech and is critical to segregating speech from noise. 

However, the connection between cortical entrainment and speech comprehension has also been met 

with reservations. Alexandrou et al. (2020) call for a critical view of the claim that the cortical 

entrainment is a prerequisite for speech perception and comprehension and that studies should use 
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natural, near real-life speech instead of for example isolated sentences or read-aloud texts featuring 

clearer rhythmic patterning to consider the role of the cortical entrainment. In their opinion it has not 

been verified experimentally that cortical entrainment really takes place during speech perception and 

according to them to call findings as cortical entrainment the coupling between ongoing cortical 

oscillatory activity and the acoustic amplitude envelope should persist over time. They suggest that 

the phenomena often referred to as cortical entrainment is actually a repetition of evoked potentials 

that result from by the acoustic edges in the speech (Alexandrou et al., 2020).  

The locking of brain activity in the speech signal still requires further research. 

Therefore, in this study, in addition to rhythmic and arrhythmic brain activity, the third phenomenon 

to be studied is this locking of brain activity in speech. In accordance with the requirements of 

Alexandrou et al. (2020), a near real-life speech stimuli are used in the study. 

1.5 Investigation of brain processes of speech perception using brain imaging methods 

The development and improved availability of brain imaging techniques over the past decades has 

brought new opportunities when studying the neural responses of various functions. Functional 

imaging methods can be used to study in vivo the neural events underlying human sensorimotor and 

cognitive functions. These methods can be divided into two categories: electrical and magnetic 

methods and hemodynamic and metabolic methods. Electroencephalography (EEG) and 

magnetoencephalography (MEG) are examples of the former, positron emission tomography (PET) 

and functional magnetic resonance imaging (fMRI) of the latter. fMRI and PET have high spatial 

resolution but poor temporal resolution whereas EEG and MEG have high temporal but lower spatial 

resolution (Gosseries et al., 2008). Temporal resolution in MEG is in millisecond scale (Hari, 2011) 

whereas in fMRI it is from 1 to 4 seconds and in PET 30 seconds (Varvatsoulias, 2013).  

MEG records magnetic fields generated by electric currents in the brain whereas EEG 

measures brain electrical fields. Because ionic currents are the main sources of both signals, EEG and 

MEG are quite close methodologies. However, MEG has some advantages over EEG. Because of 

less spatial smearing it has better spatial resolution when it comes to separating cortical sources, it is 

selective to fissural cortical activity (Hari, 2011), and it has been found to be more sensitive to the 

majority of cortical sources compared to EEG (Piastra et al., 2021) whereas some very deep sources 

are more reliably picked up by EEG than MEG (Hari, 2011).  

According to Destoky et al. (2019) MEG is better than EEG in connected speech 

listening research as recordings in latter need to be around 3 times longer than in MEG to uncover 

significant speech tracking. Moreover, in MEG both signal-to-noise and spatial resolution are higher 

than in EEG (Fred et al., 2022). Nevertheless, one of the biggest limitations of MEG can be considered 
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the presence of physiological and technical disturbances like cardiac signals and eye movements 

(Mantini et al., 2008).  These artifacts can be 10-20 times larger than evoked signals (Kawakatsu, 

2003). However, in recent years, numerous methods have been developed that can be used to remove 

these artifacts. 

Underlying neural mechanisms in cognitive functions happen in short time scales. For 

example, speech perception happens in some hundreds of milliseconds. Therefore, MEG and EEG 

have been thought to be the only noninvasive methods that are sufficient to estimate speech brain 

tracking (Destoky et al., 2019). In speech perception studies, EEG has been used significantly more 

than MEG due to its better availability. The availability of MEG hardware is limited by its high price.  

However, all the above methods have been used in the review of speech perception.  

In this study MEG as a time-sensitive method was used. The choice was supported by 

the fact that the study looked at cortical phenomena, not deep sources. Methods to remove artifacts, 

Temporal Signal Space Separation, Oversampled Temporal Projection, and Independent Component 

Analysis, were used to reduce noise caused by the method. 

 

1.6 Research questions  

Numerous studies have sought to clarify the neural basis of speech perception. This investigation has 

been done specifically by looking at rhythmic brain activity. In the case of different oscillations, some 

links have been found to the processing of speech perception, but these connections cannot be 

considered to form a comprehensive conception explaining these activities. As for arrhythmic brain 

activity, the examination of the neural basis of speech has been very limited.  

The research carried out so far has been overshadowed by the nature of the stimulus 

used. The use of natural speech corresponding to speech produced in natural speech situations has 

been limited in studies. Most of the studies have used individual syllables, words, or phrases. Using 

such stimuli cannot be able to reliably investigate the brain basis of connected speech. In addition, 

the differences in the level of difficulty and intelligibility typical of natural speech have so far been 

largely ignored. Therefore, this study wanted to expand on previous research by using natural 

continuous speech as stimuli. The aim was to look for possible differences in three brain activation 

phenomena, periodic and aperiodic brain activation, and the locking of brain activation in a speech 

signal when presenting speech stimuli of varying degrees of difficulty and intelligibility. The 

difficulty and intelligibility of speech were taken into account by comparing both easy and difficult 

as well as easy and vocoded speech stimuli. 
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In this study, speech intelligibility refers to the extent to which spectral and temporal 

detail of stimuli has been manipulated while preserving the amplitude envelope whereas speech 

difficulty level refers to linguistic complexity of stimuli when the focus is on grammatical and lexical 

complexity.  

There were three research questions in this study: 

Research question 1.  What are the differences between perceiving different types of continuous 

speech (easy vs. difficult and easy vs. vocoded speech) in periodic brain activity? 

Research question 2. What are the differences between perceiving different types if continuous 

speech (easy vs. difficult and easy vs. vocoded speech) in aperiodic brain activity? 

Research question 3. What are the differences between different types of continuous speech (easy 

vs. difficult and easy vs. vocoded speech) in the locking of brain activity into speech stimuli? 

As previous research on continuous speech has been limited with regard to the above-

mentioned phenomena, no actual hypotheses were presented related to the research questions. 

However, cautious assumptions could be made that easy speech might differ from difficult (speech 

difficulty) and easy speech from vocoded (speech intelligibility), generating modulations in different 

neural mechanisms in different areas of the brain. 

The phenomena of brain activity in question were considered in the frontal, parietal and 

temporal regions of the brain since these areas are known to be central to speech perception. The aim 

was to find out what kind of differences were observed in brain activation when comparing different 

levels of speech difficulty (easy vs. difficult) and, on the other hand, when making a corresponding 

comparison between different levels of intelligibility (easy vs. vocoded). It was hoped that this study 

would provide additional information on the features of brain activity associated with the perception 

of natural speech content with different levels of difficulty and intelligibility. 

 

2. METHODS 

 

2.1 Participants 
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The participants (N = 14) were healthy, native Finnish-speaking university students (10 women and 

4 men; mean-age = 23,3-year, range = 20-33 years) with normal or corrected-to-normal vision and 

hearing, not diagnosed with neurological diseases, epilepsy, depression, or anxiety disorder. One of 

the participants was left-handed, 13 were right-handed. All participants gave their informed written 

consent before taking part in the experiment. Approval for the project was given by the Human 

Sciences Ethics Committee of the University of Jyväskylä, Finland. 

2.2 Procedure  

Before the experiment, five head position indicator coils were attached to each participant’s scalp to 

determine their head position. Polhemus Fastrak 3D Digitizer and Quad Sensor Motion Tracker -

device (Polhemus, Vermont, USA) was used to determine the coil locations. Right and left 

preauricular points and nasion point were used as anatomical landmarks. In addition, blinks and eye 

movements during the MEG experiment were measured using electro-oculography (EOG). 

During the measurements, the participants were seated with the head covered by the 

MEG helmet. They were asked to minimize their movements in order to reduce the artifacts in the 

MEG measurement. A screen was placed in front of the subjects at one meter from their faces, on 

which, using the Presentation software, a fixation cross and questions with answer options were 

projected. The subject was given earbuds in each ear to present the stimuli. 

Measurements were done in a magnetically shielded room at the Centre for 

Interdisciplinary Brain Research (CIBR), Jyväskylä University. The brain activity related to 

perception of continuous speech was recorded using an Elekta Neuromag Triux system (Elekta 

Neuromag, Finland), which is a 306 channel MEG system.  It combines both planar gradiometers and 

magnetometers. In this research only planer gradiometers were included in data analysis because they 

are less sensitive to interference located distantly from the sensors (Mohseni et al., 2011), as they 

detect less environmental noises than magnetometers, and as they are not sensitive to the uniform 

fields (Sun et al., 2018).  

Before the actual experiment, the subjects were presented with a familiarization 

scenario. This scenario was also used to adjust the volume. The actual experimental setup consisted 

of three conditions of speech perception (easy, difficult, and vocoded speech). Time of the total 

experiment was about half an hour. All subjects were presented with the same three sets of stimuli, 

easy, difficult, and vocoded continuous speech. The order of presentation of the conditions was 

randomized for each subject.  
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The setup included the performance of 15 recordings, with each condition consisting of 

the presentations of five samples of continuous speech. The average length of the samples was 79 s 

(range = 62 - 103 seconds). The samples consisted of Finnish-language speech by three different men 

and two women. The difficult condition consisted of 5 audio clips from radio programs made for 

adults and easy condition of 5 audio clips from radio programs made for children. The audio clips 

were obtained from Yle Audio (Appendix A) and were in Finnish. The topics of the programs were 

related to science and nature.  

In the easy and difficult condition, the presentation of each audio file was followed by 

two multiple-choice questions about the content of clips. In the vocoded condition the subjects were 

asked to recognize which target word was intelligible. The subjects answered the multiple-choice 

questions using a four-button device compatible with the MEG device. Asking questions was used to 

keep participants in an alert listening mode during the presentation of stimulus sequences.  

There were pauses between the presentations of the different conditions. The subject 

was asked about his willingness to take a break or immediately proceed to the presentation of the next 

set of stimuli. The Presentation software saved a logfile and a text file for each subject. The logfile 

recorded timestamps of events during the experiment and the text file stored the questions presented 

and the answers given to them. 

 

2.3 Stimuli, complexity analysis, and behavioral testing 

The experimental conditions differed from each other according to the level of difficulty 

and intelligibility of continuous speech presented. The audio samples were processed using Audacity 

software. The sound samples that were recorded with sampling rate was 44.1 kHz were cut to the 

appropriate length and modified to minimize excess noises and to background noise. The beginnings 

and endings of the samples were harmonized so that there were 2 seconds of silence at the beginning 

and at the end. The samples were saved as 16-bit WAV files. 

In order to make comparisons between different levels of speech intelligibility, vocoded 

speech stimuli were generated. The audio clips from radio programs made for children were vocoded 

and vocoded stimuli were edited into mono sounds using Audicity software. They were cut into three 

parts, the middle of which has an audible target word.  For the 1st and 3rd parts noise vocoding was 

done using 4 channels and speech rotation with a custom Matlab script made by Peelle et al. (2013). 

Here, the frequency range was divided into 4 logarithmically spaced channels, for each of which the 

lowpass filter with a cutoff of 30 Hz was applied. After that, the script modulated white noise to this 

envelope and filtered it again before recombining 4 channels. In the rotation operation, the spectra of 
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low pass filtered speech were inverted. The 2nd parts of the speech samples were vocoded in Matlab 

by using 12 channels which leaves the word very understandable but makes it less distinctive from 

other stimuli. This vocoding makes speech unintelligible as the amount of spectral detail present 

representing linguistic information is low but overall amplitude envelope is preserved causing speech 

rhythm properties to be preserved. Noise vocoding has been seen as an effective method to manipulate 

the spectral and temporal detail while preserving the amplitude envelope (Shannon et al., 1995). 

Phonetic information is considered to be transmitted in speech edited this way, primarily through 

temporal envelope rather than spectral cues (Roberts et al., 2011). The technique has been used widely 

in brain imaging studies and it allows to examine brain responses separately in terms of the rhythmic 

and linguistic properties of speech stimuli.   

To ensure that the easy and the difficult conditions differed from each other 

linguistically for comparison between speech difficulty levels, they were transcribed and their 

linguistic complexity was analyzed. In the examination of the complexity of language, the focus was 

on grammatical and lexical complexity. The measures used to examine grammatical complexity were 

clause lengths, AS-unit lengths, and the number of dependent clauses per clause. The number of 

unique words within the first 90 words of each clip, the number of syllables in each word, and the 

prevalence of each word in Finnish language were used to measure lexical complexity. Statistical 

analyses were performed in IBM SPSS Statistics version 26 using Mann-Whitney U-test. Statistical 

significance was set to p = 0.05.   

The clauses were statistically significantly longer in the difficult clips (mean rank = 

169,51) than in the easy clips (mean rank = 107,75), U = 3783,00, z= -6,363, p < 0,001. AS-units (the 

Analysis of Speech Unit), which according to Foster et al. (2000) are the smallest possible 

independent units, i.e. independent clauses or sub-clausal units, as well as subordinary clauses 

associated with either, were statistically significantly longer amongst the difficult clips (mean rank = 

103,48) than amongst the easy clips (mean rank = 73,63), U = 2031,00, z = -3,810, p < 0,001. Instead, 

there was no significant difference in number of dependent clauses per clauses between the easy and 

the difficult clips.  

There were statistically significantly more syllables (mean rank = 681,67) in the words 

amongst the difficult clips than in the words amongst the easy clips (mean rank = 609,01), U = 

179254,50, z = -3,639, p < 0,001. In contrast, the other measures of lexical complexity (prevalence 

of words and number of unique words within the first 90 words of the transcribe) did not statistically 

differ significantly between easy and difficult clips. 

In addition to the complexity analyses the syllable frequency of each clip were 

calculated to make sure that differences were not a result of different speaking rates. The frequency 
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did not differ statistically significantly between difficult (mean rank = 6,80) and easy (mean rank = 

4,20) conditions, U = 6,00; z = -1,358; p = 0,175.  

The linguistic difficulty of the experiment was tested behaviorally. The subjects (n = 

10) were aged between 21 and 28 (average 24,2). One test subject was left-handed, the others were 

right-handed.  At this stage, we measured how well the subjects could answer the questions, asked 

them to rate the intelligibility of each section on a scale (1–4) and collected open feedback on the test 

design.  On average, subjects answered 4,5/5 questions correctly for vocoded stimuli, 8,5/10 for easy 

stimuli and 8,6/10 for difficult stimuli. 

How understandable the subjects found the easy and the difficult sound samples 

presented were examined using sum variables (0-20). The median was 19 both in the difficult stimuli 

(average 19,3) and in the easy stimuli (average 18,5). A statistically significant difference was found 

between difficult and easy stimuli evaluations (Wilcoxon signed rank test, median of differences in 

estimates 1; z = 2,333; p = 0,020).   

 

2.4 Processing and analyzing data 

2.4.1 MEG data preprocessing and noise reduction 

MEG measurements often have contributions from external interference, including noise from the 

sensors (Clarke et al., 2020). Because the goal was to obtain an accurate representation of brain 

signals, noise suppression was conducted. MEG data preprocessing and noise reduction was done 

with MNE-Python (Gramfort et al., 2013). As MEG has limited spatial but good temporal resolution, 

the use of noise suppression methods that operate in the temporal domain has been the most 

recommended ones (Clarke et al., 2020). Therefore, two temporal projection noise suppression 

algorithms for MEG measurements were used in this research.   

Firstly, the Oversampled Temporal Projection (OTP) method was used. According to 

creators of this method OTP requires only that signals are spatially oversampled which, according to 

them, is often realized in MEG systems (Larson & Taulu, 2018).  Larson and Taulu (2018) consider 

this method, which suppresses uncorrelated sensor noise, to be effective to optimize noise suppression 

performance while controlling for spatial bias of the signal of interest.  

Secondly, another noise reducing method, Temporal Signal Space Separation (tSSS) 

was used. This commonly used method including the temporal extension of SSS removes artifacts by 

utilizing time information in addition to Maxwell’s equations (Larson & Taulu, 2018). It suppresses 
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signals from sources that are too close to the sensors for the associated signals to be classified as 

internal or external assuming that the brain signals and artifact signals are uncorrelated in time (Clarke 

et al., 2020). tSSS st_correlation parameter was selected to be .98. This parameter is used to determine 

which MEG signals that are not clearly inside or outside the sensors are artifacts in nature. This is 

done by testing whether these signals correlate with the signals inside the sensors. Reducing the value 

of the parameter increases the likelihood that the signals from the interface will be interpreted as an 

artifact and removed from the remaining data to be analyzed. Clarke et al. (2020) showed that using 

OTP and tSSS together results in improved signal-to-noise ratio and better detectability of high-

frequency oscillations. 

MEG signals are contaminated by non-neuronal artifacts like cardiac artefacts (CAs) 

and eye movements (Treacher et al., 2021). In this research artefacts were removed by using 

Independent Component Analysis (ICA). One of the MNE-Python software’s ICA algorithm, Fastica 

was selected. ICA method has been shown to be useful when solving so called blind source separation 

(BSS) problem where unknown signal sources are mixed (Westad & Kermit, 2009). ICA assumes 

that component signals are statistically independent (Mäkelä et al., 2022). In other words, it assumes 

that these statistically independent signals origins from different physical processes  (Stone, 2002). 

Cardiac signal detection was done from MEG data, eye movement detection from EOG channel 

except in the case of two subjects from whom EOG data was not obtained. From them, the detection 

of the eye movement artifact was made from a frontal magnetometer. 

 

2.4.2 Channel data, quality review, and previewing effects 

 

 

Correct time intervals were extracted from the data and spectral estimations i.e., estimating the power 

in different frequency ranges were done by using Welch's method in Matlab. In Welsch’s method 

Power spectral density (PSD) estimation is done by splitting signal into overlapping segments and 

then applying a window function on segments. After that squared magnitude of Discrete Fourier 

Transform (DFT) is calculated for segments and individual PSDs are averaged, leading to spectral 

estimates of the MEG signals. Power spectra estimation methods can be divided into two categories: 

parametric and non-parametric where the former estimate parameters in a pre-defined model while 

the latter do not make any assumptions about data (Martini, 2022). Welch’s method is a popular non-

parametric method (Thomas & John, 2015). Reduced noise due to the averaging is an advantage of 

the method, whereas its weaknesses include lowered spectral resolution. 

 

2.4.3 Solution to forward-problem 
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The forward solution was computed. Forward modeling refers to the estimation of MEG field 

distribution for a known source. To reduce computational costs, a single layer watershed BEM 

surfaces was computed using the FreeSurfer watershed algorithm. The option ico-4 was used to get 

approximately 2500 source points per hemisphere. Each subject’s data were registered to an average 

cortical surface space (Freesurfer 5.1.0, “fsaverage” brain) 

 

2.4.4 Calculating a cross-spectral density (CSD) matrix 

 

In the present study, Dynamic Imaging of Coherent Sources (DISC) was used to obtain the source-

level estimates of neural activity (Gross et al., 2001). The source-level estimation with DISC is based 

on a cross-spectral density (DCD) matrix. The CSD is constructed by computing the cross products 

of the frequency representations between all sensor-to-sensor pairs. Cross spectrum describes the 

correlation between two signals in the frequency domain.  

Welch's method, implemented in Matlab, was used. 

 

2.4.5 Brain level estimation 

 

The source-level estimates of spectral power and coherence between speech and neural signals were 

calculated at the parcel level, i.e., using anatomical partitioning of the cortex. Spectral coherence is a 

commonly used method to quantify phase locking between signals and it can said to be 

computationally fast ja robust against noise (Lowet et al., 2016).  The calculated power and coherence 

covered the range from 2 to 45 Hz.  

In this study gyral based Freesurfer atlas called the Desikan-Killiany atlas was used as 

the cortical parcellation meaning that for each participant the cortex was parcellated into 68 

subregions. Regions of interest (ROI) examined within the present study are presented in Fig.1.  
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Fig 1. Regions of Interest (ROI) based on the Desikan-Killiany atlas.  

 

2.4.6 Parameterizing neural power spectra 

 

Electrophysiological brain data is typically not mainly rhythmic but contains a mixture of oscillatory 

and aperiodic activity (Donoghue & Watrous, 2022). Therefore, to be able to examine aperiodic brain 

activity and oscillations separately, the Fitting oscillations and one over f algorithm (FOOOF) was 

used to all parcels power spectra. FOOOF is frequently used method to separate aperiodic and 

periodic components. It models periodic components and an aperiodic component and outputs the 

corresponding parameters while the second most used method IRASA only separates them (Gerster 

et al., 2022). Donoghue et al. introduced the FOOOF algorithm as a method to parameterize neural 

power spectra as a combination of an aperiodic component and putative periodic oscillatory peaks 

(Donoghue et al., 2020). According to them their method is more robust and generalizable than 

previous ones (Donoghue & Watrous, 2022). The FOOOF algorithm does not require specification of 

narrowband oscillation frequencies as it identifies oscillations based on the power above the aperiodic 

component (Donoghue et al., 2020). Another strength of this algorithm is that it gives a measure of 

aperiodic components which allows comparison of aperiodic components both within and between 

subjects (Donoghue et al., 2020). 

Using this algorithm in this study, both 1/f offset and exponent estimates were obtained. 
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2.4.7 Statistical analysis 

 

The aperiodic signal, calculated based on offset and exponent parameters, was removed from the 

original power spectrum. The differences between canonical oscillations (theta, 4-7 Hz; alpha, 8-13 

Hz; beta, 13-25 Hz; gamma, 25-45 Hz) were calculated between different conditions (easy vs. 

difficult, and easy vs. vocoded speech). The hertz boundaries used with oscillations vary somewhat 

in the research literature. It should be noted that in this study, 25-35 Hz oscillations are called gamma 

oscillations, while in some studies they are called high-beta oscillations. 

We also examined the differences between the conditions for the offset and exponent 

parameters of aperiodic activity and audio-MEG coherence averaged at 2-12 Hz. All statistical tests 

were conducted using Student’s two-tailed t-tests for paired samples and were done in Matlab.  

Statistically significant (p<0.05) results were stored in files to enable visualization with 

Freesurfer.  

 

2.4.8 Visualization of results 

 

The Freesurfer brain imaging software package with TKSurfer tool was used for visualization and 

anatomical division of results.  

 

3. RESULTS   

3.1 Periodic brain activity  

The first research question examined the differences in rhythmic, periodic brain activation between 

different speech conditions. The examination was done in the frontal, parietal and temporal regions 

of the brain and the differences were considered separately in the left and right hemispheres. T-tests 

were done with power values (tesla²/m²) (Appendix B). Statistically significant differences (statistical 

significance threshold p < .05) were observed in theta-, beta- and gamma-band oscillations. In 

comparisons of speech difficulty levels, differences were found in 25-35 Hz and 35-45 Hz 

oscillations, and in comparisons of different speech intelligibility levels in 4-7, 13-20, 15-25, and 25-

35 Hz oscillations.   
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Figure 2. T-tests results for power values. Significant differences in speech perception-related 

activity depending on experimental condition (p < 0,05; uncorrected) overlaid onto the cortical 

anatomy. a) easy < vocoded speech, theta oscillations (4-7 Hz), b) easy > vocoded speech, beta 

oscillations (13-20 and 15-25 Hz), c) difficult < easy speech, beta oscillations (25-35 Hz), d) 

difficult < easy speech, gamma oscillations (35-45 Hz), e-h) easy > vocoded speech, beta 

oscillations (25-35 Hz) 

When comparing different difficulty levels (easy vs. difficult speech) with each other, 

significantly more neural activity was observed in the beta-band (25 - 35 Hz) and gamma-band (35 -

45 Hz) in easy than in difficult condition. In beta-band difference was found in the right banks sts and 

in gamma-oscillations in right frontal pole area. 

Also, when making comparisons between different levels of speech intelligibility (easy 

vs. vocoded), some statistically significant different were found. In the theta-band (4 -7 Hz) 

statistically significant differences were found when comparing easy and vocoded speech. More 

neural activity was found for vocoded than easy speech perception in the left inferior temporal region 

(Fig. 2a). Statistically significant differences were also found in the 13-25 Hz oscillations as there 

was more neural activity in the easy than in the vocoded setting in the right inferior and middle 

temporal regions (fig 3b).  

Also, more neural activity was detected in the easy than in the vocoded condition in the 

left lateral and medial orbitofrontal area, pars triangularis, superior temporal area, frontal and 
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temporal poles (25-35 Hz) (fig. 3e & f) and right banks sts., medial orbitofrontal area and frontal pole 

(25-35 Hz) (fig. 3g & h).  

No statistically significant differences were found neither in comparisons of speech 

difficulty nor speech intelligibility levels in the delta (1-4 Hz) or alfa (8-13 Hz) oscillations. As 

mentioned above oscillations over 45 Hz were not examined. 

 

3.2 Aperiodic brain activity 

The second research question examined at the differences in arrhythmic, aperiodic brain activity 

between different levels of speech difficulty (easy vs. difficult) and different levels of speech 

intelligibility (easy vs. vocoded).  Also, this examination was done in the frontal, parietal and 

temporal regions of the brain. The differences were considered separately in the left and right 

hemispheres. T-tests were done with the exponent and the offset values (Appendix C). Statistically 

significant differences (statistical significance threshold p < .05) were observed only when comparing 

different levels of speech intelligibility. These findings were obtained both in the exponent and the 

offset values.  

Firstly, exponent values were significantly larger for the easy than in the vocoded 

speech condition in the left rostral middlefrontal and frontalpole regions (Fig3a-b). Secondly, offset 

values were statistically significantly larger for the easy than in the vocoded speech setting in the left 

pars orbitalis, rostral middlefrontal and frontalpole regions (Fig.3c-d) and right rostral middlefrontal 

region (Fig.3e).  

Comparisons of different speech difficulty levels did not reveal statistically significant 

differences in either measure of aperiodic brain activity. 
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Figure 3 T-tests results for the exponent and offset values. Significant differences in speech 

perception-related activity depending on speech condition (p < 0.05, uncorrected) overlaid onto the 

cortical anatomy.  a-b) exponent, easy > vocoded speech, left, c-d) offset, easy > vocoded speech, 

left, e) offset, easy > vocoded speech, right 

 

 

3.3 Phase-locking to the envelope of speech signal 

In the third neural activation phenomenon examined, in phase-locking to the envelope of speech 

signal, some statistically significant differences were found in comparisons of both speech difficulty 

levels and speech intelligibility levels. Audio–MEG coherence values (Appendix D) were compared 

across conditions using Student’s two-tailed t-test (statistical significance threshold p < .05). 

Statistically significant differences were observed both in the left and right hemispheres.  

When comparing different levels of speech difficulty with each other, audio-MEG 

coherence was stronger for difficult than in easy condition in the left medial orbitofrontal, superior 

parietal and frontal pole regions (Fig.4a-b) and right caudal middlefrontal and pars opercularis regions 

(Fig.4c).  

In turn, when making comparisons between different levels of speech intelligibility, 

coherence was stronger in the easy than in the vocoded setting in right supramarginal and 

temporalpole regions (Fig.4d-e). 
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Figure 4 T-tests results for audio-MEG coherence values. Significant differences in speech 

perception-related activity depending on the condition (p < 0.05, uncorrected) overlaid onto the 

cortical anatomy. a-b) audio-MEG coherence, difficult > easy, left medial orbitofrontal, 

superiorparietal and frontalpole regions, c) audio-MEG coherence, difficult > easy, right caudal 

middlefrontal and pars opercularis region, d-e) audio-MEG coherence, easy > vocoded, right 

supramarginal and temporalpole regions 

4. DISCUSSION 

The purpose of this study was to examine whether differences can be found in rhythmic and 

arrhythmic brain activity and in the locking of brain activity to speech stimuli when subjects listen to 

speech stimuli of varying degrees of difficulty and intelligibility. The aim was to gain a better 

understanding of the significance of these different phenomena in terms of the level of difficulty and 

intelligibility of the speech to be perceived. For this purpose, the three above mentioned brain activity 

measures were quantified with a test design in which the subjects were presented with continuous 

speech of varying difficulty and intelligibility.  

The statistical comparisons included the frontal, temporal and parietal brain regions 

known to be central in speech processing. Statistical testing was used to identify possible differences 

in spectral power, coherence, exponent, and offset values. The study aimed to correct the 

shortcomings of the previous studies by using natural speech as stimuli, in addition to which the 

different levels of speech difficulty and intelligibility were taken into account. In this study, speech 

intelligibility refers to the extent to which spectral and temporal detail of stimuli has been manipulated 

while preserving the amplitude envelope whereas speech difficulty level refers to linguistic 

complexity of stimuli when the focus is on grammatical and lexical complexity.  
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The research questions were based on observations made in previous studies, according 

to which many mental functions have been linked to both periodic and aperiodic brain activity. For 

different oscillations, especially delta and theta oscillations, such associations have been found for 

speech processing. In addition, although there is little previous research data on arrhythmic brain 

activity, it has been suggested that 1/f activity plays an important role in higher order cognition like 

language processing and that 1/f activity is a predictor of N400 effects of successful lexical prediction.  

Thirdly, also cortical activity locking on to the envelope of speech signal was included in the 

phenomena under consideration.  

Although no actual hypotheses were presented related to the research questions, 

cautious assumptions were made that easy speech might differ from difficult (speech difficulty) and 

easy speech from vocoded (speech intelligibility), generating modulations in all examined neural 

mechanisms in different areas of the brain. These expectations were not fully met, although some 

statistically significant differences were found. 

4.1 Speech difficulty 

When comparing speech content of different difficulty levels (easy vs. difficult), differences were 

found between periodic brain function and in phase-locking (audio-med coherence). On the other 

hand, there were no differences between the different levels of speech difficulty in the offset and 

exponent values measuring aperiodic brain activity.  

Higher spectral power was associated with easy stimuli compared to difficult speech 

both in beta and gamma oscillations. Previous studies have made some observations on the 

association between power spectrum in beta-band and processes that are considered important for 

speech perception, i.e. converting continuous variations in acoustics into discrete units (Bidelman, 

2015) and discriminating tones (Ou & Law, 2019). Since in the latter study higher beta oscillation 

power was associated with higher tone separation, the result obtained in this study of higher beta-

band power values when receiving easier than difficult speech could be interpreted cautiously so that 

when listening to easier speech, speech tone separation would be more successful. However, more 

research is needed on this possible link. 

More neural activity was observed in the beta-band in the easy than in difficult condition 

in the right banks of the superior temporal sulcus (i.e., the posterior aspect of the superior temporal 

sulcus, rpSTS). Although the importance of the left hemisphere in speech processing has traditionally 

been emphasized, it is now known that also the right hemisphere participates in linguistic processes. 

Therefore, the above result cannot be completely surprising although some differences in beta-bands 

might have been expected to be found in the left hemisphere as well. Also, the fact that the above 
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result was obtained specifically in the temporal regions of the brain cannot be considered surprising, 

since temporal areas are considered central to the perception of speech, which is partly due to the fact 

that the primary auditory areas are located bilaterally in them. 

In addition to beta oscillations, higher spectral power in easy than in difficult condition 

was found in the fastest brain waves, 35-45 Hz referring as gamma oscillations in this study. This is 

not a completely surprising finding in that fastest oscillations are also believed to play roles in 

cognitive processes and as bursts of gamma oscillations have been observed in response to auditory 

stimulation. Previous studies have found links between the fastest brain waves and the characteristics 

of the stimuli presented. In this study, differences in the fastest oscillations were observed in the right 

frontal pole region. This prefrontal region is considered to be related to cognitive function and control 

of behavior. However, the result obtained here, according to which the power of fast oscillations was 

greater in easier speech than in more difficult speech, could be considered somewhat surprising and 

even contrary to expectations. It has previously been observed, for example, that moving visual 

stimuli generates higher frequency gamma oscillations than stationary stimuli (Muthukumaraswamy 

& Singh, 2013; Swettenham et al., 2009). Whether the result obtained here is due to a small sample 

size or some still unknown speech processing phenomenon related to these fastest oscillations, which 

is reflected in a decrease in the power of gamma oscillations as speech difficulty levels become more 

difficult, cannot be said with certainty here and the phenomenon requires further study. 

The oscillations examined above have been considered to indicate the rhythmicity of 

brain activity, in addition to which speech has been presented to be characterized by rhythmicity 

independently of language and the regularity of the rhythm of speech is suggested to play a role in 

speech comprehension.  Attempts have been made to investigate these findings by looking for 

connections between these two rhythmicities, with the aim of determining whether brain activity 

follows the rhythm of the received speech stimuli. In this context, brain activity's entrainment to 

temporal structures of the speech have been discovered. In this study, some differences in phase-

locking were found when comparing speech of different difficulty levels. In this comparison, a more 

difficult speech stimulus resulted in higher audio-meg coherence than an easy one in left medial 

orbitofrontal, superior parietal, and frontal pole and in right caudal middlefrontal and pars opercularis 

areas. The result can be considered somewhat contrary to expectations since phase-locking is assumed 

to be an important phenomenon for speech understanding. However, there is little previous research 

on the subject, and on the other hand, there has also been criticism of the locking between speech and 

brain function. There is no consensus on the temporal characteristics of speech, it has been suggested 

that the rhythm of speech depends on the speech stimuli presented, and on the other hand, it has also 

been suggested that rhythmic structure is not typical for natural connected speech, which was 
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examined in this study. It may also be that the level of difficulty of speech referring to linguistic, 

especially grammatical and lexical, complexity of stimuli, examined in this comparison is not related 

to the phenomenon of locking, which could be due, for example, to the fact that such variation in 

speech difficulty does not alter its rhythmic characteristics. In this case, the result obtained here may 

be random and due to, for example, a small sample size. 

However, when comparing difficult and easy speech in terms of phase-locking, such 

statistically significant results were obtained in areas of the brain that can be considered interesting 

for speech processing. The prefrontal cortex is central in the executive control of information 

processing and behavioral expression, and its part, the orbitofrontal cortex, has been shown to 

participate in the executive control and behavioral expression of information processing (Hooker & 

Knight, 2006). The superior parietal region, on the other hand, is known to be significantly involved 

in different neurological functions, especially in visual and attention but it has also shown to have 

connections with the language network in left inferior frontal gyrus (Alahmadi, 2021). In turn, caudal 

middlefrontal area is interesting, because middle frontal gyrus has been found to make a distinction 

between intelligible and non-intelligible speech in such a way that it is able to differentiate natural 

and synthetic speech (Benson et al., 2001). Furthermore, as mentioned earlier, the frontal pole is 

considered to be related to cognitive function and control of behavior, while the pars opercularis is 

part of the Broca area, known as central to speech. 

4.2 Speech intelligibility 

While when comparing different levels of speech difficulty, statistically significant differences were 

found only in periodic brain activity and the locking of brain activity into speech stimuli, comparing 

different levels of speech intelligibility (easy vs. vocoded) also produced statistically significant 

differences in aperiodic brain function.  

With regard to periodic brain function, while comparing speech difficulty levels 

produced greater powers in easy speech than in difficult speech, both results were obtained in terms 

of speech intelligibility in this review (fig. 2). In theta oscillations, the difference differed in direction 

from other findings, as in vocoded speech the power was greater than in easy speech in the left inferior 

temporal area. Other statistically significant results were reversed and related to beta oscillations. In 

them, power was greater in more intellectual speech in beta oscillations (13-35 Hz) in right inferior 

temporal and middle temporal areas and right banks sts, medial orbitofrontal and frontal pole areas 

and in left lateral orbitofrontal, medial orbitofrontal, past triangularis, superior temporal, frontal pole 

and temporal pole regions. Despite the partly contradictory results between theta and beta, all 

statistically significant results were found in brain regions of interest for speech processing. 
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The fact that statistically significant results were obtained from theta and beta 

oscillations is not contrary to expectations, as links have been found with both in terms of speech 

processing. A burst of theta activity is known to occur when processing auditory information (Picton 

& Picton, 2010) in addition to which cognitive load has been found to increase power of theta 

oscillations (Snipes et al., 2022). In this study, theta oscillation powers were higher in vocoded, i.e. 

more difficult to understand speech than in easy speech, which is consistent with the above 

observation. In this case, greater power in beta oscillations may be the result of the greater cognitive 

effort required for vocoded, i.e. less intelligibility, speech. The finding underscores the possible 

importance of theta oscillations for speech understanding, but the phenomenon requires more research 

with a larger sample size.  

In contrast, in beta oscillations, lower power in less intelligibility setting was somewhat 

contrary to expectations, as previous studies have found correlation between activity in beta 

oscillations and the ability to convert continuous variations in acoustics into discrete units, which is 

important in the perception of speech (Bidelman, 2015). On the other hand, beta oscillations have 

been shown to reflect individual differences in phonological discrimination sensitivity (Ou & Law, 

2019). Thus, in this study, where the sample size was relatively small, the phenomenon found may 

be explained by the sensitivity characteristics of the studied individuals in terms of phonological 

processing, and the result may not so much reflect the role of beta oscillations in speech 

understanding. Studying the phenomenon with a larger sample size could provide additional 

information about the true nature of the phenomenon.  

The absence of delta oscillations in the significant results of this study was somewhat 

contrary to expectations, as delta oscillations have also been found in previous studies to play a role 

in speech processing and the intelligibility of speech stimuli. On the other hand, delta oscillations 

have been suggested to play a role different from theta oscillations in speech perception, with delta 

oscillations being suggested to be more related to perceived acoustic rhythm rather than the phonemic 

information whereas theta oscillations would be more related to syllabic-level acoustic features (Ding 

& Simon, 2014). Thus, it may be that in this study, the lack of statistically significant differences in 

the comparison between in delta power vocoded and easy speech is due to the fact that delta power 

is relevant for acoustic rhythm, and in vocoding, speech rhythm properties are preserved. In this case, 

different roles for delta and theta oscillations in speech comprehension are assumed. 

Periodic brain activity has already been studied quite extensively, while aperiodic 

activity has often been ignored or considered as noise. However, there is evidence that aperiodic brain 

activity also has connections with various phenomena, for example excitation-inhibition balance and 

various diseases and the study of the aperiodic component is justified. In this study, a comparison of 
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different speech intelligibility (easy vs. vocoded speech) found statistically significant results also in 

aperiodic brain function. Results were obtained for both variables measuring aperiodic brain activity, 

exponent and offset, and in these the results were similar. All the findings indicated that aperiodic 

brain activity was greater in easier than in vocoded speech. When examining exponent variables 

reflecting the pattern of aperiodic power across frequencies, higher values were obtained in more 

understandable speech in left rostral middlefrontal and frontal pole regions, whereas in offset variable 

reflecting uniform shift of power across frequencies values were higher in left pars orbitalis, rostral 

middlefrontal and frontalpole regions as well as right rostral middlefrontal regions. All these areas of 

the brain have already been identified above as interesting for speech perception. The results were 

similar to those obtained for beta oscillations in periodic brain activity, where powers were greater in 

easy speech than in vocoded speech. Based on the results of this study, one could make very cautious 

assumptions that both periodic and aperiodic brain activity are in some sense relevant for speech 

intelligibility. What exactly their role is in speech understanding and what role different oscillations 

such as beta and theta play in periodic brain activity is not clear from the results of this study. 

Also, in the third neural activation phenomenon examined, in phase-locking to the 

envelope of speech signal, some statistically significant differences were found in comparisons of 

speech intelligibility levels (easy vs. vocoded speech). Contrary to expectations, however, the result 

was opposite of when comparing speech difficultness levels to each other as phase-locking was 

stronger in difficult than in easy speech, whereas in intelligibility locking was stronger in easy than 

in vocoded speech. When comparing audio-meg coherence between easy and vocoded speech, 

stronger phase-locking was found in right supramarginal and temporal pole regions. For both brain 

regions, previous observations have been made about their role in some phenomena relevant to speech 

processing. In general, the supramarginal gyrus has been associated with non-linguistic processes, 

but interestingly for the findings of this study, it has also been bilaterally linked with phonological 

decision-making. Specifically, it has been shown to be activated when a person makes decisions about 

the meaning of words (Hartwigsen et al., 2010). However, in this study, the finding was made only 

for the right side and the result was not obtained in comparisons other than between the easy and the 

vocoded setting. The result obtained in this study for the temporal pole was also not surprising, since 

previous studies have indicated that this area plays a role in the perception of speech. Mazoyer et al. 

(1993) found that whereas listening to an unknown language activated both temporal poles 

symmetrically, listening to meaningful stories more than doubled this activation level and resulted in 

a proportionally higher left-side activation. Also, the result obtained in this study, the greater gamma-

band power in the left temporal pole for intelligible speech may suggest that speech intelligibility is 

associated with higher activation specifically in the left temporal pole area. 
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4.3 Summary of the results 

The results of this study reinforced the notion that speech perception is diverse in its neural basis. 

Statistically significant differences were found in all three types of brain activity measures when 

comparing the perception of speech stimuli with different levels of difficulty and intelligibility. 

However, the results were partly contrary to expectations and partly contradictory.  

For example, the absence of considered delta oscillations, which are important for 

speech understanding, in statistically significant results did not meet expectations. There were also 

no significant differences in alpha oscillations, either in speech difficultness or in intelligibility 

comparisons, although for example Ala et al. (2022) have suggested that alpha power in continuous 

speech can correlate with how well speech is perceived. However, this study did not provide evidence 

for this hypothesis.  

Conflicting were the results in which intelligibility and difficultness appeared to be 

opposite in phase-locking. Phase-locking was greater in difficult than in easy speech and in easy than 

in vocoded speech, although one might have expected that more difficult and vocoded speech would 

have produced similar results when comparing to easy speech. 

In contrast, the results in periodic brain activity were mostly similar, with the exception 

of theta oscillations, which in intelligibility differed from other comparisons. In general, oscillation 

powers were larger in easy speech than in difficult or vocoded speech, i.e. as the speech stimulus to 

be received became more cognitive effort-intensive, oscillation powers decreased – with the 

exception of theta oscillations, where the power was higher in vocoded speech requiring more effort.  

The results of this study were not strong enough to make definite assumptions about the 

significance of periodic and periodic brain activity or the phenomenon of brain locking in speech 

reception, or about the more precise nature of these phenomena. The results can therefore be 

considered more as raising questions for further research and underlining the diversity of brain 

activity involved in processing speech reception. 

4.4 Advantages and limitations of the study and topics for further research 

Today it is known that the nervous basis of speech is a complex phenomenon. Localization theories 

limited to individual brain regions have been abandoned and the focus has been on the neural 

networks involved in the production and perception of speech. This challenges the author of the 

research. This study took into account this involvement of several brain regions in speech perception 

by conducting examination in the broad frontal, parietal and temporal cortex regions, as they are 
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known, in the light of previous research, to participate in linguistic functions and the processing of 

speech perception. The strength of the study can also be considered the fact that MEG as the 

measurement method used in it provided high temporal resolution. 

In addition to taking into account large areas of the brain, the stimuli used are important 

when studying speech perception. In previous research, the neural basis of speech has been largely 

examined using individual speech stimuli. Thus, the strength of this study was that instead of isolated 

sentences and read-aloud texts it used natural continuous speech, which better corresponds to the 

stimuli perceived in real speech situations. Behavioral testing was carried out to ensure the 

functionality of the test design. In addition, a statistical analysis of the difficulty level of the speech 

samples was done, which made it possible to ensure that the different speech settings differed 

statistically significantly from each other in terms of difficulty.   

However, the speech stimuli used were selected from the already existing audio 

material. In terms of different linguistic characteristics, a more controlled stimuli would be obtained 

if speech stimuli made for each study were used. Furthermore, the sample size of the study was quite 

small, which may have limited results obtained. With a larger sample size, more statistically 

significant results might have emerged. In addition, some of the results obtained may be caused by 

statistical error and may not be explainable by existing phenomena. 

Although this study did not provide clear and consistent results that could be used to 

explain the neural processing of speech of different levels of difficulty and intelligibility, results 

underscore the need for additional work that considers larger sample size and more controlled stimuli. 

Using a larger sample size could reveal more statistically significant results. It would be a good idea 

to prepare the speech stimuli to be used for research instead of using ready-made speech material, the 

linguistic features of which cannot thus be fully controlled. A larger sample size could provide more 

information on, for example, the potentially different roles of delta- and theta-band oscillations in 

speech understanding, while in this study statistically significant results for delta-band oscillations 

were missed. 

In this study, the subjects listened to their own mother language, Finnish. In future 

studies, it would be interesting to use other languages as stimuli in order to highlight the potential 

special features of speech processing caused by different languages in brain activation data. Also, the 

multisensory nature of speech perception would be an interesting topic for further research from the 

perspective of all neural phenomena studied here. Natural speech is often multimodal and contains 

visual information in the form of visual speech including lip-reading. In this study, speech perception 

was studied only in terms of auditory processing and the stimuli used included only speech sound. 

Incorporating the speaker's facial expressions and mouth movements into future studies would bring 
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the study even closer to the natural speech situations and provide information on the processing of 

multimodal speech stimuli.  
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APPENDIXES 

Appendix A Audio samples used 

 

 

 

Audio clip  Difficulty (1=easy, 

2=difficult) 

source 

Helppo_maailma_2 1 Helppo_maailma_2 

Helppo_karhu_1 1 Helppo_karhu_1 

Helppo_karhu_2 1 Helppo_karhu_2 

Helppo_robotti_1 1 Helppo_robotti_1  

Helppo_robotti_2 1 Helppo_robotti_2 

Vaikea_perhonen_1 2 Vaikea_perhonen_1 

Vaikea_perhonen_2 2 vaikea_perhonen_2  

Vaikea_perhonen_4 2 Vaikea_perhonen_4 

Vaikea_maailma_3 2 Vaikea_maailma_3  

Vaikea_maailma_4 2 Vaikea_maailma_4 

 

 

 

 

 

  

https://areena.yle.fi/audio/1-50211500
https://areena.yle.fi/audio/1-50630382
https://areena.yle.fi/audio/1-50630382
https://areena.yle.fi/audio/1-50625240
https://areena.yle.fi/audio/1-50625240
https://areena.yle.fi/audio/1-50187948
https://areena.yle.fi/audio/1-4418015
https://areena.yle.fi/audio/1-50475220


 

 

Appendix B Power values (tesla²/m²) for brain areas where statistically significant differences 

between speech settings were found 

 
B1. Power values of theta oscillations (4 – 7 Hz), easy and vocoded speech, (4-7 Hz), left inferior 

temporal region. 

 
B2. Power values of beta oscillations (13 – 20 Hz), easy and vocoded speech, right inferior and 

middle temporal regions. 



 

 

 

B3. Power values of beta oscillations (15-25 Hz), easy and vocoded speech, right middle and 

inferior temporal regions. 

 

 

B4. Power values of gamma oscillations (25-35 Hz, 35-45 Hz), difficult and easy speech, right 

banks sts and frontal pole 



 

 

 
B5. Power values of gamma oscillations (25-35 Hz), easy and vocoded speech, left lateral and 

medial orbitofrontal and pars triangularis. 



 

 

 

B6. Power values of gamma oscillations (25-35 Hz), easy and vocoded speech, left superior 

temporal, frontal pole, and temporal pole 



 

 

 
B7. Power values of gamma oscillations (25-35 Hz), easy and vocoded speech, right banks sts, 

medial orbitofrontal, and frontal pole 

  



 

 

Appendix C. Exponent and offset values for brain areas where statistically significant differences 

between speech conditions were found 

 

 

 
C1 Exponent values, easy and vocoded, left rostral middle frontal and frontal pole 

 
C2 Offset values, easy and vocoded, left pars orbitalis, rostral middlefrontal and frontalpole 

regions 



 

 

 
C3 Offset values, easy and vocoded, right, rostral middlefrontal regions 

  



 

 

Appendix D Audio-MEG coherence values for brain areas where statistically significant differences 

between speech conditions were found 

 

 
D1 Audio-MEG coherence values, difficult and easy speech, left, medial orbitofrontal, 

superiorparietal and frontalpole regions 

 
D2 Audio-MEG coherence values, difficult and easy speech, right, caudal middlefrontal and pars 

opercularis regions 



 

 

 
D3 Audio-MEG coherence values, easy and vocoded speech, right supramarginal and temporalpole 

regions 
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