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ABSTRACT

Luoma, Minna
New β-decay half-lives of heavy neutron-rich nuclei and performance studies of
the GEM-TPC detector

This thesis presents results from the experiments aimed to measure new β-decay
half-lives of neutron-rich nuclei near the N = 126 shell and investigate the per-
formance of the GEM-TPC detector. Experimental requirements for the β-decay
experiment included production, identification, and analysis of properties of heavy
neutron-rich nuclei. In total, one experiment and two in-beam tests were con-
ducted at the FAIR/GSI facility. Four new β-decay half-lives for isotopes 197−198Re,
195W, and 191Ta were measured. Additionally, the measured half-life values for
199−200Os and 196Re were consistent with literature values.

Detailed analyses of the experiment and in-beam tests are presented, including
a comparison with measured β-decay half-lives and predicted values from the
FRDM + QRPA and CQRPA models. Consistently shorter half-life values than
predictions were observed for nuclei near N = 126 shell.

The performance analysis of the GEM-TPC detector provided information on its
properties, such as x position resolution, y position resolution, cluster strip multi-
plicity, control sum, detection and tracking efficiencies, strip signal summation,
and data digitization impact. Moreover, a clusterization was utilized for the first
time in the data analysis of the GEM-TPC detector.

The objectives of the studies were to increase our understanding about the prop-
erties of nuclei in the vicinity of the third r-process peak and to measure the
capabilities of the GEM-TPC. The experimental results of the new β-decay half-
lives can be used to validate existing models and improve our understanding
of the properties of these nuclei. The performance study of GEM-TPC provides
information on its measuring capabilities and suitability for future investigations
and assists in planning the future experiments.

Keywords: beta-decay, neutron-rich nuclei, half-life, r-process, GEM-TPC, Super-
FRS.



TIIVISTELMÄ (ABSTRACT IN FINNISH)

Tämä väitöskirja esittelee tuloksia kokeista, joiden tarkoituksena oli mitata uusia
neutronirikkaiden ytimien β-hajoamisten puoliintumisaikoja N = 126 kuoren lähei-
syydessä ja tutkia GEM-TPC-ilmaisimen suorituskykyä. Kokeelliset vaatimukset
β-hajoamisen tutkimukseen sisälsivät raskaiden neutronirikkaiden ytimien tuotta-
misen, tunnistamisen ja ytimien ominaisuuksien analysoinnin. Yhteensä kolme
mittausta suoritettiin FAIR/GSI-kiihdytinlaboratoriossa. Neljä uutta beetahajoa-
misen puoliintumisaikaa mitattiin 197−198Re, 195W ja 191Ta isotoopeille. Lisäksi
mitatut puoliintumisajat 199−200Os ja 196Re isotoopeille olivat yhdenmukaisia kir-
jallisuusarvojen kanssa.

Analyysi kolmesta mittauksesta esitetään, sisältäen vertailun mitattujen beetaha-
joamisten puoliintumisaikojen ja FRDM + QRPA- ja CQRPA-malleista saatujen
ennustettujen arvojen välillä. N = 126 kuoren läheisyydessä sijaitseville ytimille
havaittiin johdonmukaisesti ennusteita lyhyempiä puoliintumisajan arvoja.

GEM-TPC-ilmaisimen suorituskykyanalyysi antoi tietoa ilmaisimen ominaisuuk-
sista, kuten x- ja y-paikkaresoluutiosta, yhden klusterin sisältämien signaalien
lukumäärästä, tarkistussummasta, havaitsemis- ja seurantatehokkuudesta, sig-
naalinluentalinjojen signaalien summauksesta ja datan digitalisoinnin vaikutuk-
sesta. Lisäksi klusterisaatiota käytettiin ensimmäistä kertaa tutkitun GEM-TPC-
ilmaisimen data-analyysissä.

Tavoitteena oli lisätä ymmärrystämme ytimien ominaisuuksista r-prosessin kol-
mannen huipun läheisyydessä ja mitata GEM-TPC:n suorituskykyä. Uusia β-
hajoamisen puoliintumisaika-arvoja voidaan käyttää olemassa olevien mallien
validointiin ja parantaa ymmärrystämme näiden ytimien ominaisuuksista. GEM-
TPC:n suorituskykytutkimus antaa tietoa ilmaisimen mittauskyvystä ja soveltu-
vuudesta tuleviin tutkimuksiin, sekä auttaa tulevien kokeiden suunnittelussa.
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INTRODUCTION

One of the big questions in nuclear physics is how elements heavier than iron are
produced in the universe. It is known that the lightest nuclei i.e., hydrogen, he-
lium, and a fraction of lithium, were produced by the Big Bang nucleosynthesis [3].
After that, the elements up to iron can be produced by fusion reactions, while the
slow and rapid neutron-capture processes (s- and r-processes, respectively), photo-
disintegration, and rapid proton capture (p-process) participate in the production
of the heavier elements [4–8]. For example, in the atomic abundance curve, there
are three pairs of the double peaks in heavier masses [4], which are filled by the
r-process and are close to the known neutron (N) magic numbers 50, 82 and 126 [9].

In the r-process, a seed nucleus captures neutrons up to a point where the β-decay
is more probable and faster than neutron capture. After this point, it decays by β

decay towards the valley of stability, and then it continues capturing neutrons [4].
When the process approaches nucleus with neutron number close to the magic
numbers, the β-decay half-life increases, accumulating material into the abundance
peaks. The time scale for neutron capture in the r-process is faster than the typical
β-decay half-lives [10]. Since the r-process produces half of the elements heavier
than iron, it is a crucial part of nucleosynthesis in the universe. The r-process site
was unclear for years, and neutron star merger and supernova explosions were
preferred as origins [11]. Finally, the mergers of black holes and neutron stars were
established as one of its sites [12].

In addition, the discovery of gravitational waves in 2015 from the merger of
two stellar-mass black holes [13] and in 2017 from two neutron-star mergers [14]
were breakthroughs in the understanding of the r-process. The detection of the
gravitational wave GW170817 was followed by the independent measurement of
a γ-ray burst (GRB 170817A) after 1.74 seconds [14]. The observation of a kilonova
(AT 2017gfo) [15] was done after the merger of two neutron stars, fuelled by the
radioactive decay of neutron-rich elements produced in the neutron-star merger.
Consequently, for the r-process to take place, extreme conditions like high neutron
flux and high temperature are needed.

Due to the fact that the r-process proceeds very far from stability, it has not been
possible to measure the properties of neutron-rich nuclei close to the "waiting
point" [4] around N = 126 in the past and produce experimental data for modelling
and theoretical calculations. Consequently, the only information about these nuclei
comes from theoretical models. However, nowadays, particle accelerators can
accelerate heavy ions up to relativistic energies, enabling the production of these
nuclei experimentally. Following the production, it becomes necessary to identify
the produced nuclei and various particle detectors can be utilized to measure their
properties.
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A primary beam bombarded a light target causes so-called cold-fragmentation and
fission reactions that are used to produce neutron-rich nuclei [16–18]. The most
important observables for the r-process understanding to be studied of the nuclei
are masses, β-decay half-lives, and neutron-capture cross-sections. The present
work is focused on studying the β-decay half-life of nuclei close to the N = 126
line. Moreover, the present work is part of the analysis of the S468 FAIR Phase
0 experiment "Search for new neutron-rich isotopes and exploratory studies in
the element range from terbium to rhenium", which was performed to identify
new neutron-rich isotopes, measure production cross-sections, masses, and β-
decay half-lives. The motivation to study the β-decay half-lives is to increase the
understanding of nucleosynthesis and produce experimental results which can be
used in the theoretical calculations and models.

In addition to the particle accelerator, experimental devices are needed to identify
the neutron-rich nuclei and measure β-decay half-lives. In the present work, the
FRagment Separator (FRS) [19], located in Helmholtzzentrum für Schwerionen-
forschung (GSI) in Darmstadt, Germany, was used to measure the atomic number
Z and mass-over-charge ratio A/Q, i.e. to identify the nuclei on an event-by-event
basis. The particle beam of 208Pb at 1050 MeV/u, with intensity up to 109 ions/spill
on a target stack of beryllium (4 g

cm2 ) and niobium (223 mg
cm2 ) were used to produce

neutron-rich fragments.

The FRS is a powerful device, and more than 210 new isotopes have been discov-
ered by using it [20, 21], and six new elements [22–27] were observed at the GSI
using the velocity filter SHIP [28] and the UNIversal Linear ACcelerator (UNI-
LAC). However, the production rate decreases as the study of even more exotic
nuclei progresses. Therefore, some updates are needed either to the transmission
of the FRS or the increased primary beam intensity. The latter is not possible with
the current GSI facility, and therefore the construction of the Facility for Antiproton
and Ion Research in Europe (FAIR) started in 2017. One of the central experimen-
tal devices of the FAIR facility will be the Superconducting FRagment Separator
(Super-FRS) [20]. Compared with the existing FRS, the main improvements of
the Super-FRS are the increased primary beam intensities, and its more than two
times higher acceptance. However, the identification at the Super-FRS will also be
made based on the atomic number Z and the mass-over-charge ratio A/Q.

In the future, the Super-FRS will complement the existing separator [20]. Im-
provements to be applied to that device are superconducting magnets providing
maximum magnetic rigidity (Bρ) of 20 Tm and higher beam intensities. The higher
acceptance of the fragments i.e. a wider range of particle trajectories and ener-
gies will be achieved by the superconducting magnets [29]. In addition, a higher
resolving power improves the separation and identification of the fragment.

For the determination of the Z and A/Q ratio of the fragment, information on its
magnetic rigidity (Bρ), time-of-flight (ToF), and energy loss (∆E) are needed [19,30].
Therefore, along the FRS, different types of detectors are used to measure these
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properties. Due to the increasing intensity at the Super-FRS, some upgrades are
needed for particle detectors. One improvement is to replace existing Time Projec-
tion Chambers, which have a tracking efficiency at most 40 % with a beam intensity
∼ 1 MHz [31] with Time Projection Chamber with Gas Electron Multiplier (GEM-
TPC) in twin-configuration [32]. The GEM-TPC detector in the twin-configuration
can handle beam rates up to MHz, maintaining the tracking efficiency > 95 % on
the event-by-event basis.

The present work includes a performance study of the prototype GEM-TPC de-
tector, which was carried out in 2019 at the FRS with a primary 238U beam at 850
MeV/u, with an intensity of up to 1000 ions/spill. Additionally, the performance
of the prototype GEM-TPC was studied with the data measured at the FRS in 2016,
with the primary beam of 12C, and 124Xe with the energies of 600 MeV/u.

This thesis makes a contribution to the present understanding of nuclear physics
by presenting new data on the β-decay half-lives of the heavy neutron-rich nuclei
close to the "waiting point" at N = 126. These nuclei decay via β decay. Acquir-
ing experimental data is essential to validate existing models and improve our
knowledge of the properties of these nuclei. Additionally, the performance of
the prototype GEM-TPC detector is studied, providing valuable insights into its
capabilities and suitability for future investigations. The findings from this perfor-
mance study can assist in planning future experiments and support subsequent
research.

For this Ph.D. work, one experiment and two in-beam tests were conducted at the
FRS. Chapter 1 provides an overview of the physics background and motivation
for the research. The second Chapter describes the experimental method and
instrumentation used for studying the β-decay half-lives. The third and fourth
chapters present the performance study of the prototype GEM-TPC detector. The
fifth Chapter describes the analysis method utilized for determining the β-decay
half-lives, presents the obtained results, and compares them with the predicted
half-lives of the studied nuclei. Finally, the sixth Chapter summarizes the results
presented and presents future necessary research activities.



1 PHYSICS BACKGROUND

This chapter provides an introduction to the essential physical processes relevant
for the present research. It briefly introduces critical topics such as the r-process,
β-decay process, two theoretical models to predict β-decay half-live, and the
fragmentation reaction. For a more comprehensive review, see Ref. [5] and the
references therein. In addition, the relevant theory of β decay has been briefly
introduced.

1.1 r-process

The rapid neutron capture (r-process) [5] is responsible for producing neutron-rich
nuclei heavier than iron [33], and all elements heavier than 209Bi [34].

The r-process occurs far from the valley of stability in extreme conditions where
there is a high neutron flux (Nneutron > 1020 cm−3) and high temperature (T ∼
109 K). Neutron capture takes place within a short time ∼ 1 s producing heavier
nuclei, up to the point where β decay is more probable and faster, where neutron
capture is followed by the β decay or fission towards the valley of stability [35].

The r-process involves sequential neutron captures (n, γ) that deliver material
away from the stability. Neutron capture continues until a point, known as the
"waiting point", at which photodisintegration (γ,n) and (n,γ) become comparable.
In this waiting point, the material accumulates until β decay moves material to the
heavier element, i.e. to a higher Z number. In the solar system abundance curve,
three peaks are filled by the r-process (see Fig. 1.1), of which the last two peaks are
denoted as the 2nd and 3rd r-process peak, respectively. These peaks are located at
mass A = 130, and 195 [5]. The origin of the peaks is the accumulated material
resulting from the slower neutron-capture reaction rates and the longer β-decay
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half-lives.

Even A
Odd A

Figure 1.1: The solar system abundances normalized to 106 silicon atoms as a function of
mass number A. Data taken from [36].

Detection of the gravitational wave GW170817, which resulted from the merger
of two neutron stars, along with observation of the associated γ-ray burst GRB
170817A and subsequent identification of the AT 2017gfo kilonova, provided
compelling evidence of the origin and site of the r-process. However, due to the
challenging and extreme conditions required for the r-process, and because the
heavy neutron-rich nuclei are complicated to produce in sufficient abundance
to study their properties, experimental data on nuclear properties such as half-
lives, masses, and β-delayed-neutron emission probabilities are lacking [33, 37].
Consequently, the theoretical calculations rely on estimations for input parameters
for the experimentally unknown nuclei [33].

1.2 β-decay process

Henri Becquerel, in 1900 [38] studied the β− radiation of radium and discovered
that it behaves like cathode radiation. Around thirty years later, in 1932, C.
D. Anderson discovered the existence of the positron, a particle with a mass
comparable to that of the electron and a positive charge [39]. The following year,
in 1934, β+-decay was observed from 30P [40]. A few years later, in 1937, the third
β-decay process, electron capture, was discovered by L. Alvarez [41]. The theory
for electron capture was developed by G. C. Wick [42] and by H. Yukawa and S.
Sakata [43].

β decay is a three-body, weak interaction process in which the nucleus transmutes
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towards the valley of stability without changing the mass number. It can be
categorized into three reactions, a negative beta (β−) decay, a positive beta (β+)
decay, and an electron capture. In both β− and β+ decay, the electron neutrino and
electron antineutrino are also produced. In β−-decay, a neutron inside the nucleus
transforms into a proton, while in β+-decay the reaction is reversed, the proton
transforms into the neutron. The third type is electron capture, where the nucleus
captures one electron from the inner electron shell, and one proton transforms into
a neutron.

In β-decay processes, the measured energy distribution of ejected β particles
(positrons or electrons) is continuous, ranging from zero to an endpoint energy.
The explanation of the shape of the energy distribution is that there is a second
particle called neutrino (the name given by E. Fermi [44]) ejected in these processes
that carries the missing energy. The β-decay processes can be expressed as follows:

A
Z X −→A

Z−1 X′ + e+ + ν, β+ − decay

A
Z X −→A

Z+1 X′ + e− +
−
ν, β− − decay

A
Z X + e− −→A

Z−1 X′ + ν, electron capture

(1.1)

where X and X′ represent the mother and daughter nuclei. The electron and

positron are denoted as e− and e+, while ν and
−
ν represent the neutrino and

antineutrino. In the present work, the isotopes under study decay by the β−-
process, so from here on, the notation β decay refers to β− decay.

The β decay can be represented as in Fig. 1.2 for the heavy neutron-rich nuclei.
The energy available for the decay, referred to as Qβ, is determined by the mass
difference between the mother and daughter nucleus. Qβ should be positive for
the β-decay process to occur. During the β-decay process, the daughter nucleus
can be left in an exited state, which subsequently de-excites through one or more
γ-ray transitions. The daughter nucleus consists of many exited states, each with
a different probability of being populated, denoted as Iβ. Alternatively, if the
populated level is above the neutron emission threshold Sn, a so-called β-delayed
neutron can be emitted. This results in a nucleus with two fewer neutrons than
the mother nucleus and one more proton.
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Mother nucleus

Daughter nucleus

Qβ

Sn

Iβ

γ

γ

Z, N Z+1, N-1 Z+1, N-2

n

Figure 1.2: Illustration of β-decay in neutron-rich nucleus.

1.2.1 Q value in β-decay

As mentioned in the previous chapter, the Qβ value is defined as the mass differ-
ence between the mother and daughter nucleus. For β− decay, the energy of the
emitted β− particle, denoted as Qβ− , can be expressed as follows:

Qβ− = [MN(
A
Z X)−MN(

A
Z+1X′)−me] · c2. (1.2)

In Equation 1.2, MN(
A
Z X) refers to the mass of the mother nucleus, MN(

A
Z+1X′)

corresponds to the mass of the daughter nucleus, and me represents the mass of
the electron.

1.2.2 Selection rules of β-decay

In 1934, E. Fermi introduced the theory of β decay [44]. During the β decay process,
two particles, a neutrino and a β particle, which do not exist in the nucleus before
the decay, are created and emitted using the available decay energy [45]. Fermi’s
Golden Rule gives the transition rate λ of the decay between the initial and final
states, and it is expressed as

λ =
2π

h̄
|Vf i|2ρ(E f ), (1.3)

where ρ(E f ) is the density of final states and Vf i is a matrix element between the
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initial and final states. The probability of the β decay depends on different factors,
e.g. energy of the initial and final states, as well as the parity and spin of the states
involved [45, 46]. Both the β particle and neutrino have a spin value of 1/2, and
using the assumption that they are created in the centre of the nuclei they can not
carry the orbital angular momentum.

If the spins of the β particle and neutrino are oriented antiparallel, the total
spin value becomes 0. This particular decay process is known as allowed Fermi
decay [45]. In Fermi decay, the change of the total angular momentum can be
expressed as ∆

−→
J = |−→J i −

−→
J f | = 0 [45]. The Fermi β-decay theory assumes that

there is no change in the spin-parity between the initial and final state. However,
some experiments showed an infringement in this selection rule [47], and in 1936,
Gamow and Teller [48] proposed to incorporate the nuclear spin into the β-decay
process and allow the decay process where ∆

−→
J = 1.

The transitions where ∆
−→
J = 1 are called allowed Gamow-Teller decays. In the

Gamow-Teller decay, the spins of the β particle and neutrino are oriented parallel,
resulting in the total spin value of 1. In the so-called allowed approximation, the β

particle and neutrino carry the total angular momentum of 1 (but have no orbital
angular momentum), and therefore they must be coupled as

−→
J i =

−→
J f + 1. The

latter is possible only if ∆
−→
J = 0 or 1, excluding the case where

−→
J i = 0 and

−→
J f = 0, where only the Fermi decay is possible.

When the β particle and neutrino do not carry orbital angular momentum, the
parity of the initial and final states of the nuclei remains unchanged. Parity,
denoted as π, is determined by the orbital angular momentum l, given by the
equation π = (−1)l. However, if the β particle and neutrino carry orbital angular
momentum i.e., l 6= 0, these transitions are referred to as forbidden β-transitions.
In such cases, a change in parity occurs between initial and final states as well.
The summary of the selection rules for different β-decays are shown in Table 1.1.

Table 1.1: Selection rules for β decay.

Type of the transition ∆
−→
J l ∆π

Allowed 0, ±1 0 No
First-Forbidden 0, ±1, ±2 1 Yes

1.2.3 Mathematical method

The process of radioactive decay follows an exponential distribution when the
number of emitted particles is plotted as a function of time. The half-life, denoted
as T1/2, represents the time when half of the radioactive nuclei in a given sample
have decayed. It can be mathematically expressed as follows [49]:
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T1/2 =
ln(2)

λ
= ln(2) · τ, (1.4)

where τ corresponds to the mean lifetime, and λ is known as the transition rate.
In the present work, the value of τ is determined (see Chapter 5) and utilized to
calculate the T1/2 for the nuclei under study.

1.2.4 Theoretical models to predict β-decay half-lives

Various models have been developed to compute the half-lives of decaying nuclei
far from the valley of stability [33]. Two main approaches have been taken, the
macroscopic approximation used in the past and more recently, a microscopic
approximation that includes microscopic calculations. One macroscopic approach,
known as the Gross Theory (GT), was developed in 1969 [50–52]. In this theory,
the discrete sum over states is replaced with integrals. Over time, this theory has
been improved by applying a modified one-particle strength function and shell
effects of the parent nucleus [53, 54].

The combination of the Quasi-particle Random-Phase Approximation (QRPA)
and the Finite-Range Droplet Mass model (FRDM) [55] is one of the microscopic
approaches to predicting β-decay half-lives. This model can be used to calculate
the properties of almost all nuclei (9318 nuclei above 16O) in the nuclear chart [56].
In this approach, the FRDM is used to predict the masses of the nuclei, whereas
the QRPA is utilized to study Gamow-Teller (GT) transitions, taking into account
the first-forbidden (FF) transitions from the Gross Theory. A recent addition
to these calculations is considering the (n,γ) competition, i.e. the competition
between neutron and γ emissions [57]. This factor has been found to result in
either increased or decreased neutron emission probabilities. Additionally, it has
been predicted that, on average, more neutrons have been emitted after the β

decay close to the neutron drip line [57].

The second microscopic approach used for comparing measured β-decay half-lives
in this work is known as the density functional+continuum QRPA (CQRPA) [58].
In the CQRPA model, self-consistent calculations for the ground state properties
are done using the density functional combined with continuum QRPA. This
model takes into account the ground state properties, the FF transitions, the GT
transitions, and the excited states by the continuum QRPA calculations.

In the present work, the measured half-lives of β decay will be compared with
calculations performed with the FRDM + QRPA, done by P. Möller et al. [56], and
the CQRPA model computed by I.N. Borzov [58, 59]. The experimental half lives
obtained in this work provide a testing ground for the predicted half lives from
the models mentioned above. The results of this comparison will be discussed in
Chapter 5.



10

1.3 Fragmentation reaction

In the present work, heavy neutron-rich nuclei were produced using the projectile-
fragmentation reaction, which is an important production mechanism for sec-
ondary radioactive beams [16]. It can be described as an inelastic nuclear collision
between a heavy projectile nucleus and a light target nucleus at relativistic ener-
gies. The discovery of the fragmentation reaction resulting in velocities for the
fragments almost the same as that of the incident beam was done by H. Heckmann
et al. in the early 1970s [60].

The fragmentation reaction can be separated into two steps which occur at differ-
ent times [16, 17]. The first step, the spontaneous interaction, the initial collision
between projectile and target nucleus, occurs rapidly at the time 10−23 s, while
the second step, where the system thermalizes and de-excites by different par-
ticle evaporation (for example, neutrons, protons, fission etc.) the time varies
depending on the excitation energy, 10−21s at 200 MeV, and 10−16 s at 10 MeV [16].

The fragmentation reaction between a heavy projectile and a light target nucleus
can be represented with a geometrical abrasion model, containing both central and
peripheral collisions [16]. A central collision leads to fusion and multifragmenta-
tion while the case of peripheral collisions produce fragments with masses close to
the projectile nucleus. The schematic figure of the abrasion model with the periph-
eral collision is shown in Fig. 1.3. In the first step, in the abrasion, the projectile
nucleons and the target nucleons create the "participator," i.e. overlapping region
where they interact, and it is abraded from the projectile and target nucleons.
The resulting part of the projectile nucleus is in a highly excited state, initiating a
thermalization process, where the nucleons in the exited region interact with the
rest of the nucleus, leading to subsequent de-excitation of the nucleus by different
particle evaporation. The formed exited nucleus is called the pre-fragment. The
second step of the process, where the pre-fragment de-excites by evaporating
different particles and the final fragment is produced, is called ablation.

ɣ

Projectile: Pb Target: Be

Abrasion Ablation

Pre-fragment Final fragment"Fireball"

Figure 1.3: Schematic illustration of a peripheral collision in the abrasion-evaporation
process between the projectile lead and target beryllium nucleus.



2 EXPERIMENTAL SETUP

In this work, the fragmentation reaction is used to produce exotic neutron-rich
nuclei as described in Section 1.3. This nuclear reaction has been utilized at
the FRagment Separator (FRS) in Darmstadt, Germany, to produce neutron-rich
isotopes [61] studied in the present work. Production of the 208Pb67+ ion beam
started from an ion source, and it was followed by acceleration at the UNILAC
accelerator, which injects the beam into the Schwer-Ionen-Synchrotron 18 (SIS18)
[62]. After extraction from the SIS18 when entering the FRS, the beam energy was
1050 MeV/u, with an intensity of 109 ions/spill. The beam was not continuous in
time. The particles arrived in pulses, denoted as spills in the present work.

This chapter presents the principles of identifying the fragment at the FRS and
the instrumentation required for the identification process, including all necessary
tracking detectors. The operation principles and calibration methods are also
discussed. Special attention is given to the prototype GEM-TPC detector. The
tracking detectors for the future Super-FRS will be based on this design since the
tracking efficiency > 95 % at the counting rate of 1 MHz is required.

2.1 FRagment Separator

So far, 2740 nuclides have been identified, with 445 of them measured at GSI [63].
The FRS is a device that uses magnetic fields and energy loss in a degrader to
separate secondary beams of radioactive isotopes produced by nuclear reactions,
and select the nuclei of interest from an unwanted background [64]. The FRS can
identify, deliver, and separate secondary beams in-flight through the 70-meter-long
separator [19, 30]. Moreover, it can separate and identify all ions from protons
up to uranium, with intensities up to 109 ions/spill, and at relativistic energies.
The schematic figure of the FRS with detectors used in the identification and the
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coordinate system in the analysis of the current work is shown in Fig. 2.1.
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Beam
208Pb67+

Target
4 mg/cm2 + 4 g/cm2 Nb/Be

Fragments

F1

F2

F3

F4

ZY

X

Figure 2.2: The layout of the FRS magnet setup, four dipole magnets are shown by red
borders and quadrupole magnets by blue rectangles. The focal planes from 1 to 4 and the
coordinate system are also shown.

The FRS consists of four dipole magnets with a curvature radius of 11.25 m and the
highest operation field of 1.6 T, which results in a maximum magnetic rigidity of
18 Tm (curvature radius multiplied by the maximum magnetic field). Quadrupole
magnets are placed in front of and behind the dipoles, to focus the trajectories
of the fragments (see Fig. 2.2). Suppose two particles with the same magnetic
rigidity but different incoming angles enter the dipole magnet. In that case, they
experience a different deflection angle, and after the magnet, they end up in
different positions. In addition to quadrupole magnets, sextupole magnets are also
present in front of and behind the dipole magnets to correct aberrations. However,
they are not shown in Fig. 2.2.

At the focal plane F2, certain detectors can handle intensities up to 106 ions/s.
Therefore, after the first two dipole magnets, the primary beam is supposed
to be removed, and the magnetic selection is obtained based on the magnetic
rigidity [65]. In order to reduce the number of particles entering the F2 area, slits
after the dipoles can also be used. Furthermore, after the first two dipole magnets
at the focal plane F2, there is a degrader system (see Fig. 2.3), which is a crucial part
of the FRS to separate produced fragments [66]. The main purpose of the degrader
system is to reduce the energy of the fragments, i.e. to change momentum, and
work as an ion-optical component, allowing the modification of the positions of
the fragments at the final focal plane F4 [66].

The degrader system shown in Fig. 2.3 consists of three parts, a ladder degrader
including plates of different thicknesses of AlMg4 [67], and wedge-shaped discs
and plates. This system has a critical role in the identification by allowing for the
optimization of energy-loss. Depending on the goals of the experiment, the FRS
can operate either in an achromatic or monoenergetic mode [30].

The monoenergetic degrader, compensates for the energy differences of the frag-
ments by adjusting their path lengths [68]. In the monoenergetic mode, the frag-
ments of the same isotope can reach the final focal plane F4 in different positions,
with their momentum at F4 being independent of their position at F2 [68].
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Figure 2.3: The mechanical layout of the degrader system at the focal plane of F2. It
should be noted that in the current work, the ladder shown at the bottom was located in
the middle, which differs from the configuration. Reprinted with permission from [30],
Copyright © 1992 publisher Elsevier B.V.

In the achromatic mode, the main goal is to spatially separate different isotopes at
the F4. Therefore, since the fragments have a different momentum after passing
through the achromatic degrader, fragments with very similar A/Q values, trans-
mitted by the first two dipoles, can be separated based on their momentum after
the degrader. Thus, according to the new magnetic rigidity of the fragments, the
second separation is done utilizing the last two dipoles. With the achromatic mode,
the fragments of the same isotope can be spatially focused at F4, while additional
degraders at F4 can be utilized for energy bunching for further purposes. In the
current work, the FRS was set in the achromatic mode.

Beam

Beam

Target

Target

Dipole Dipole

DipoleDipole Achromatic degrader

Monoenergetic degrader

F2

F2 F4

F4

P1

P2

P3

P1

P2

P3

P'

P'

P'

P3'

P2'

P1'

Figure 2.4: Schematic of the achromatic and monoenergetic modes of the FRS. In the
achromatic mode, the fragments are horizontally focused at the final focal plane F4, while
using the monoenergetic mode the fragments have the same momentum after the degrader
and are spatially separated in the F4.
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2.2 Identification

The identification is a crucial part of every experiment at the FRS. The fragments
are identified by determining their mass-over-charge ratio (A/Q) and atomic
number (Z). These can be determined with the magnetic rigidity (Bρ) analysis,
time-of-flight (ToF) measurement, and energy-loss (∆E) measurement, i.e. by using
the Bρ-ToF-∆E method [19, 30, 69].

2.2.1 Bρ-ToF-∆E method

In the FRS, magnetic fields created by magnetic dipoles are homogeneous and
orthogonal to the momenta of the particles. Heavy fragment with a mass m and
charge q travelling with a velocity −→v inside the magnetic field

−→
B experiences

Lorentz force
−→
F L

−→
F L = q−→v ×−→B . (2.1)

In addition, a centripetal force acts on the particle moving in a circular path. If no
other forces are involved, the centripetal force is in balance with the Lorentz force.
Forces in balance give the equation

qvB =
mv2

r
, (2.2)

by replacing the radius r with ρ, Equation 2.2 can be expressed

Bρ = v
m
q

. (2.3)

Since the energies of the fragments are relativistic, and assuming that the fragments
are fully stripped (mass m = Au) i.e. all electrons are removed, the momentum
can be written

p = βγAuc, (2.4)

where β = v
c is the relative velocity to the speed of flight, γ =

√
1

1−β2 is the Lorentz
factor, A is the atomic mass number, u is the atomic mass unit, and the c is the
speed of light. Using the information that the fragments are fully stripped, i.e. the
charge q = Ze, and by combining the Equations 2.3 and 2.4, the ratio of the mass
number and atomic number can be written
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A
Z

=
Bρe

βγuc
. (2.5)

In Equation 2.5, it can be seen that the fully stripped fragments defined with
different A and Z values can be identified using the velocity β and the magnetic
rigidity Bρ when the value of Z is known. The following subsections introduce
the determination of Bρ, ToF, and ∆E.

2.2.2 Bρ determination

After the fragmentation reaction inside the FRS target (see the location in Fig. 2.1),
the resulting velocity is about the same for all fragments [30]. Therefore, the first
two dipoles determine the curvature radii of the fragments based on the A/Q
ratio of the reference fragment. The acceptance of the spectrometer and deviation
of the magnetic rigidity impact the resolution of this selection.

A huge number of fragments with the A/Q ratio close to the reference fragment
arrives at the F2 after the first magnetic selection. To solve this problem, before the
second selection, the fragments pass through the velocity degrader at the F2 to
reduce the velocity of the fragments, i.e. the momentum of the fragment differs
before and after the degrader. Then the second magnetic selection can be made for
the reduced fragment velocity.

For the Bρ determination, the magnetic fields of the dipole magnets are set for the
reference fragment. This means that such fragment passes through the magnets
using a centred trajectory with the magnetic rigidity of Bρ0, hereafter called the
reference magnetic rigidity. Then for a non-centered fragment, the magnetic
rigidity can be written

Bρ = Bρ0 + ∆Bρ, (2.6)

where ∆Bρ is relative to the reference magnetic rigidity. Due to the deviation in
the momentum of the non-centered fragment δF2−F4 the following expression can
be written

Bρ = Bρ0(1− δF2−F4). (2.7)

Moreover, the first order ion-optical matrix element of the magnetic separator can
be expressed as following

x4 = MF2−F4 · x2 + DF2−F4 · δF2−F4, (2.8)
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where x4 and x2 are the fragment positions at the focal planes F4 and F2 respec-
tively, MF2−F4 is the magnification between the focal planes, and DF2−F4 is the
dispersion coefficient. By combining equations 2.7 and 2.8 the magnetic rigidity of
the selected fragment can be expressed

Bρ = Bρ0

(
1− x4 −MF2−F4 · x2

DF2−F4

)
. (2.9)

From Equation 2.9 it can be seen that the magnetic rigidity of the fragment under
interest can be calculated by measuring its position at the focal planes F2 and F4.

2.2.3 ToF measurement

The scintillators placed at the final focal plane F4 and at the central focal plane F2
with a distance of about 37 m are used for the ToF measurement. The start time of
ToF is given by the scintillators SC41 or SC42 at F4 and the stop time by the SC21
or SC22 at F2 (see the locations of the detectors in Fig. 2.1). In total eight-time
measurements, SC41-SC21, SC42-SC21, SC41-SC22, and SC42-SC22, can be done
each using the left or right sides of the scintillators [67].

For the inverse logic, there are two reasons: the first is to trigger only the events
that survive up to the F4, and the second is to reduce the dead time. The measured
ToF∗ of each scintillator pair is then the average of the measured time differences
in the left (ToF∗R) and right sides (ToFL∗), as follows:

ToF∗ =
ToF∗R + ToF∗L

2
= T2 − T4 + T0,

ToF = T4 − T2 = T0 − ToF∗,
(2.10)

where T2 and T4 are the times when the fragments pass the F2 and F4 respectively,
T0 is a time delay set for the T2, and the ToF is the real time-of-flight, which can be
expressed by

ToF =
d
v

, (2.11)

where d is the flight length of about 37 m, and v is velocity. Connecting functions
2.10 and 2.11 the equation to calculate the velocity is

1
v
=

T0

d
− ToF∗

d
. (2.12)
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2.2.4 ∆E measurement

The linear energy-loss of the charged particle in an absorber material dE
dx is ex-

pressed with the Bethe-Bloch formula [49]:

− dE
dx

=
4πe4z2NZ

m0v2

[
ln

2m0v2

I
− ln

(
1− v2

c2

)
− v2

c2

]
, (2.13)

where v and ze are the velocity and charge of the particle, m0 is the electron rest
mass, N and Z are the number density and the atomic number of the absorber
material. The I is the average excitation and ionization potential of the absorber
material.

From the Bethe-Bloch formula Equation 2.13, it can be seen that the energy loss of
the particle is proportional to the square of its charge i.e.

dE
dx

∝ Q2. (2.14)

The Z identification of different fragments based on their charge (Q) and velocity is
done using MUSIC detectors (see details in Section 2.3.4). The charge Q equals the
atomic number Z for fully stripped fragments. Therefore, the charge-dependent
energy loss can be extracted following the equation 2.14. However, to achieve
better separation in the energy loss measurement, the fragments pass through
the so-called ladder degrader (see Fig. 2.3), where they lose energy according to
their charge and Z value. This is done because all fragments have almost the same
velocity after the fragmentation reaction in the target. The simple schematic view
of how the ladder degrader affects the velocity of the fragment is shown in Fig.
2.5.

V

V

V

V

V2

V1

V2

V1Z*
Z

Z*
Z

Degrader

Figure 2.5: The simple schematic view of how the degrader affects the fragments with
different atomic number (Z).
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2.2.5 Determination of fully stripped fragments

Even when the FRS is set to deliver fully stripped fragments, a small fraction of H-
like fragments, and He-like fragments are delivered [70]. Therefore, the degrader
energy-loss measurement is needed. This measurement allows for distinguishing
the different charge states. The energy loss in the matter of the fragment can be
expressed by [65]

∆E = A∆γ, (2.15)

where ∆E is the kinetic energy loss, the γ is the Lorentz factor, and A is the mass
number of the fragment. As explained in Section 2.2.4, the energy-loss of the
fragment is proportional to its charge and velocity. Therefore, by reformulating
Equation 2.15, ∆E of the fragment over the FRS can be calculated

∆E
Q

= (γ1 − γ2) ·
A
Q

, (2.16)

where notations 1 and 2 are the measured Lorentz factors of the fragment in the
first and second half of the FRS. Then by using Equations 2.3 and 2.4, γ1 can be
written as follows:

γ1 =
eBρ1

cuA/Q ·
√

1− 1
γ2

1

, (2.17)

γ2
1 = 1 +

( e
cu

)2
·
(

Bρ1

A/Q

)2

, (2.18)

where e is the electron charge, u is the atomic mass unit, c is the speed of light, and
β is the relative velocity. Additionally, γ2 can be computed directly from the time
of flight measurement and β = v/c expression.

The energy loss of the fragments as a function of maximum energy loss Qmax
(see Section 2.3.4 for details on Qmax determination), in the 193Ta setting of the
S468 experiment is shown in Fig. 2.6. In order to identify the fully stripped
fragments, production rates of different charge states are calculated using the code
GLOBAL [70] and LISE++ program [71, 72]. The line of spots in the middle of
the figure represents the fully stripped fragments, denoted as 0e-0e. Additionally,
some produced fragments carry one or two electrons over the entire FRS and
populate the spots of the fully stripped fragments. However, the calculated ratio
of 193Ta isotopes with one electron to fully stripped ones is only about 3 %. The
spots below the central line correspond to fragments which carry one electron
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after the F2 degrader, denoted as 0e-1e, and the calculated ratio for 199Os is about
9 %. Additionally, a few entries above the main line correspond to fragments that
carried one electron before the degrader (1e-0e). The calculated ratio for these
fragments is about less than 1 %, which is why only a few entries are visible in
this region.
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Figure 2.6: Energy loss (∆E) of the fragments in 193Ta setting in the degrader at F2

as a function of the maximum energy loss Qmax in the MUSIC detectors at the F4.

2.3 Instrumentation

Different beam diagnostic systems are utilized for monitoring and tracking along
the FRS beamline due to the varying conditions of different experimental areas.
So far, Time Projection Chambers (TPCs) [73] have been used for the position
measurements. However, in the future, the increasing beam intensities of the
Super-FRS will require position measurements with a tracking efficiency >95 %
with a counting rate of about 1 MHz, which cannot be achieved with the TPCs [31].
Therefore, Time Projection Chambers with Gas Electron Multipliers (GEM-TPC)
detectors in twin field cage configuration [74] were developed to replace TPCs at
the Super-FRS.

Nowadays, particle identification at the FRS and in the future at the Super-FRS
will be made by the Bρ-ToF-∆E method (see details in Section 2.2) [20, 30]. The ∆E
measurement is provided by Multi-Sampling Ionization Chambers (MUSIC) [75],
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while Time-of-Flight (ToF) is measured by the plastic scintillator detectors [76],
and presently in the FRS, the position measurement is done by the TPCs and used
to determine the Bρ.

In the following sub-chapters, trackers, working principles, and calibrations used
in the identification at the FRS are presented.

2.3.1 Trackers at the FRS target area: SEETRAM

In the target area of the FRS, there are three different types of detectors, the
SEcondary Electron TRAnsmission Monitor (SEETRAM) [77], a scintillator, and a
current grid [78] (see Fig. 2.1). The purpose of these detectors is to measure the
position and intensity of the beam, and additionally, they are used to calibrate
each other.

The SEETRAM is the detector used to determine the beam intensity at the FRS.
It operates in vacuum and consists of three parallel titanium foils, each with
the thickness of 10 µm, mounted perpendicular to the beam direction. As the
beam passes through these foils, it produces a current that can be collected with
an electric field. The magnitude of the produced current is proportional to the
intensity of the beam [77]. In the present work, the SEETRAM is utilized to
measure beam intensity.

2.3.2 Time Projection Chamber

The TPCs are gas-filled detectors, where the incoming particle ionizes the gas
volume, and the produced charge is collected and amplified in the anode wires.
The active volume of the TPC at the FRS is 240 mm x 60 mm x 70 mm in the x, y,
and z directions.

The TPC consists of four anode wires, two delay lines, and a field cage. The
anode wires are used to determine four independent y position measurements
and two delay lines to provide two x position measurements. The x coordinate
is measured by the time difference at both ends of the delay line, while the y
coordinate is computed by measuring the drift times at the anode wires. The field
cage consists of thin Mylar strips (3 mm wide) metalized on both sides connected
to a high-resistance divider. A voltage applied to the divider is used to create a
uniform electric field inside the chamber [31]. The gas in use at the FRS is P10
(90% Ar, 10% CH4) at atmospheric pressure and room temperature.
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Position determination

The x position of the passing particle is determined from the time difference
measured by both ends of the delay line. To convert the time into millimetres, the
following equation is used [79]

x = A(tl − tr) + xo f f , (2.19)

where A and xo f f are calibration constants, and tl and tr are the measured times
from the left and right sides of the delay line. Because the conventional TPC
consists of two delay lines, two sets of calibration parameters are determined
for the x coordinate. Since one TPC has four anode wires, four y coordinate
calculations can be done with the equation

y = v · td + yo f f , (2.20)

where v is the drift velocity, td is the measured drift time and yo f f is the determined
offset. Since four y positions can be measured, four sets of calibration constants are
needed to extract from the calibrations. In order to ensure accurate tracking with
the TPC, the times related to the x and y coordinates of the event are correlated by
the Control Sum (CS), which is utilized to eliminate noise (see details in Ref. [31]).

Calibrations

Calibrations of TPCs are needed to determine the drift velocity of electrons and
signal propagation velocity in the delay lines. The calibrations at the FRS are done
with the standard calibration method [31].

This method includes a defocused primary beam and a scintillator fiber grid,
which consists of three scintillating fibers in the x and y directions. The diameter
of the fibers is 1 mm, and the pitch of 12 mm on x side and 6 mm on y side. One
calibration grid is placed in front of each TPC and aligned in the centre of the
active area of the detector. With the defocused beam, the entire area covered by the
grid is illuminated, and only the particles which interact with the fibers generate
the trigger. As an outcome, three peaks are measured with a known distance in
the x and y position distributions.

By triggering with the calibration grid, the shape of the calibration grid is visible
in the two-dimensional position spectrum, as shown in Fig. 2.7. In that figure, the
positions in the x- and y-axes are calibrated, and the distances between the fibers
correspond to the known distances of 6 mm and 12 mm.
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Figure 2.7: The calibrated positions of the TPC42. Three fibers of the calibration grid
in the x and y directions are shown with the black lines. The figure is adapted from [1],
under the license CC BY 4.0. The dashed lines of the original figure are changed to the
continuous lines and the number of entries is added.

As an outcome of the calibrations, two sets of the calibrations factors for the x
coordinate and four sets for the y coordinates are determined.

2.3.3 GEM-TPC

In the future at the Super-FRS, the GEM-TPC in the twin configuration provides
the position information i.e. the x and y coordinates of the traversing particle. This
information will be used in the magnetic rigidity (Bρ) analysis which is essential
part of the particle identification.

The GEM-TPC in the twin configuration is a gaseous detector designed to operate
at close to 100 % tracking efficiency at 1 MHz counting rate [32, 80, 81]. It consists
of two GEM-TPCs inside the same vessel, sharing the same gas volume (see Fig.
2.8). The active volume of the GEM-TPC detector is 220 mm x 100 mm x 25 mm, in
the x, y, and z directions, respectively. In the twin configuration, one GEM-TPC is
flipped with respect to the middle plane so that the electric fields of the detectors
are in opposite directions. This configuration provides two independent drift
volumes and enables the measurement of the Control Sum (CS) [81], the sum of
drift times from both detectors. Since the CS should remain constant, it can be
used to associate the hits originating from a single event. Essentially, the CS can
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be used to reject the noise and pile-up.
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Figure 2.8: An artistic view of the GEM-TPC twin detector configuration showing the
direction of the electric field in the first and second unit.

The GEM-TPC consists of a field cage, similar to TPCs [31], a stack of three GEM
foils [82] for the amplification, and a front-end electronics. The field cage includes
32 strips (a pitch of 3.12 mm) on both sides of 10 µm thick aluminized Mylar
foil [83]. A resistor divider is used to connect the first strip on the cathode and the
last strip on the top electrode of the first GEM foil. In that way, a uniform electric
field can be applied to the field cage. In the direction of the incoming beam, 512
parallel strips (the pitch of 0.4 mm) are on the readout pad plane of the single
GEM-TPC. For more technical details see Ref. [83].

Working principle

Inside the GEM-TPC, the incoming particle ionizes the gas volume, and produces
positively charged gas ions and negatively charged electrons. Inside the field cage,
the electrons and the ions drift in opposite directions in an electric field.

The x coordinate of the incoming particle is determined from signal reading strips,
while the y coordinate can be calculated from the measured drift time of the
electrons.

Clusterization process

The process denoted as clusterization means that electron cloud created by a single
incoming particle is detected in multiple adjacent strips of the readout pad plane.
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Thus, all the strip signals associated with a single event are grouped and fitted
with a Gaussian function to obtain the amplitude profile of the cluster and its
position. Most of the information about the incoming particle in the GEM-TPC can
be determined from the clusters. The cluster provides information to determine
the x position of the particle, the total collected charge, the cluster strip multiplicity,
and the number of reconstructed clusters within the single trigger. In the present
work, a new clusterization algorithm for the GEM-TPC detector was developed
and tested for the first time [1].

Event Strips Find signal
amplitudeSignal Set amplitude value

 for the clusterYes

No

Figure 2.9: The block diagram showing the analysis steps in the clusterization process.

The block diagram of the analysis steps in the clusterization is shown in Fig. 2.9.
For each event, the first step is to determine the measured charge, i.e. the signal
amplitude of each strip. Afterwards, all the strips belonging to a single event are
grouped. The next step is to fit a Gaussian function to determine the amplitude
profile of the strips, and the mean value. The normalized Gaussian equation used
to fit the cluster is following

f (xstrip) =
A

C ·
√

2 · π
· e−0.5·

(xstrip−B)2

C2 , (2.21)

where A is the value of the amplitude, Xstrip is the strip channel number, B is the
mean channel, and C is the standard deviation of the fit, hereafter called sigma.

One example of the reconstructed cluster with a mean value of 97.53(8) strip and
sigma of 2.41(6) strip is shown in Fig. 2.10. The maximum mean strip number for
this cluster is 224 due to the experimental conditions that allowed readout only
part of the strips.
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Figure 2.10: An example of the reconstructed cluster shown with a blue line, and a
normalized Gaussian function fit drawn with a red dashed line. From this cluster, a mean
value of 97.53(8), maximum amplitude of 5443.33(59), and sigma of 2.41(6) are extracted.

Position determination

The x coordinate for the event is calculated by multiplying the extracted mean
value by the pitch of 0.4 mm (strip width is 0.25 mm) and then subtracting a fixed
offset. Thus, the strip in the middle of the detector has a value of x = 0 mm. During
the in-beam test in 2019, half of the strips of one GEM-TPC were read out, and the
following equation was used to calculate the x coordinate

XGEM−TPC = B · P− C, (2.22)

where XGEM−TPC is the measured x position, P is the pitch width, B is the extracted
mean value of the Gaussian fit, and C = 51.2 mm is the distance from the edge of
the active area to the centre.

The y coordinate of the event is extracted from the signal arrival time TA of the
cluster, where the closest strip to the maximum amplitude of the cluster is used to
determine the TA. Then the equation to calculate y coordinate is given by

f (TA) = TA · vdri f t − yo f f , (2.23)

where vdri f t is the measured drift velocity, and yo f f is the determined offset.

Calibration

In order to calculate the y coordinate, the calibration is needed to determine an
essential parameter, the drift velocity. This calibration process utilizes the standard
method employed for conventional TPCs [31] (see details in Section 2.3.2).
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The events recorded by the closest TPC calibration grid are projected to the GEM-
TPC. This projection provides three peaks from the grid, each at a known distance,
as shown in the x direction in Fig. 2.11. In order to calculate the drift velocity for
the y coordinate, the drift times of known drift distances are determined. This
process includes fitting a Gaussian function to the peaks in the measured time
distribution and then calculating the time difference of the mean values between
the peaks with known distances.
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Figure 2.11: The measured x position spectrum (strip number) in the GEM-TPC when
the trigger is taken from the calibration grid of the closest TPC.

2.3.4 MUlti-Sampling Ionisation Chamber

The MUlti-Sampling Ionisation Chamber (MUSIC) detector is a gas-filled detector
designed to detect positive gas ions and electrons generated by incoming particles
[75]. This detector consists of eight anode strips, a cathode, and an electric field
created between them [84]. At the FRS, the MUSIC detectors are filled with a
continuously flowing P10 gas (90% Argon, 10 % CH4) and operated at atmospheric
pressure and room temperature. The active volume of the detector is 200 mm
x 80 mm x 400 mm, in the x, y, and z directions, respectively. The purpose of
the MUSIC is to determine the atomic number of the particle, denoted as Z, by
measuring the charge produced by the particle passing through the detector.

As shown in Fig. 2.1 at the focal plane F4, two MUSIC detectors are placed
sequentially along the beam direction, which allows the identification of electron
pick-up or loss reactions inside the detectors. Moreover, between the MUSICs at
F4, a Nb foil was used to remove electrons gained by the particles inside the first
MUSIC chamber. Fig. 2.12 shows a correlation plot of the measured energy-loss
of the fragments in MUSIC detectors. It can be seen that the fragments without a
change in their charge are located along the line, whereas the fragments with a
change in the charge are situated either above or below the line, depending on the
position of the charge change.
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For the identification of the fragment, the value Qmax is defined as the highest
energy loss measured in two MUSICs. However, the energy loss is proportional
to the square of the charge, and therefore, it is very sensitive to the changes.
Therefore, it is essential to note that fragments with the same number of electrons
in both MUSIC detectors can not be distinguished.
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Figure 2.12: The correlation plot of measured energy loss in two MUSIC detectors with
the 193Ta setting. The black dashed line shows the fragments that lose about the same
amount of energy inside both detectors, whereas the fragments with a change in charge
are shown above and below the line.

Calibration

According to the Bethe-Bloch formula (Equation 2.13), the energy loss of the
fragment is proportional to the square of its atomic number, and on the other hand,
the energy loss is inversely proportional to the square of its velocity. Hence, the
velocity i.e. β dependent on energy loss, needs to be calibrated. Furthermore, it
is necessary to calibrate the position dependence of the energy-loss because the
charge collection is reduced near the walls of the MUSIC detector.

For the calibrations of the MUSIC detector, two methods can be used. Either the
FRS is set for the primary beam, following a scan of the beam over the MUSIC
active area in the x direction, or the fragment which covers the full width of the
horizontal area can be used. In this work, the latter method using the fragment
covering the full width of the horizontal area was used. Afterwards, the resulting
energy-loss can be plotted as a function of the position.

The equation for the position-dependent energy-loss calibration is as follows [85]
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dEc = dE · a0

a0 + a1 · x + a2 · x2 + a3 · x3 + a4 · x4 + a5 · x5 + a6 · x6 , (2.24)

where dE is the total energy-loss measured in all eight anodes, coefficients ai are
determined from the sixth-order polynomial fit to the spectra where the energy-
loss is plotted as a function of the position, and x is the measured position by
the TPCs. The data measured for the scintillator calibrations (see Section 2.3.5)
can be used for the velocity-dependent calibration. For the velocity-dependent
energy-loss calibration, the following expression is used

vcor = b0 + b1 · β + b2 · β2 + b3 · β3 + b4 · β4, (2.25)

where the coefficients bi are determined from the fourth order polynomial applied
into the spectrum of energy-loss as a function of β measured with a primary beam
with different energies. The final determined Z is then calculated using Equation
of 2.24 and 2.25 as follows

Z = Zprimary ·

√
dEc

vcor
+ Zo f f , (2.26)

where Zprimary = 82 is the charge of the primary beam, and Zo f f is an offset to
improve the charge spectrum fit. All calibration parameters used in the β-decay
analysis can be found in Ref. [67].

2.3.5 Plastic scintillator

Plastic scintillator detectors made of Bicron (BC420) are used for the ToF measure-
ment at the FRS. These detectors include two photomultiplier tubes, at the F2 [86],
and at the F4 [87], equipped at the left and right side of the plastic scintillators.
The dimensions of these detectors at the F2 are 200 mm x 45 mm in the x and
y directions, respectively, with the thickness of 5.09 mm [88]. Furthermore, the
scintillators at the F4 have dimensions of 200 mm x 100 mm with the thickness of
1 mm.

Calibrations

Once the calibrations of TPCs are done, it is possible to determine the position of
the primary beam and fragments. Then, for the calibration of scintillator detectors,
two procedures can be applied. The primary beam with at least three well-known
energies or well-known targets can be used. In the current work, for the S468
experiment, five different beam energies were used to calibrate scintillators. At
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first, the primary beam position was centred in the focal planes F2 and F4 with
an angle of 0 mrad (with respect to the central axes). Thereafter, the SEETRAM,
scintillators, F2 degrader wedge, and TPCs at the F2 and F4 were set individually in
the beam line, and corresponding changes from the centre position and respective
Bρ values were saved.

Finally, the time difference between scintillators at the F2 and F4 is measured, and
the ToF is calculated and plotted as a relative velocity function (β = v/c). Then
the linear calibration can be done as presented in Section 2.2.3.



3 PERFORMANCE MEASUREMENTS OF THE
GEM-TPC DETECTOR 2016

In 2016, the GEM-TPC detector prototype (HGB4) in the twin configuration [32]
was tested at GSI at the FRS using the 12C and 124Xe beams, with the energies
of 600 MeV/u. The beam intensity varied from kHz/spill to a few MHz/spill.
Throughout this chapter, the GEM-TPC refers to the prototype GEM-TPC in the
twin configuration. The 1st GEM-TPC denotes the first unit of the GEM-TPC, while
the 2nd GEM-TPC refers to the second unit of the GEM-TPC.

This in-beam test aimed to study the performance of the GEM-TPC and the
response of the integrated electronics. As reference detectors, two conventional
TPCs (TPC41 and TPC42) were used together with a plastic scintillator (SC41)
which was used for the triggering (see the dimensions of the detectors in Fig. 3.1b).
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Figure 3.1: (a) A schematic view of the experimental setup together with the coordinate
system. The GEM-TPC was placed in between conventional TPCs (TPC41 and TPC42),
and the plastic scintillator (SC41) placed downstream in the beamline at the final focal
plane F4 of FRS. (b) Dimensions of the detectors in the horizontal and vertical plane.
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Figure 3.1a shows the experimental setup and coordinate system used in the
analysis. The GEM-TPC was placed between the TPCs and the SC41 downstream
from the GEM-TPC.

3.1 Readout electronics

The GEM-TPC has two options for reading out the measured signals in each unit.
Firstly, the signal can be obtained from the bottom of the third GEM foil and,
secondly, from the individual strips of the anode plane.

In this in-beam test, the readout electronics included GMX-NYXOR cards [32]
for reading the analogue signals from the strips, and VV50-2 charge sensitive
preamplifiers [89], referred to as preamplifiers hereafter, for reading the signals
from the bottom of the third foil. Each GMX-NYXOR card has two n-Xyter chips
[90], with 128 channels each. The n-Xyter chip measured the amplitude and timing
information of strip signals exceeding a threshold. In total, four GMX-NYXOR
cards and two preamplifiers were used to read signals of the GEM-TPC.

The collected data was then transmitted to the PCI-Express Optical Receiver
(PEXOR) [91], which served as the connection between the front-end cards and
the DAQ (Data Acquisition) computer.

To ensure data synchronization i.e. starting and stopping the data taking, the
PC-based Trigger Module (TRIXOR) [92] was used and controlled by the PEXOR.
The Multi Branch System (MBS) [93] was utilized to synchronize data from all
detectors, ensuring that all events have the same timestamp value, and sending
signals to the data storage.

3.2 Data flow

The signals obtained from the bottom of the third GEM foil provide information
on the timing and the charge induced by the event. The timing can be utilized
to calculate the y position and perform the performance analysis of the detector.
On the other hand, the signals from the strips of the anode plane can be used to
determine both the x and y positions of the event, the measured charge, and the
cluster strip multiplicity, which is the number of fired strips within one trigger.

The signals measured from the bottom of the third foils were transported to the
preamplifiers, while the signals from the strips were read out using the GMX-
NYXOR cards, hereafter denoted as GEMEX. Subsequently, the clusterization was
done for the strip signals (see details in Section 2.3.3). Two reconstructed clusters
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are shown in Fig. 3.2. The difference of about three strips between their mean
values is obtained for this event. Previous findings indicated the difference of
2 mm in the cluster positions between the GEM-TPCs along the x direction [32].
However, with the pitch of 0.4 mm, the observed difference of three strips now
corresponds to 1.2 mm, which can be due to the misalignment of anode planes or
an angle of the incoming event.
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Figure 3.2: Reconstructed clusters for the carbon beam from the same event in both the
1st and 2nd GEM-TPC, shown in red and black lines, respectively.

3.3 Calibrations

3.3.1 TPC calibrations

To calibrate the TPC41, the standard calibration method [31] described in Section
2.3.2 was used. In the case of TPC42, due to the insufficient calibration data using
the carbon beam for the TPC42, the calibration method explained in Ref. [1] and
in Section 2.3.3 was used. The determined calibration parameters for the carbon
beam for both coordinates are shown in Tables 3.1 and 3.2. It can be observed that
the drift velocity remains almost the same for all anodes within the TPC41 and the
TPC42.

Table 3.1: Determined calibration parameters for the carbon beam in the y direction for
the TPCs.

Detector Parameter Anode

1 2 3 4
TPC41 v[µm

ns ] 36.4(1) 36.8(1) 37.2(1) 36.7(1)
TPC41 yo f f [mm] -71.5(2) -72.5(2) -74.0(2) -73.1(2)
TPC42 v[µm

ns ] 42.1(1) 42.4(1) 42.3(1) 42.1(1)
TPC42 yo f f [mm] -71.5(1) -69.7(1) -71.0(1) -70.5(1)
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Table 3.2: Determined calibration parameters for the carbon beam in the x direction for
the TPCs.

Detector Delay line A [µm
ns ] xo f f [mm]

TPC41 1 80.8(2) -1.8(1)
2 82.0(2) -3.2(1)

TPC42 1 74.3(2) -1.8(1)
2 75.8(3) 0.9(1)

Figure 3.3 shows the calibrated position spectrum of the calibration grid using the
carbon beam in all anodes of the TPC41. The measured positions of the scintillator
fibers of the grid are shown in Table 3.3. The spacing of 6.6(2) mm and 5.4(2) mm
in the y direction, and spacing of 12(2) mm in the x direction between fibers are
found with the TPC41.
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Figure 3.3: The calibration grid measured with the carbon beam in each anode of the
TPC41.
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Table 3.3: Measured positions of the calibration grid with the carbon beam (triggered by
TPC41 calibration grid). The measured positions are relative to the zero position of TPC41
detector. Additionally, here note that the y position for the TPC42 is calculated using three
anodes since the signals of one anode were not collected.

Detector Coordinate Peak position [mm]
Left Middle Right

TPC41 x -11.8(1) -0.2(1) 12.2(1)
y -6.6(1) 0.0(1) 5.4(1)

TPC42 x -12.0(1) 0.1(1) 11.9(1)
y -7.5(10) -2.6(5) 2.6(10)

1st GEM-TPCGEMEX x -9.3(1) 2.9(1) 14.8(1)
y -6.3(1) -0.2(1) 5.6(1)

2nd GEM-TPCGEMEX x -10.0(1) 2.0(1) 13.5(1)
y -6.4(1) -0.1(1) 5.5(1)

1st GEM-TPCPreAmp x -9.2(1) 2.9(1) 14.7(1)
y -6.4(1) -0.2(1) 5.5(1)

2nd GEM-TPCPreAmp x -9.9(1) 1.9(1) 13.6(1)
y -6.3(1) 0.0(1) 5.7(1)

3.3.2 GEM-TPC calibrations

In order to measure the y coordinate in the GEM-TPC, the drift velocity calibration
is required, as explained in Section 2.3.3. The calibration process utilizes events
triggered by the scintillator grid of the TPC41 and projects them into the GEM-TPC.
In the position spectrum measured by GEM-TPC, it becomes possible to identify
three peaks separated by a known distance. For further information regarding the
calibration method, see Ref. [1].

The determined calibration parameters for the carbon beam are presented in Table
3.4, with the field cage electric fields of 133.3 V/cm and 130.1 V/cm in the 1st

and 2nd GEM-TPC, respectively. The measured drift velocities in the 1st and 2nd

GEM-TPC, using either preamplifiers or GEMEXs, are in good agreement with a
calculated drift velocity of 55.0(2) µm

ns from a electric field of 130 V/cm. Moreover,
the observed difference of about 15 mm in the offset parameter yo f f comes from
the delayed timing signals of the 2nd GEM-TPC. The reconstructed calibration grid
using the times for the clusters taken from the preamplifiers and GEMEXs in the
1st and 2nd GEM-TPC are shown in Fig. 3.4.

The measured distances between the scintillator fibers of the calibration grid at the
GEM-TPC are shown in Table 3.3. The obtained spacing between fibers is in very
good agreement with the spacing measured at the TPC41. Moreover, a measured
offset of 1.0(2) mm can be seen between the 1st and 2nd GEM-TPC at the fiber
position of x = 0 mm. Earlier the offset of 2 mm with 124Xe beam was reported
without the clusterization or strip equalization [32].
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Table 3.4: Determined calibration parameters for the carbon beam in the y direction for
the GEM-TPC.

Detector Data measured TA[
µm
ns ] yo f f [mm]

1st GEM-TPC Preamplifier 53.6(3) -75.9(4)
GEMEX 54.8(6) -61.4(6)

2nd GEM-TPC Preamplifier -54.2(4) 55.3(4)
GEMEX -55.7(5) 40.9(4)
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Figure 3.4: The calibration grid measured with the carbon beam using the cluster times
from the preamplifiers and GEMEXs in the 1st and 2nd GEM-TPC when the trigger is taken
from the TPC41 calibration grid.

3.4 Alignments

Once the calibrations are completed, the alignment of the detectors is required in
the beam coordinate system. In the present work, the alignments were performed
offline due to the lack of a suitable data set taken with the primary beam and the
beam line slits set in well-defined positions.

The offline alignment process used for the present analysis is the following:

1. Use the beam at position x = 0 mm and y = 0 mm
2. Determine the measured positions of the TPCs, 1st GEM-TPC, and 2nd GEM-

TPC
3. Calculate the offsets for all the detectors to move them at the position x = 0

mm and y = 0 mm
4. In all beam positions in the x and y directions check aligned positions in all

the detectors
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The measured positions with the carbon beam with the electric fields of 241.3
V/cm and 234.2 V/cm in the 1st and 2nd GEM-TPC respectively, and TPCs before
the offline alignment process are shown in Table 3.5.

Table 3.5: Measured positions with the carbon beam at the beam position x = 0 mm and
y = 0 mm in the offline alignment process. Errors of the values in the table represent
measured sigma values of the Gaussian fit, which was used to determine the position.

Detector Position [mm]
x y

TPC41 -2.7(16) -1.2(12)
TPC42 -1.8(14) 0.7(18)

1st GEM-TPCGEMEX -0.4(15) 7.4(12)
2ndGEM-TPCGEMEX -1.1(15) -2.1(12)
1st GEM-TPCPreAmp -0.4(15) 5.5(10)
2nd GEM-TPCPreAmp -1.1(15) -0.2(9)

Figure 3.5 shows the aligned positions with the carbon beam obtained after the
offline alignment process for all the beam positions in the x direction with the
field cage electric fields of 241.3 V/cm and 234.2 V/cm in the 1st and 2nd GEM-
TPC respectively. A good correlation between the measured positions and their
corresponding beam positions can be observed across all the beam positions.
Furthermore, Fig. 3.6 shows a strong correspondence in the correlation plots
between the calculated positions of the events determined with the TPCs (denoted
as the extrapolated position) at the locations of the GEM-TPCs and the measured
positions at both the 1st and 2nd GEM-TPCs. The data points in the plot align
closely along a 45-degree line, indicating consistency between the extrapolated
and measured positions.
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Figure 3.5: Aligned positions measured with the carbon beam in the x direction in each
detector at different beam positions.
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Figure 3.6: Position correlations between the extrapolated and measured positions at the
GEM-TPC location, using the carbon beam in the x direction in the 1st and 2nd GEM-TPC
detectors. The 45-degree lines are shown black dashed lines.

3.5 Results

The following subchapters show the results of analyses of the GEM-TPC per-
formance. These analyses include the control sum analysis and the measured
resolutions in the x and y directions, conducted for the events with a cluster multi-
plicity of one, i.e. the number of clusters within one scintillator trigger is one. The
analyses were performed using the carbon and xenon beams. At the end of this
chapter, Table 3.7 shows a summary of parameters and results obtained from the
performance analysis. This table also shows the detection efficiencies measured
during various analyses.

3.5.1 Control Sum

The twin design of the GEM-TPC was developed to achieve higher count rate
capabilities [80], which is one of the requirements for the operation at the Super-
FRS. Furthermore, the twin design enables the measurement of the Control Sum
(CS), which can be used for several purposes, such as associating hits from the
same event, reducing noise, and rejecting pile-ups. The CS can be calculated using
the following expression:
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CS = t1 + t2 − 2 · tre f , (3.1)

where t1 and t2 represent the measured drift times in the first and second unit of
the GEM-TPC, respectively, and tre f is the measured reference time from SC41.

If the focused primary beam is parallel to the z coordinate (see Fig. 3.1a), it is
expected that the CS should remain constant. Therefore, it allows for its utilization
in the performance analysis of the GEM-TPC. In order to study the CS in the
current work, the electric field of the GEM-TPC field cages was changed from 150
V/cm to 300 V/cm.

At first, to confirm the parallel beam of carbon during the voltage scan of the
electric field, the trajectories of the events were analysed in order to compute the
angles of trajectories. The TPCs were utilized to measure the mean angles (with
respect to the central axes), which remained close to 0 mrad throughout the scan.
Additionally, approximately 68.3 % of the events fall within a range of about 4
mrad.
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Figure 3.7: The CS values measured using the carbon beam. The CS values are shown by
a blue line, while the red dashed line represents the Gaussian fit. These measurements
were taken with the preamplifiers, with the electric field of 150 V/cm in the field cages of
the GEM-TPC.

In Fig. 3.7, the CS distribution at the beam position x = 0 mm, measured by
the preamplifiers, with the electric field of 150 V/cm is shown. Moreover, in
Fig. 3.8, the measured mean CS values with different electric fields are shown,
represented by black circles, and the corresponding sigma values with the red
triangles. Additionally, the blue squares represent the sigma values obtained with
an angle cut of 1 mrad, which means only the events with an angle within ±0.5
mrad, were considered. In summary, no significant variations in the width of the
measured CS distribution across the different electric fields were found. Moreover,
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as expected, selecting events with a small incoming angle leads to a narrower CS
distribution.
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Figure 3.8: Obtained mean control sum values with the carbon beam and their corre-
sponding sigma values, measured with different electric fields in the field cage. Black
circles represent the measured control sum values, the corresponding sigma values by red
triangles, and the sigma values with the 1 mrad angle cut for the events are represented
by blue squares. The error bars are within the markers.

In order to investigate the CS at different locations within the GEM-TPC, the
xenon beam was moved in the x and y directions while maintaining the constant
electric field of 200 V/cm. The beam was moved from -3.8 mm to -75.9 mm in
the x direction and from -10.5 mm to 13.2 mm in the y direction. The measured
CS values (black circles) and their corresponding sigma values (red triangles)
are shown in Fig. 3.9. It can be observed that the sigma values remain almost
constant across all positions, and there are no big variations in the CS values.
Additionally, the measured CS values (black circles) and corresponding sigma
values (red triangles) obtained at various positions in the y direction are shown
in Fig. 3.10. In this figure, the mean CS value varies depending on the incoming
angle of the events, as expected. In contrast, no significant variations in the sigma
values were found in the y direction.
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Figure 3.9: The mean CS values obtained with the xenon beam, and their corresponding
sigma values, measured with different positions in the x direction. The measured CS
values are denoted by black circles, while the corresponding sigma values are represented
by red triangles. The error bars are within the markers.
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Figure 3.10: The mean CS values obtained with the xenon beam, and their corresponding
sigma values, measured with different positions in the y direction. The measured CS
values are denoted by black circles, while the corresponding sigma values are represented
by red triangles. The error bars are within the markers.

In the previous studies of the GEM-TPC, the CS was measured using calcium,
bismuth, and uranium beams [32, 94]. When the uranium beam was used, the
measured sigma of the CS was approximately 14 ns, and it slightly increased with
the higher electric field. The difference with the present measurement, where
the sigma of CS about 13 ns with the carbon beam and < 6.5 ns with the xenon
beam were observed, is that the incoming angle of the events was not previously
measured, which influences the broader distribution observed. Additionally, the
performance analysis of the GEM-TPC is influenced by the beam optics of the
separator, which affects the incoming angles of events, as can be seen in the CS
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sigma values obtained with the carbon and xenon beams. In the case of the carbon
beam, the position distribution of the beam was larger in all detectors, while the
xenon beam showed a narrower beam width.

3.5.2 Beam profiles

After the calibrations, alignments, and CS analysis, the beam profile was deter-
mined with the carbon beam at the beam position x = 7 mm, and y = 0 mm, with
the electric fields of 241.3 V/cm and 234.2 V/cm in the 1st and 2nd GEM-TPC
respectively. The determination is accomplished by utilizing the measured times
from both GEMEXs and preamplifiers, as shown in Fig. 3.11. The beam profile
at the TPCs can be seen in Fig. 3.12. For the beam profile determination, the CS
within 3σ, the angle cut of 1 mrad, and the trigger multiplicity equal to one are
required.

10− 0 10 20 30
X [mm]

20−

10−

0

10

20

Y
 [

m
m

]

0

5

10

15

20

25

30

35

40

45

GEMEX GEM-TPCst1

10− 0 10 20 30
X [mm]

20−

10−

0

10

20

Y
 [

m
m

]

0

5

10

15

20

25

30

GEMEX GEM-TPCnd2

10− 0 10 20 30
X [mm]

20−

10−

0

10

20

Y
 [

m
m

]

0

20

40

60

80

100

preamplifier GEM-TPCst1

10− 0 10 20 30
X [mm]

20−

10−

0

10

20

Y
 [

m
m

]

0

10

20

30

40

50

60

70

80

90

preamplifier GEM-TPCnd2

Figure 3.11: Beam profiles with the carbon beam at the beam position x = 7 mm in the 1st,
and 2nd GEM-TPC determined using times measured by GEMEXs and preamplifiers.

The determined beam profiles are in very good agreement, regardless of whether
the time of the cluster was determined using GEMEX or preamplifier. Furthermore,
as expected, the beam profiles consistently remain at x = 7 mm, and y = 0 mm.
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Figure 3.12: Beam profiles with the carbon beam at the beam position x = 7 mm in the
TPCs.

3.5.3 Resolutions

The resolutions of the 1st and 2nd GEM-TPC were measured by using the residual
distributions, similarly as described in Ref. [1]. The residual distributions were
generated by the values of the difference between the measured position in the
GEM-TPC and the extrapolated position at the corresponding location, calculated
using the TPCs. In order to obtain the residual distribution, the extrapolated
positions, denoted as Extpos1 and Extpos2 for the 1st and 2nd GEM-TPC, respectively,
can be calculated using the following equation

Extpos1/pos2 =
tpc2pos − tpc1pos

d1
· d2 + tpc1pos, (3.2)

where the tpc1pos, and tpc2pos represent the measured positions at the TPC41
and TPC42, respectively. The value of d1 = 1300 mm corresponds to the distance
between the TPCs. The distance between TPC41 and either the 1st or 2nd GEM-TPC,
denoted as d2, is 223.5 mm or 333.5 mm, respectively.

The sigma of the residual distribution contains the quadratic sum of the resolution
of the GEM-TPC and tracking uncertainty (see Equation 4.3) [1]. In the analysis of
the carbon and xenon beam, it was assumed that the tracking uncertainty consists
of the internal resolutions of the TPCs, which are measured as 88 µm and 38 µm
in the x and y directions [31], respectively. The examples of the measured residual
distributions with the electric field of 200 V/cm at the beam position y = -4.7
mm are shown in Fig. 3.13a for the 1st GEM-TPC and in Fig. 3.13b for the 2nd

GEM-TPC. The extracted resolutions in this beam position are 0.20(1) mm and
0.22(1) mm for the 1st and 2nd GEM-TPC, respectively.
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Figure 3.13: Measured residual distributions, at the beam position y = -4.7 mm with the
preamplifiers in the 1st and 2nd GEM-TPC shown in Fig. (a) and (b), respectively. The
Gaussian fits are shown in red dashed lines. The extracted resolution in this beam position
is 0.20(1) mm for the 1st GEM-TPC and 0.22(1) mm for the 2nd GEM-TPC.

The measured y resolutions at different y positions in both GEM-TPCs are shown
in Fig. 3.14 and 3.15 using GEMEXs and preamplifiers, respectively. These mea-
surements were conducted using the xenon beam, with electric fields of 200 V/cm,
beam intensity of 3k ions/spill, and spill length of 2 s with 1 s between the beam
pulses, using both GEMEXs and preamplifiers. It can be observed that the res-
olutions remain about constant across different y positions in both the GEMEX
and preamplifier measurements. Moreover, there is a slight difference of approx-
imately 0.1 mm between the resolution values obtained with the GEMEX and
preamplifiers. This difference can be attributed to the broader signal arrival time
distribution measured in all beam positions with GEMEXs. Furthermore, there
is a maximum variation of about 0.018 mm and 0.016 mm in the resolutions be-
tween the 1st and 2nd GEM-TPCs when measured with the preamplifiers and
GEMEX, respectively. These differences come from the slightly narrower signal
arrival time distribution. However, it is worth noting that the differences are not
significantly large. Both GEM-TPCs show resolutions below the required value
of 1 mm for trackers operating in the Super-FRS. The results demonstrate that
both GEM-TPCs perform well and fulfil the necessary resolution criteria for their
intended application.

Despite the good agreement in y resolution values between the two GEM-TPCs, the
obtained results deviate from earlier measurements where the y resolution value
of 125 µm was determined [32]. The difference between measurements can be
attributed at least to two factors. Firstly, in the earlier measurement, clusterization
was not utilized. This difference could contribute depending on how the signal
arrival times were determined. Without clusterization, one method to determine
the y coordinate of the event is to use signal taken from the bottom of the third
GEM foil. This method aligns with the method utilized with the preamplifiers in
the current work, resulting in resolution values close to previously measured ones.
Secondly, in the present analysis, the tracking uncertainty was attributed only
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Figure 3.14: Measured y resolution of the 1st and 2nd GEM-TPC obtained using the xenon
beam and GEMEXs. The 1st GEM-TPC is denoted by black circles, while the 2nd GEM-TPC
is represented by red triangles.
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Figure 3.15: Measured y resolution of the 1st and 2nd GEM-TPC obtained using the xenon
beam and the preamplifiers. The 1st GEM-TPC is denoted by black circles, while the 2nd

GEM-TPC is represented by red triangles.

to the internal resolutions of the TPCs, which were assumed to be 88 µm and 38
µm, in the x and y directions [31], respectively. However, the earlier measurement
might have considered additional factors in the tracking uncertainty, such as more
accurate calibration and alignments, which were not possible to include in the
present analysis.

Moreover, in the previous experiment, the given y resolution value is given to the
whole GEM-TPC in the twin configuration, i.e. it includes both GEM-TPCs. As
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a summary, the differences in data processing and consideration of the tracking
uncertainty might explain the deviations observed in the y resolution values
between the present and earlier measurements. Therefore, it highlighted the
importance of considering the analysis technique and the tracking uncertainty
when comparing results from different experiments.

The measured x-resolution values of both GEM-TPCs in different beam positions
along the x direction with the xenon beam are shown in Fig. 3.16. The measure-
ments were done with the electric field of 200 V/cm, a beam intensity of 40k
ions/spill, and spill length of 2 s with 1 s between beam pulses. An angle cut of
±3 mrad was applied to select events within the specified range, however, result-
ing in wide-angle distribution. This figure shows that the x resolution remains
below 1 mm in all beam positions, fulfilling the requirement set for the resolution.
Additionally, there is a variation in the measured resolution ranging from 0.03 mm
to 0.18 mm between the GEM-TPCs, with a maximum variation of about 0.1 mms
observed in the 2nd GEM-TPC across different beam positions. These variations
may be attributed to the wide distribution of accepted angles in the analysed
events. However, further investigations are required to confirm any differences in
the position resolution across different locations of the GEM-TPCs.
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Figure 3.16: Measured x resolution of the 1st and 2nd GEM-TPC obtained using the xenon
beam. The data points of the 1st GEM-TPC are drawn by black circles, while the 2nd

GEM-TPC is represented by red triangles.

The obtained x-resolution values for the GEM-TPCs in the present analysis are
consistent with the values reported from previous measurements, where x reso-
lutions between 120 µm and 300 µm were reported for the GEM-TPC detector in
the twin configuration. However, there are some differences between the mea-
surements which come from several factors. Firstly, the present analysis applied
clusterization, whereas the previous measurements utilized a different method for
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x-position determination. Additionally, differences in consideration of tracking
uncertainty could also contribute to the observed resolutions.

The summary of parameters and results obtained from the prototype GEM-TPC
performance analysis are shown in Table 3.7. Whereas performance values for the
TPC (parameter definitions can be found in Ref. [31]), are presented in Table 3.6.
The detection efficiency of the GEM-TPC is determined by comparing the number
of events at the GEM-TPC to the events triggered by the scintillator. Meanwhile,
the detection efficiency for the TPC is determined by comparing events where at
least one of the four control sums falls within 3σ to the events triggered by the
scintillator. The detection efficiencies measured in this in-beam test indicate that
the GEM-TPC maintains the detection efficiency > 95 %, while the efficiency of the
TPC decreased below this with the intensity of 27 k ions/spill.

Table 3.6: Summary of parameters and performance values measured with 40Ar, 80Kr,
and 238U data for the TPC from Ref. [31].

Observable Beam Rate [ions/s] Value
Tracking efficiency 40Ar, 80Kr 40 k > 99 %

40Ar, 80Kr 400 k > 80 %
External resolution: x 238U - 160 µm
External resolution: y 238U - 200 µm
Internal resolution: x 238U - 88 µm
Internal resolution: y 238U - 38 µm
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Table 3.7: Summary of parameters and results from GEM-TPC performance analysis.
Please note that the resolution and detection efficiency values with 124Xe beam for the
GEM-TPCs are provided as average values measured at all beam positions. For the 12C
and 124Xe beams, the spill length was 2 s with 1 s between the beam pulses.

Detector Observable Beam Rate [ions/spill] Value
124Xe 3 k 95 %

TPC Detection efficiency 124Xe 40 k 78 %
12C 27 k 93 %
12C 50 k 89 %

124Xe 3 k 96 %
1stGEM-TPC Detection efficiency 124Xe 40 k 99 %

12C 27 k 97 %
12C 50 k 98 %

Resolution: x 124Xe 40 k 212 µm
124Xe 3 k 97 %

2ndGEM-TPC Detection efficiency 124Xe 3 k 99 %
12C 27 k 99 %
12C 50 k 99 %

Resolution: x 124Xe 40 k 120 µm
1st GEM-TPCGEMEX Resolution: y 124Xe 3 k 312 µm
2ndGEM-TPCGEMEX Resolution: y 124Xe 3 k 314 µm
1st GEM-TPCPreAmp Resolution: y 124Xe 3 k 202 µm
2nd GEM-TPCPreAmp Resolution: y 124Xe 3 k 214 µm



4 PERFORMANCE MEASUREMENTS OF THE
GEM-TPC DETECTOR 2019

The GEM-TPC detector prototype (HGB4) [32] in a single field cage configuration
was tested at GSI at the FRS [30] in 2019 using a 238U beam at 850 MeV/u. Since
this prototype GEM-TPC was tested earlier with a uranium beam [32], the main
goal of this in-beam test was to investigate its performance and response with
newly integrated Low Noise Amplifier With Adaptive Gain Settings - (AWAGS)
ASIC [95, 96] readout electronics using two conventional TPCs [31] as reference
trackers.

Figure 4.1a shows a schematic view of the experimental setup while the dimensions
of the detectors in the horizontal and vertical planes can be seen in Figure 4.1b.
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Figure 4.1: (a) A view of the experimental setup together with the coordinate system
used. Two conventional TPCs (TPC41 and TPC42) and a plastic scintillator (SC41) are
placed upstream in the beamline at the final focal plane F4 of FRS. (b) The dimensions of
the detectors in the x and y directions.
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The experimental setup at the FRS consisted of two conventional TPCs (TPC41
and TPC42), one plastic scintillator (SC41) used for triggering, and the GEM-TPC
prototype in the single field cage configuration. In this chapter, the term "GEM-
TPC" refers to the GEM-TPC prototype in the single field cage configuration.

The analysis used a coordinate system as shown in Figure 4.1a, with the z-axis
orthogonal to the GEM-TPC plane and parallel to the beam direction, the x-axis in
the horizontal direction, and the y-axis in the vertical direction.

In the GEM-TPC, P10 (90% Ar, 10% CH4) gas was used at atmospheric pressure
and room temperature. The electric fields applied in the field cage varied from 90
V/cm to 320 V/cm. The beam delivered by the FRS was 238U+92 at 850 MeV/u
with a spill length ranging from 2 s to 8 s, and the intensity varied from 100 to 1k
ions/spill.

4.1 Readout electronics

In Section 2.3.3, it is mentioned that the GEM-TPC in the single field cage config-
uration consists of 512 strips in its readout pad plane. However, in the current
in-beam test, only half of the strips were read out due to the limited availability
of the tested electronics. The induced signals on each strip of the GEM-TPC were
collected and used to determine the coordinates of the event. Additional checks
for the drift time and induced charge were performed from the bottom of the third
GEM foil. Figure 4.2 shows the locations of picking up signals of the GEM-TPC.
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Figure 4.2: Layout view of the GEM-TPC. The triple GEM stack, field cage and positions
for picking up signals are shown. The figure is adapted from [1], under the license CC BY
4.0.
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The Low Noise Amplifier With Adaptive Gain Settings - (AWAGS) ASIC [95, 96]
with a differential output, electronics was used. This was the first in-beam test
where this electronics was tested together with the GEM-TPC with a particle beam.
The strength of the AWAGS lies in its large dynamic range which is created using
five separated capacitors.

The analogue signals from the AWAGS were transported to the FEBEX3b digitizer
(Front End Board with optical link EXtension) [97] (see Fig. 4.3). One FEBEX3b
board can produce ADC samples of 16 channels, providing 20 ns per sample
with 50 MHz sampling rate. This board has 14-bit ADC for both polarities, thus
providing 16 384 ADC counts for each digitized waveform. The signals generated
by the GEM-TPC have negative polarities, and the effective dynamic range is
therefore half of the ADC counts provided by FEBEX3b, thus 8192 ADC counts.

Figure 4.3: The FEBEX3b board with the AWAGS electronics. The figure is adapted
from [1], under the license CC BY 4.0.

The Multi Branch System (MBS) [93] was used to collect and synchronize the data
on an event-by-event basis. As a consequence, all the detectors are synchronized
by the same timestamp value. From the digitizers, the data is moved to the PCI-
Express Optical Receiver (PEXOR) [91], which was used to connect front-end cards
to the DAQ computer. For the data synchronization, starting and stopping the data
taking, the PC-based Trigger Module (TRIXOR) [92] is used, which is controlled
by the PEXOR.

4.2 Data flow and Analysis method

The process for determining the signal of the strip is shown in a block diagram
in Fig. 4.4. The baseline and signal sample distributions are determined as a
starting point of the analysis. The mean values, i.e. the mean baseline and mean
signal, are obtained using the Gaussian function. The difference between mean
values is calculated for the next step, representing the measured signal in that
strip. Additionally, the sigma value of the baseline distribution is collected for
later use in strip equalization.
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Figure 4.4: Schematics showing the process for determining the signal of the strip shown
in a block diagram.

Figure 4.5a shows an example of a measured waveform from a single event in one
strip. Each waveform includes 1000 samples, but the region of interest only covers
the baseline and signal samples (∼ 784 samples).
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Figure 4.5: (a) A waveform measured from a single event in one strip. (b) The corre-
sponding ADC distribution of the baseline and signal samples.

Firstly, the ADC distribution of the baseline and signal samples of an event in a
single strip is determined, as shown in Figure 4.5b. Next, the pedestal is deter-
mined, which is the mean value of the Gaussian fit to the baseline samples (see
Figure 4.6a). For the determination of the amplitude value of the measured signal,
the signal sample distribution is fitted by the Gaussian, as shown in Fig. 4.6b.
Finally, the difference between the mean values is calculated to obtain the signal
value for that strip.
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Figure 4.6: (a) An example of the baseline sample distribution with a Gaussian fit shown
with a red dashed line. (b) Signal sample distribution with a Gaussian fit drawn with a
red dashed line.

The clusterization process, shown in the block diagram in Fig. 4.7, is the next step
in the analysis procedure. As a preliminary step for this process, the amplitude
of each strip is first equalized using the sigma cut method. This method involves
extracting the mean value of the saved sigma distribution (determined from the
pedestal distributions), using the Gaussian fit, and multiplying the obtained mean
value by a sigma cut value of 150 (see details about the sigma cut value selection
in Section 4.2.4). The outcome value is subtracted from the signal amplitude of
the strip, resulting in the amplitude value for that strip in the cluster. As a final
step of the analysis, the reconstructed cluster is then fitted by the Gaussian fit to
determine the mean channel value of the cluster, which will be used to determine
the x position and timing of the event.

Figure 4.7: A block diagram of the clusterization process.

For a consistency check of the described analysis method, the waveforms were
fitted with sigmoid fits to reconstruct the cluster. The function f(t) of the sigmoid
fit is following

f (t) = P0 +
P1

(1 + exp(− t−P2
P3

))
, (4.1)
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where the minimum level of the waveform is P0 , P1 is the signal amplitude, P2
is the time bin when maximum slope occurs, and the last parameter P3 is the
maximum slope parameter. An example of the waveform with the sigmoid fit
is shown in Fig. 4.8. The measured amplitudes of 5047.9(8) and 5039(15) ADC
counts for the strip signal using the first described method and the sigmoid fit are
in good agreement.
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Figure 4.8: The waveform with a sigmoid fit in red dashed line.

4.2.1 Timing of the event

A signal arrival time of the cluster needs to be determined after the cluster recon-
struction for the y coordinate calculation (explained in Section 2.3.3). Since the
granularity of the digitizers is 20 ns, two methods in order to determine the time
of the cluster are used.

The strip closest to the mean value of the cluster is chosen for the time determi-
nation. Then, a threshold of 100 ADC counts is applied to the leading edge of
the waveform, and the signal arrival times are extracted from the crossing points
at the threshold from the waveform and sigmoid fit. In Fig. 4.9, the waveform
and sigmoid time projections at the threshold are shown. A good comparison is
obtained between the determined times of 1289(15) ns and 1298(20) ns.

To ensure that the determined time of the cluster is not affected by the method,
the possible time-walk correction is studied at three beam positions at x = -20 mm,
x = 0 mm, and x = +20 mm. Fig. 4.10 shows the signal arrival time plotted as a
function of the cluster amplitude, and it is evident that there is not observable
slew, indicating that there is no need for the time-walk correction.
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1289(15)ns 1298(20)ns

Figure 4.9: Signal arrival time determination with a threshold of 100 ADC counts. The
measured times of 1289(15) ns and 1298(20) ns from the sigmoid fit in red and threshold
are in good agreement. The figure is adapted from [1], under the license CC BY 4.0. The
values of signal arrival times are added to the original figure.
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Figure 4.10: Signal arrival time of the cluster as a function of the cluster amplitude.

4.2.2 Consistency checks of the used analysis method

In Section 4.2, the process of using Gaussian fits to obtain pedestal values is
explained. As an example, the determined pedestal values in each strip in the
beam position x = 0 mm are shown in Fig. 4.11. It is evident that the pedestal
values fluctuate between strips and events, which is why the sigma cut is utilized
to equalize the strips.

The reduced chi-squared χ2
ν test [98] can be used to measure the goodness of

the utilized Gaussian fit. The χ2
ν value close to one indicates a good agreement

between the data and fit, while the values significantly larger or smaller than one
indicate a poor fit.
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Figure 4.11: Obtained pedestal values of each strip in the beam position x = 0 mm.

To test the goodness of the applied Gaussian fits to the baseline and signal sample
distributions, χ2

ν distributions are extracted as shown in Fig. 4.12a and 4.12b. From
the signal part, the mean value of 1.256(2) is obtained. Since this value is close to
one, it indicates that the chosen Gaussian fit is an appropriate selection. On the
other hand, from the baseline part, the mean value of 6.44(2) is obtained, using the
peak with a higher χ2

ν value. Two peaks in this distribution and a bigger χ2
ν value

indicates that the baseline distribution is not fully Gaussian shaped. However, in
the present work it can be used to estimate the value of the pedestal, since after
the pedestal determination the strip signals are equalized with the sigma cut.
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Figure 4.12: (a) χ2
ν value distribution of all the pedestal determinations of one strip. (b) χ2

ν

value distribution extracted from all the signal distributions of one strip. In both figures,
the Gaussian fit is shown with a red dashed line.

To summarize the consistency checks using the χ2
ν test, the Gaussian fit used for

the signal part of the ADC distribution is appropriate because the mean value of
1.256(2) was found. Additionally, the χ2

ν distribution extracted from the baseline
distributions revealed fluctuations in the baseline and indicated that it is not
entirely Gaussian.
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4.2.3 Sigma cut for the equalization of the strips

For the equalization of the strips, the sigma cut method is used since the baseline
of the waveforms varied between events in the same strip. The sigma values
obtained from the Gaussian fit in the baseline distribution were saved indepen-
dently for each strip. Next, the Gaussian fit determines the mean value from the
sigma distribution. This value was then multiplied by a constant, resulting in an
independent factor for each strip subtracted from the measured amplitude.

Fig. 4.13 shows an example of the determined sigma distribution in one strip at
the beam position x = 0 mm. In the next step of the sigma cut process, the mean
value of 7.756 ADC counts was multiplied by the sigma cut value. The size of the
sigma cut value is selected according to the study that will be discussed in Section
4.2.4.
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Figure 4.13: The sigma distribution determined from the Gaussian fit in red to the
baseline part in one strip.

4.2.4 Influence of the sigma cut

Before using the sigma cut in the performance analysis of the GEM-TPC its in-
fluence on the measured positions, charge, and cluster strip multiplicity was
investigated. Figures 4.14a and 4.14b show measured positions with the increas-
ing values of the sigma cut. It can be seen that there are no major differences in
the measured positions. In these plots, the error bars represent the width of the
position distributions.

Next, the influence of the sigma cut on the measured charge is shown in Fig. 4.15a.
Similarly, in this figure, the error bars represent the width, i.e. the sigma of the
distribution. As expected, the measured charge decreased as the amplitude of the
strips is cut.
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Figure 4.14: (a) Measured x position at the GEM-TPC with different sigma cuts. (b)
Measured y position at the GEM-TPC with different sigma cuts.

The effect of the sigma cut on the cluster strip multiplicity is shown in Fig. 4.15b.
As the cut value increased, the cluster strip multiplicity decreased. Additionally, an
important observation from this plot is that the width of the distribution decreased
up to a sigma cut ∼ 100, indicating that the noise is eliminated at that point.
Moreover, the cluster strip multiplicity value of the GEM-TPC, which is simulated
earlier, is reached [99].
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Figure 4.15: (a) Measured charge at the GEM-TPC with different sigma cuts. (b) Cluster
strip multiplicity at the GEM-TPC with different sigma cuts.

In summary, after studying the influence of the sigma cut, the value of 150 was
chosen. This choice was made since it does not affect the measured positions at
the GEM-TPC, the cluster strip multiplicity matches the simulated one, and the
measured charge is not remarkably cut.
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4.3 Calibrations

To calibrate the y coordinate of the GEM-TPC, the method described in Section
2.3.3 is used. The constants of 5.2(5) cm

µs for the drift velocity v, and yo f f set =
5.01(4) cm are determined. The measured drift velocity corresponds well with the
calculated value of 5.4(10) cm

µs , which was calculated based on a drift field of 122.5
V/cm.

For the TPCs, the standard calibration method is applied to the TPC42. However,
due to the corrupted calibration files of the TPC41, an alternative approach similar
to the calibration method used for the GEM-TPC is employed. In this process, the
hits triggered by the TPC42 calibration grid are projected onto TPC41, resulting in
three distinct peaks in the position spectrum of TPC41 in the x and y directions
with a spacing of 6 mm and 12 mm, respectively.

4.4 Alignments

After the detectors have been mounted at the FRS, the pre-alignment is done with
a laser beam. In addition, an offline alignment in the beam coordinate system is
needed.

Using the beam position x = 0 mm, the TPCs are aligned to the beam coordinate
system utilizing the following procedure [100]. The angle of the event trajectory
with respect to the beam axis is extracted first, which is possible from the mea-
sured positions at the TPCs. Next, the residual distribution, which is the difference
between the extrapolated and measured event position at the GEM-TPC is deter-
mined. If the mean of the residual distribution differs from zero, then an offset is
added to the measured position of the TPC. This iterative method is continued
until the residual distribution remains at zero and the extracted angle is close to
zero.

Fig. 4.16 shows the examples of the determined residual distribution during the
alignment procedure. The best match with the offset of 2.5 mm for the TPC41
is found. It can also be seen that during the iterative process, the mean of the
residual distribution varies close to 0 mm, but the sigma value remains almost the
same. In addition, the measured angle in the xz plane along the alignment process
varied from 4.8 mrad to 1.9 mrad.

After aligning the TPCs, Fig. 4.17 shows the measured positions at the TPCs,
triggered from the calibration grid of TPC42, and in Fig. 4.18 in all beam positions
in the x direction. The difference in measured beam positions between the TPCs
varied from 2.2 mm to 4.5 mm, using the 2.5 mm offset for the TPC41 as the
best outcome of the iterative process. This can be seen in Fig. 4.19, where the
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Figure 4.16: Measured residual distributions at the beam position x = 0 mm with different
offset values in TPCs. The Gaussian fits are shown with red dashed lines. The figure is
adapted from [1], under the license CC BY 4.0.
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Figure 4.17: Measured positions at the TPCs after the alignments with the data measured
with the trigger from the TPC42 calibration grid. The figure is adapted from [1], under the
license CC BY 4.0. The colours of the original figure are changed.

correlation between the extrapolated and measured beam positions at the location
of the GEM-TPC is shown. In this figure, the beam is on the 45◦ degree line and
crosses the origin point at x = 0 mm, demonstrating the success of the alignment.
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Figure 4.18: Measured positions at the TPCs after the alignment in different beam
positions. The figure is adapted from [1], under the license CC BY 4.0. The colours of the
original figure are changed.
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Figure 4.19: Extrapolated position of the GEM-TPC as a function of the measured x
position in the GEM-TPC. The 45-degree line is shown in black. The figure is adapted
from [1], under the license CC BY 4.0. The ranges of axes of the original figure are changed.

Although there is a generally good agreement between extrapolated and measured
beam positions, slight differences are noticeable at the beam locations of -20 mm
and +20 mm. This discrepancy is due to propagation errors from various sources,
including the position calibration precision and the error associated with the
extrapolated and measured positions. However, the cumulative error contribution
remains relatively small. In summary, the overall impact of these discrepancies is
minor.
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4.5 Results

After the calibrations and alignments, the beam profiles are extracted at the beam
position x = 0 mm, shown in Fig. 4.20. Since the focal point at the FRS was set
behind the GEM-TPC, one can see the beam spot decreases horizontally.
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Figure 4.20: Extracted beam profiles at the TPCs and GEM-TPC, in the beam position x =
0 mm. The figure is adapted from [1], under the license CC BY 4.0.

4.5.1 Cluster Multiplicity and Cluster Strip multiplicity

Cluster multiplicity represents the number of clusters within one scintillator trig-
ger.

Cluster strip multiplicity is defined as the number of strips fired within one
cluster. In Fig. 4.21 measured cluster strip multiplicity is shown in different beam
positions. It can be seen that it varies between 9 - 11, which is in agreement with a
simulation [99] done earlier using Garfield++ program [101, 102].
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Figure 4.21: Determined cluster strip multiplicity in different beam positions.

4.5.2 Spatial resolution

The spatial resolution of the GEM-TPC is calculated using the residual distribution,
which is filled with the differences between measured and extrapolated positions
at the GEM-TPC. The linear extrapolation used to calculate the track position in
the location of the GEM-TPC xext is

xext =
x42 − x41

d1
· d2 + x42, (4.2)

where x42 and x41 are the measured track positions in the TPCs, and d1 = 1120
mm and d2 = 1235 mm are the distances between TPCs, and between TPC42
and GEM-TPC respectively. The quadratic sum of the spatial resolution of the
GEM-TPC, σGEM−TPC, and tracking uncertainty σtrackers contains the width of the
residual distribution σresidual [103], expressed as

σresidual =
√

σ2
GEM−TPC + σ2

trackers. (4.3)

In this analysis, an assumption was made that the tracking uncertainty includes
only the intrinsic spatial resolutions of the TPCs. However, this assumption
leads to an underestimation of the tracking system’s uncertainty, resulting in a
decreasing GEM-TPC spatial resolution. The method described in Ref. [31] was
used to determine the intrinsic spatial resolutions of the TPCs. In this method, the
deviation of the measured positions ∆x, is determined as follows

∆x = x1 − x2, (4.4)
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where x1 and x2 are the measured positions in the first and second delay line. Then
the intrinsic spatial resolution σx can be calculated from the width of the deviation
distribution

σx =
σ∆x√

2
. (4.5)

In the beam position x = 0 mm, the determined intrinsic spatial resolutions of the
TPCs are 81(2) µm and 75(2) µm for the TPC41 and TPC42. One example of the
residual distribution with a width of 0.75(2) mm and a mean of -0.15(2) mm at the
beam position x = 0 mm, is shown in Fig. 4.22. In this position, the extracted spatial
resolution of the GEM-TPC is 0.74(2) mm. In Table 4.1 the spatial resolutions at all
beam positions are shown. It can be seen that the spatial resolution varies from
0.74(2) mm to 0.81(2) mm but remains < 1 mm at all beam positions, which means
that the GEM-TPC fulfills one of the design goals of the Super-FRS. Moreover, the
determined spatial resolutions are remarkably different compared to the earlier
measurement of 300 µm [32]. The latter measurements were done with the GEM-
TPC prototype HB3 using a different electronics, different measurement setup, and
the external spatial resolution of the TPCs was used to extract spatial resolution of
the GEM-TPC.
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Figure 4.22: The residual distribution example for spatial resolution determination with
the Gaussian fit in red, at the beam position x = 0 mm. The extracted spatial resolution in
this beam position is of 0.74(2) mm. The figure is adapted from [1], under the license CC
BY 4.0. The x axis of the original figure is scaled, and number of entries is removed.

Table 4.1: Measured spatial resolutions of the GEM-TPC in different beam positions.

Beam position -20 mm 0 mm +20 mm
Spatial resolution [mm] 0.81(2) 0.74(2) 0.77(3)
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4.5.3 Tracking and Detection efficiency

Tracking and detection efficiencies are studied using the scintillator SC41 as the
trigger. For the tracking efficiency determination, the TPCs are used as reference
trackers. The tracking efficiency determines the ratio of reconstructed clusters,
with a position within 5σ of the extrapolated position extracted using the TPCs, in
the GEM-TPC and events in the TPCs. The spatial resolution of the GEM-TPC is
used to determine the value of the sigma. Additionally, the detection efficiency of
the GEM-TPC is defined as the ratio of events with a reconstructed cluster and the
number of triggered events at the scintillator.

The measured tracking and detection efficiencies in all beam positions are shown
in Table 4.2. It can be seen that in all positions, the detection efficiency is close to
100 %, and the tracking efficiency >96 % is measured.

Table 4.2: Measured detection and tracking efficiencies of the GEM-TPC.

Beam position -20 mm 0 mm +20 mm
Detection efficiency [%] 100.0 99.9 100
Tracking efficiency [%] 96.0 99.0 97.5

4.5.4 Effect of Merging Strips

To study the effect of merging strips e.g. summing up the strip signals of two, three,
and four strips was studied to determine changes in the position, spatial resolution,
detection efficiency, tracking efficiency, and cluster strip multiplicity. This analysis
aims to determine if the number of strips can be reduced while maintaining the
required spatial resolution. Hence, support the design of Super-FRS GEM-TPC.
An example of the reconstructed cluster with all studied combinations is shown
in Fig. 4.23. The mean value (µ1) of the original cluster is 95.8(2) strips. When
two strip signals are summed, the mean value (µ2) of 47.3(2) strips is determined.
Summing three and four strips, the mean values (µ3 and µ4) of 31.2(1) and 23.1(1)
are obtained, respectively.
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Figure 4.23: The example of clusters where two, three, and four strip signals are merged,
additionally the Gaussian fits are shown with a red dashed lines. The mean value of the
reconstructed cluster changes from strip 95.8(2) to strip 23.1(1).

Table 4.3 shows the effect of merging strips in all studied variables. The maximum
difference in the measured spatial resolution deviates by only 9 %, and cluster strip
multiplicity decreases as expected. The measured detection efficiency remains the
same, and the tracking efficiency is >98% in all cases.

Table 4.3: Effect of the strip merging on the measured position, spatial resolution, and
cluster strip multiplicity of the GEM-TPC.

Variable under Merged strips
study 0 2 3 4

Measured position [strip] 95.8(2) 47.3(2) 31.2(1) 23.1(1)
Spatial resolution [mm] 0.74(2) 0.81(2) 0.77(2) 0.73(2)

Cluster strip multiplicity [strips] 12.6 7.4 6.3 5.4
Detection efficiency [%] 99.9 100.0 100.0 100.0
Tracking efficiency [%] 99.0 98.2 98.2 98.0

In conclusion, big deviations are not found in the variables under the study.

4.5.5 Effect of the data Digitization

In Ref. [2], the development of a new clusterization method for the GEM-TPC
detector, the effect of the data digitization into the measured position, spatial
resolution, and cluster strip multiplicity was studied. It was found that by reducing
the data digitization from 13 bits up to 4 bits the position reconstruction in the
x and y directions did not drastically change. Moreover, the determined spatial
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resolution remains almost the same, and only the amplitude of the reconstructed
cluster and cluster strip multiplicity decrease as expected.

An example of the reconstructed clusters with different data digitization is shown
in Fig. 4.24.
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Figure 4.24: Reconstructed clusters with (a) 13 bits, (b) 8 bits and (c ) 4 bits. The dashed
red line represent the Gaussian fit. The figure is adapted from [2], under the license CC
BY 4.0. The number of entries and mean values are removed from the original figure, and
the accuracy shown for the statistical values is changed.

Figure 4.25 shows the measured cluster strip multiplicities with varying data
digitization. As the data digitization decreases, there is a reduction in the number
of strips fired within a single cluster.
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Figure 4.25: Determined cluster strip multiplicity with different digitizations in the data.
The Gaussian fits are shown with a red dashed line. The figure is adapted from [2], under
the license CC BY 4.0. The ticks are added to the x and y axes of the original figure.
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After investigating how reduced data digitization affects clusters, the next parame-
ter studied was the position. The beam profiles determined in the GEM-TPC with
different digitizations are shown in Fig. 4.26. Although some differences were
observed, they were not significant.
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Figure 4.26: Reconstructed beam profiles with different digitizations in the data. The
figure is adapted from [2], under the license CC BY 4.0. The order of sub figures in the
original figure is changed, and the colour palette is added to the original figure.

In the Table 4.4 the measured spatial resolutions are shown with studied digitiza-
tions. It can be observed that there is no remarkable change if the digitization is
reduced from 13 bits to 4 bits.

Table 4.4: Measured spatial resolutions with different data digitization.

Digitization [bit] 13 8 4
Spatial resolution [mm] 0.80(2) 0.81(2) 0.82(2)



5 EXPERIMENT FOR MEASURING NEW β-DECAY
HALF-LIVES

The NUclear STructure, Astrophysics, and Reactions (NUSTAR) collaboration is
one of the four pillars of the FAIR [104, 105]. One of its research interests is to
study the production and properties of new exotic proton-rich and neutron-rich
nuclei, as well as to explore the limits of nuclear stability [106].

This chapter contributes to the analysis of the S468 experiment, "Search for new
neutron-rich isotopes and exploratory studies in the element range from terbium
to rhenium". The S468 experiment aimed to identify new neutron-rich isotopes,
measure their production cross-sections, their masses, and β-decay half-lives.

A primary beam of 208Pb67+ with an energy of 1.05 GeV/u and an intensity of
1.5 · 109 ions/spill was used to carry out the experiment. The beam bombarded a
beryllium target with the thickness of 4 g

cm2 , backed by a niobium stripper with
the thickness of 223 mg

cm2 . The resulting fragmentation reaction produced new
exotic neutron-rich nuclei within the isotope range from erbium to rhenium. The
inclusion of the niobium backing was to achieve the full ionization of 95 % of all
fragments [67]. The experimental setup and the identification method employed
in the S468 experiment are described in Chapter 2.

During the S468 experiment, when the β-decay half-lives were measured, the
FRS was tuned to three different settings 193W, 193Ta, and 190Lu. Although the
data of this experiment include comprehensive information on the neutron-rich
nuclei, this thesis focuses on the new β-decay half-life analysis. The analysis of the
identification of the new isotopes can be found in the PhD work of J-P. Hucka [67].
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5.1 Analysis technique to measure the half-life of the β-decay

One of the most widely used techniques for measuring the half-lives of the nuclei
is to measure the emission of decay radiation from a sample over time and utilize
an exponential fit. This fit provides the decay constant λ, which can then be
used to calculate the half-life. The successful usage of this technique requires a
sufficient number of decaying nuclei and a measuring time long enough to obtain
a reasonable number of data points during the decay process. In addition, if the
sample contains activities from other nuclei, their time dependence must be taken
into account when applying the exponential fit.

Another method in order to measure half-lives is the so-called delayed-coincidence
method. In this method, the nuclei of interest are implanted into a catcher, or
for example into a moving tape surrounded or followed by tracking detectors.
After that, the β-decay half-lives are determined by the time difference between
implanted nuclei and subsequent β-decay. In the present work, the resulting
time-difference distribution is influenced by the decay constant λ of the implanted
nuclei, the detection efficiency, and the decay half-life of the daughter nucleus and
background radiation. False correlations with particles not associated with the
nuclei under study represent the background of this method. Figure 5.1 shows the
schematic figure of the false correlations in the present work where the delayed-
coincidence method is used to measure β-decay half-lives.

True tβ

Measured tβ

Implant

Beta particle

t [s]

Figure 5.1: Schematic illustration showing the false implant-beta-particle correlation.

The analysis technique used in this work to measure β-decay half-lives was origi-
nally presented by T. Kurtukian et al. [107]. It includes a χ2 fitting procedure that
compares the experimental data with results from a numerical model derived from
Monte-Carlo simulations of fragment-β-decay time correlations. To obtain the
shape of the background distribution, a new spectrum is determined by reversing
the time of fragment-β-decay correlations. The ratio of the forward-to-backward
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time spectra provides the actual information about the β-decay curve. This method
is successfully implemented to determine new β-decay half-lives, for example, in
two PhD works [108, 109].

In addition, another method has been tested and utilized in this work to deter-
mine the background shape of the fragment-β-decay correlations. This alternative
method includes shifting the implantations forward in time (at least two half-lives)
and determining the "background" correlations between fragment-β decay in the
forward direction. After that, the ratio between the actual and background corre-
lations is computed and compared with the results obtained from the numerical
model.

5.2 Experimental setup in the β-decay half-life measurement

First of all, the accurate identification of the implanted fragment is essential for
measuring β-decay half-lives since various fragments that are delivered to the
focal plane F4 by the FRS decay via β decays, making it difficult to distinguish
between them. The analysis focuses on selecting the fragments that stopped in the
double-sided silicon strip detector (DSSD), active stopper [110], and measuring
their subsequent β decays. The experimental setup at F4 is shown in Fig. 5.2.

Figure 5.2: Showing the setup used at the F4 for the measurements of β-decay events.

The fully stripped fragments are selected using the MUSIC1 and MUSIC2 detectors.
The TPC detectors provide the position measurement of the fragments while SC41
and SC42 are used for triggering and time-of-flight measurements. The SC43 and
MUSIC3 detectors are positioned downstream of the active stopper and used as
veto detectors for accurate implantation detection. Degraders are also utilized to
slow down the fragments, enabling their implantation into the active stopper.
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5.3 The active stopper for the implant and β-particle detection

The active stopper was used to stop the fragments, measure their position, and
detect the position of subsequent β decays. Additionally, the deposited energies
of the fragments and β particles were measured. The active stopper includes six
DSSDs [110]. Each detector consists of 16 strips in both x and y directions with the
thickness of 1 mm and strip width of 3 mm. The configuration that was utilized
consisted of two layers of three adjacent detectors (see Fig. 5.3).

Figure 5.3: Picture showing one layer of the active stopper.

Although the active stopper is capable of measuring the position, energy, and
time of both the fragment and the subsequent β decay, the problem arises from
the significant difference in energy deposition between these two particles. The
fragment can deposit energy at a GeV level, whereas the β particle deposits energy
in the MeV range. To handle this issue, a linear-logarithmic pre-amplifier MPR-
32 [111] was used. It provides 32 input channels for the 16 x and y strips, with a
linear response of 0-10 MeV and a logarithmic response up to 3 GeV beyond that.

A process called "gain match" was performed to achieve the logarithmic range
of the pre-amplifier. The gain match includes fitting the corresponding channel
of the measured implantation energy with the Gaussian function and aligning
it with all strips in the x and y directions. The purpose of the gain match is not
to determine the absolute value of the deposited energy of the fragments but to
enable gating on implantation energies.

A 207Bi source emitting monoenergetic conversion electrons was utilized to cali-
brate the linear range of the pre-amplifier. Gaussian functions were fitted to the
measured peaks in each strip, and a linear fit was performed to determine the
calibration variables.
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Figure 5.4: Measured energies of 199Os implantation in the x direction at the active
stopper. The energy gate used for the implants is drawn with a red dashed line.

Additionally, the degrader at F4 was used to slow down the fragments. Neverthe-
less, the energies at the active stopper are partly in the saturation in the x direction
strips, as shown in an example of the measured implantation energies of the 199Os
isotope in Fig. 5.4. In contrast, the measured energies in the y direction are shown
in Fig. 5.5. In order to gate on the implantations on the x side, an energy gate
around 1800 is chosen for the implants (see Fig. 5.4). The energy gate selected
provided a good agreement with the identification of the fragment and its position
(see chapter 5.4).
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Figure 5.5: Measured energies of 199Os implantation in the y direction at the active
stopper.
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5.3.1 FRS DAQ system: Trigger for β-decay and implant-like events

In the present experiment, the standard FRS data acquisition system based on
the VME electronics was used [93]. The system consisted of four MBS branches,
each comprising a VME crate controlled by a RIO3 or RIO4 processor and a
TRIVA trigger module [112]. Two processors are used in order to increase the data
recording rate. The data collected by the processors was then transmitted to the
front-end computer, which handled event formatting and data storage.

In addition, for this particular experiment, two distinct triggers were defined with
the aim of identifying either implantation events or decay-like events:

– The first trigger was designed to save data from the detectors while checking
for the implantation of nuclei in the active stopper. This trigger was activated
when a high-energy signal (CFD threshold of -150 mV) was detected in SC42
left. All data from the FRS detectors and active stopper were saved in this
mode.

– The second trigger was intended for measuring decay-like events. It required
detecting a low-energy signal (CFD threshold of -2 mV) in SC42 right and a
low-energy signal in SC43. When this combination of signals was detected,
data from the active stopper and all detectors of the FRS were saved.

By utilizing these trigger configurations, it was possible selectively record data
corresponding to the specific events of interest during the experiment.
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5.4 Identification of implants

The Bρ− ToF − ∆E method described in Section 2.2.1 was used to identify the
implants. However, many abrasion-fission products were detected together with
the fragments, as shown in the identification plot of the 193Ta setting in Fig. 5.6.
Hence, only implants with Z > 70 that stopped in the active stopper are considered
for the β-decay analysis. The scintillator detector SC43 and MUSIC3 detector
downstream are used for implantation veto. Additionally, the calculated position
of the fragments using the TPCs, denoted as the extrapolated position, was used
as a criterion for the implantation veto.

a)

b)

Figure 5.6: The identification plot of the 193Ta setting without any selection or clean-up.
In area a) the projectile fragmentation events are shown, while area b) represents the
abrasion-fission products.

Figure 5.7 shows the proton number Z versus the mass-over-charge of the frag-
ments at the focal plane F4 using the 190Lu setting after applying fragment identi-
fication and a gate on the selected region for the proton number. This plot enables
the identification and gating of different isotopes for the implantation analysis.
As a note, some new isotopes are observed with the 190Lu setting, which are not
present in the NUDAT database [113].
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Figure 5.7: Identification of fragments at the F4 using the 190Lu settings. Vertical lines
represent the calculated mass-over-charge ratio of each fully stripped isotope.

Moving forward with the implant identification, a correlation plot between the
extrapolated positions by TPCs and the measured positions of the fragments at
the active stopper location is shown in Fig. 5.8. Additionally, Fig. 5.9 compares
the measured implant positions with the predicted positions generated by LISE++
[71, 72]. Both figures show good agreement between the predicted and measured
positions. However, in order to match the predicted width of about 13 mm at the
active stopper for fragment positions determined with LISE++, a gate was applied
to the extrapolated positions extracted with the TPCs.
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Figure 5.8: The position correlation of the fragments between the extrapolated position
by TPCs and measured position in the active stopper in 193Ta setting.
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Figure 5.9: Comparison of predicted position by LISE++ and the measured position of
the fragments in 193Ta setting. The linear fit is shown with a red line.

To determine the position gate, a linear fit was performed on Fig. 5.8. The gate
was set up to accept fragment positions within ±3 strips of the fit, corresponding
to a range of 18 mm. The correlation plot with the position gate is shown in Fig.
5.10.
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Figure 5.10: Position correlation within the position gate between the extrapolated
position by TPCs and the measured position of the fragments in the active stopper in 193Ta
setting.

Finally, through the process of selecting the implanted isotopes and utilizing
implantation veto conditions and gates, a cleaner proton number Z versus mass-
over-charge plot was achieved for the implanted fragments, as shown in Fig. 5.11
with the 193Ta setting. Moreover, Fig. 5.12 presents a schematic figure of the
corresponding part of the nuclei chart. This figure presents stable isotopes in
grey boxes while the implanted isotopes are highlighted in red. Additionally, the
projectile nucleus 208Pb is shown in the top right corner.
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Figure 5.11: Identification of implants at the active stopper using the 193Ta setting.
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Figure 5.12: The schematic figure of the corresponding section of the nuclei chart with
the 193Ta setting. Red squares show the isotopes implanted in the active stopper, and grey
boxes represent the stable isotopes.

5.4.1 Corrections to the identification in the S468 experiment

After calibrating the trackers as described in Chapter 2, the identification plot i.e.,
measured Z as a function of the A/Q, did not show the expected grid-structure.
Instead, a visible bend was observed (for detailed information, see J-P. Hucka’s
PhD thesis in Ref. [67]). This tilt can be attributed to the plastic scintillators,
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which showed asymmetric output when collecting light over the active area due
to ageing and radiation damage. This asymmetry results in a difference between
the expected ToF value and the measured one.

To anchor and assign fragments in the identification plot, a good agreement was
determined with a mass-tagging measurement from the FRS Ion Catcher [114],
which was complemented with simulations from LISE++ [71] and MOCADI [115]
(see details in J-P. Hucka’s PhD thesis in Ref. [67]).

5.5 Selection of β-decay events

In the present work, accurate identification of β-decay events was challenging due
to the presence of high β-particle background and abrasion-fission background
events (see Fig. 5.6). Therefore, multiple detectors were employed for veto pur-
poses to reduce the risk of false correlations in addition to the β-decay trigger. This
included the utilization of scintillators such as SC41, SC42, SC43, as well as the
MUSIC detectors MUSIC1, MUSIC2, and MUSIC3.

5.6 Fragment-β-decay correlations

After completing the identification process of the implanted fragments and β

decays, the next step was to determine fragment-β-decay time correlations on
the event-by-event basis. This measurement was required in order to apply the
delayed-coincidence method as explained in Section 5.1. For this analysis, it
was necessary to have access to both the position and time information of the
fragment-β-decay correlation.

5.6.1 Position correlation

The high energies of the implanted particles lead to observed cross-talk effects in
the active stopper. The cross-talk can be seen in the measured strip multiplicity
of 199Os with the 193Ta setting in Fig. 5.13, where mainly the strip multiplicity of
three was measured for this isotope in the x direction. Moreover, the cross-talk
effect was also observed in the y direction of the active stopper, as shown in Fig.
5.14.
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Figure 5.13: Strip multiplicity in the x direction at the active stopper of 199Os implantation.
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Figure 5.14: Strip multiplicity in the y direction at the active stopper of 199Os implantation.

Considering the cross-talk effect observed in the y strips of the active stopper, the
determination of the implantation position and β-particle position relied only on
the x strips, since the pixel analysis was not possible. Furthermore, the correlation
was required in the fired strips within the energy gate applied for the implantation
energy.

5.6.2 Time correlation

The measured beam intensities with the SEETRAM detector as a function of time
with all settings are shown in Figs. 5.15a, 5.15b, and 5.15c, and the beam cycles
for all settings can be found in Table 5.1. It is important to note that despite
the beam cycle shown in Fig. 5.15b, the experiment was done in the so-called
"parasitic"-mode, which means that a part of the spills was not delivered to the F4,
resulting in longer gaps of 7.2 s between spills. The longer gaps can be observed
in Fig. 5.15a with 193W setting, in Fig. 5.15c with the 190Lu setting, and in Fig. 5.16,
which shows the time intervals between the spills in 193Ta setting.
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Figure 5.15: Beam intensity measured with the SEETRAM, (a) with 193W setting (b) with
193Ta setting, and (c) with 190Lu setting.
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Table 5.1: Beam cycle in all FRS settings.

Setting Length of the spill [s] Time between spills [s]
193W 10.0 1.8
193Ta 1.0 1.8
190Lu 0.7 1.8
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Figure 5.16: Time between spills with the 193Ta setting.

Due to the high fission background during the spills, correlations from the im-
planted isotope to the subsequent β decay in forward and backward directions
in time, as well as in forward direction for the shifted implantations, were deter-
mined only between the spills. The measured fragment-β-decay time correlation
spectrum determined for 199Os, with the 193Ta setting is shown in Fig 5.17.
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Figure 5.17: Spectra showing time differences between implantation of 199Os and the
subsequent β particle. The spectra include the correlations both in forward and backward
directions in time, represented by red dashed line and black line, respectively. Addition-
ally, the correlations in the forward direction are shown by green dashed line for implants
that have been shifted forward in time.
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5.6.3 Fragment-β-decay Monte-Carlo simulations

As mentioned in the previous Section 5.1, the Monte-Carlo code utilized to sim-
ulate fragment-β-decay correlations was developed by T. Kurtukian et al. [107].
This code simulates the fragment-β-decay time correlations. The code requires
several input parameters, including the measured implantation rate during spills,
measured beta rates during pauses, the length of the spills, and time between
spills. The free parameters are the detection efficiency of the β decays and the
mean lifetime τ.

5.6.4 The χ2 technique

The measured time-correlation spectra, as shown in Fig. 5.17, differ from the
simulated spectra shown in Fig. 5.18. This discrepancy arises due to the limita-
tions in the experimental spectra caused by a limited number of counts in each
bin. Furthermore, the experimental spectra are subject to statistical fluctuations
following the Poisson distribution.
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Figure 5.18: Simulated correlation spectra in both the forward and backward directions
in time for the 199Os nuclei, represented by red dashed line and black continuous line,
respectively. The simulation was done with the τ of 2.3 s, and the β-detection efficiency of
43 %.

For the half-life determination of the nucleus under investigation, the χ2 technique
was applied. This method aims to determine the simulation that best matches
the measured data. The χ2 test enables the comparison of two data sets, denoted
as g(xi) and h(xi), to determine whether they originate from the same parent
population. The χ2 calculation can be expressed as follows [98]
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χ2 =
n

∑
i=1

[g(xi)− h(xi)]
2

σ2(g) + σ2(h)
, (5.1)

where the denominator, σ2(g) + σ2(h), represents the variance of the difference
between g(xi) and h(xi). The expected value for χ2, denoted as < χ2 >, equals n,
where n represents the number of degrees of freedom. The number of degrees of
freedom was calculated by subtracting the number of parameters calculated from
the data from the number of bins used to calculate the χ2.

In addition, the so-called reduced < χ2
v > can be computed dividing the < χ2 >

by n. The expected value of the reduced chi-squared is 1. If the < χ2
v > value

significantly exceeds 1, it indicates large deviations from the predicted distribu-
tion. On the other hand, very small value of < χ2

v > also indicates considerable
deviations, which are unacceptable [98]. In summary, the < χ2

v > value close to 1
indicates a good comparison between the simulations and measured data.

In the χ2 technique, Gaussian statistics are assumed, because the standard devia-
tion, i.e. σ, is computed from the Gaussian probability density function. Therefore,
about 68.3 % of the events fall within ±σ of the mean, and about 95.4 % fall within
±2σ.

If the aim is to obtain selected variables from the χ2 fit technique, it is appropriate
to apply the least-squares method. This method involves a minimization of the
χ2 for each parameter in order to obtain the optimal values [98]. In the present
work, the parameters of interest are the efficiency and half-life. The condition for
minimizing χ2 is that the first partial derivative with respect to each parameter
becomes zero. This condition implies that when near a local minimum for all
parameters, the behaviour of the χ2 becomes a quadratic function with respect to
that parameter [98]. Furthermore, the errors associated for each parameter can be
determined by increasing the χ2 by one unit from the local minimum.

In the case of a one-parameter experiment, determination of the confidence level
is typically straightforward. The data can be plotted, assessed if the distribution
follows the Gaussian distribution, and the probability estimated directly from the
distribution that the result falls within a specific range. However, when multiple
variables are involved, and there exists a correlation between those variables,
defining the confidence level becomes more challenging.

The contour plot of χ2 calculated as a function of two parameters is estimated
to be elliptical near the minimum so that the variation of χ2 with one parameter
is independent of the other parameter [98]. However, if there is a correlation
between the two variables, the ellipse appears tilted. Therefore, to determine
a confidence level of σ, that defines the region in the contour plot where both
parameters fall within the 68.3 % probability range, it is necessary to consider the
full range of ∆χ2 = 1. This approach takes into account the correlation between
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the two parameters.

Moreover, to ensure a correct statistical application of the χ2 calculation, the
requirements for the Gaussian statistics have to be fulfilled, and therefore, the
number of counts in each bin was required to be larger than 5 [116], or equal to 5
when the so-called Yates correction (0.5 was subtracted from the numerator) [117]
was applied to the Equation 5.1. In the present work, the threshold for the number
of counts for bins used to calculate the < χ2

v > was determined based on the
available statistics for the isotope under study.

In this work, the half-lives of interest are determined from two-dimensional χ2

fits, comparing the ratios of the forward- and backward-time correlation spectra
obtained from both simulations and measurements. To ensure that the background
determination was not dominated by the beam-induced events, the measured
background was also determined by moving the implantation forward in time and
computing correlations using the forward-time correlations. These analyses use
the least-squares method, which involves the mean lifetime τ and the detection
efficiency ε for the β particles as the fitting parameters.

5.6.5 Limits of the technique

As explained in the previous section, the β-decay half-life is determined in the
present work by using the statistical analysis of the time intervals between the
implantation of the chosen fragment and the subsequent β-decay event in the
same strip. Gaussian statistics are assumed when performing the χ2 calculation.

Certain factors need to be considered in order to ensure reliable results in the
present analysis. These factors include the efficiency of detecting β particles and
the complex β-particle background produced by various fragments. Therefore,
having the number of correlated β particles greater than the background fluctua-
tions is crucial, particularly in the histogram region which is used for the β-decay
half-life analysis.

If the total number of implanted fragments is denoted as N f , the rate of β-like
particle as Fβ, and the detection efficiency for the β particles as ε, the following
observations can be done. During a time interval of T1/2 following the implanta-
tion of the fragment, the number of detected "real" β decays is

N f ·ε
2 . At the same

time, within this time interval, the corresponding β-particle background detected
can be estimated as N f · Fβ · T1/2, and its square root approximates its statistical
fluctuations. Furthermore, assuming that the real correlations should be two times
greater than the random correlations, it can be expressed as [108]

N f · ε
2

> 2 ·
√

N f · Fβ · T1/2. (5.2)
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By rearranging Equation 5.2, the upper limit for the measurable T1/2max can be
written

T1/2max <
N f · ε2

16 · Fβ
. (5.3)

In the present analysis, time differences were determined within the same x strip
as the implantation to minimize correlations with the background. However, as
described in Section 5.6.1, the pixel analysis in the active stopper was not possible,
resulting in a higher β-particle background rate. This background includes the β

decays of previously implanted fragments near the same strip.

Additionally, the beam cycle produces a periodic time structure for implantations,
β particles, and beam-induced background. Therefore, the analysis only focuses
on determining time correlations during the pauses between the spills. This
approach helps to reduce the impact of the beam cycle on the correlations, and
it was successfully employed in the previous analyses conducted under similar
conditions [108, 109].

In the case of the 193W setting, the beam cycle consists of 10 s spills with a 1.8 s
time gap between the spills, as shown in Fig. 5.15a and Table 5.1. Additionally,
this setting produces and delivers most of the fragments at the beginning of the
spill. Consequently, this setting creates a non-ideal condition for the analysis
method employed in this work, meaning that no equivalent condition is available
to determine time correlations in both the forward and backward directions.
Therefore, the present work does not concentrate on the analysis of the data with
the 193W setting.

In Table 5.2 the number of identified fragments (N f ) at F4, the number of implanted
fragments (Ni) into the active stopper, the average background rate (Fβ) per strip,
and the calculated upper limits for the half-lives (T1/2max) using the 193Ta and
190Lu settings are shown, respectively. These upper limits were calculated based
on the detection efficiency (ε) of 30 %.
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Table 5.2: Number of identified fragments (N f ) at F4, implanted fragments (Ni) into the
active stopper, background rate Fβ, and calculated upper limit for T1/2max using the 193Ta
and 190Lu settings. The values are shown separately for each setting, with a line separating
the two sets of data, respectively.

Setting Isotope N f Ni Fβ [s−1] T1/2max [s]
203Ir 244 41 0.53 2.6
202Ir 350 60 0.61 3.2

200Os 318 56 0.64 2.8
199Os 379 65 0.53 4.0

193Ta 197Re 283 63 0.55 2.9
196Re 277 68 0.83 1.9
194W 184 122 1.1 0.9
193W 169 120 1.0 1.0
191Ta 121 102 1.0 0.7
190Ta 97 83 1.0 0.5
201Os 78 20 0.24 1.8
199Re 110 43 0.34 1.8
198Re 160 84 0.44 2.1
196W 111 50 0.41 1.5

190Lu 195W 159 62 0.42 2.1
193Ta 50 19 0.52 0.5
192Ta 95 34 0.45 1.2
190Hf 26 11 0.30 0.5
189Hf 45 17 0.34 0.7

In order to determine the half-lives, several parameters need to be considered,
as discussed earlier. These include the measured time correlations between the
β particles and fragments, the mean lifetime (τ) of the nucleus being studied,
the background rate, the detection efficiency of the β particles, the number of
fragments, and the time intervals in the histograms, such as the bin width. The
time intervals include also the maximum correlation time, denoted as Tmax, as
well as the minimum time between the implantations of the fragments.

The maximum correlation time Tmax is the time when the implanted fragment can
be correlated with the subsequent β particle. It needs to be long enough in order to
determine a reasonable decay curve, i.e. the Tmax should include 2 to 5 half-lives
of the nucleus under study [118]. In contrast, very long Tmax might lead to a false
correlation with the background events. The minimum correlation time between
the implantations is not constraint in the present work since the different isotopes
were implanted in different positions of the active stopper, as shown in Fig. 5.9.

In summary of the discussion above, within the conditions of the present exper-
iment, it was possible to determine the half-lives of 7 isotopes using the least-
squares method. These isotopes are 200Os, 199Os, 198−196Re, 191Ta and 195W. Among
these isotopes, four have unknown half-lives (198−197Re, 191Ta, and 195W), while
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the remaining three have previously measured half-lives.

5.7 Results and discussion

As described in Section 5.6.2, in the present analysis, only the data during the
time interval between the spills, denoted as the pause, was considered in order
to determine the time correlations. The isotope 199Os was chosen as a reference
to proceed with the analysis. This choice was based on its known half-life (T1/2)
value of 5+4

−2 s [119, 120], which allowed for comparing the measured values in
the present study. Furthermore, the largest upper limit value for T1/2max for this
isotope was within the half-life error limits measured previously, as shown in
Table 5.2.

After determining the time correlation, the ratios between the forward and back-
ward time correlations were determined to continue to the χ2 calculations. The
resulting ratio spectra for 199Os obtained from the 193Ta data, as well as the simu-
lated ratio spectra for three different mean lifetime (τ) values of 0.1 s, 2.3 s, and 7.0
s, with the efficiency of 43 % are shown in Fig. 5.19. The experimental error bars
for the measured data are also included in Fig. 5.19, while the simulations have
been done with high statistics, resulting in negligible uncertainties.
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Figure 5.19: Measured ratios of the time difference in forward and backward in time,
between the implanted 199Os and the β particle measured in the same strip during the
pause between the spills. In addition, simulated ratios with a β-detection efficiency of 43
% and with different values of τ are shown.

As mentioned in Section 5.1, the alternative method was employed to determine
the background. This method includes shifting the implantation times to the
forward direction by at least two half-lives. The shifted implantation times for
199Os are shown in Fig. 5.20, demonstrating a shift of more than two half-lives.
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Subsequently, the false time correlations were determined in the forward direction
using β-particle events to continue to the ratio determination.
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Figure 5.20: Shifted times in the forward direction of the implanted 199Os isotopes using
the 193Ta setting.

Next, the ratios between the true forward and the shifted forward correlations
were extracted as part of the analysis procedure. The resulting ratio spectra
determined for 199Os using the 193Ta data, as well as the simulated ratio spectra
with an efficiency of 40 % for three different τ values of 0.1 s, 3.4 s, and 7.0 s are
shown in Fig. 5.21.
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Figure 5.21: Measured ratios of the time differences between the forward correlations,
and the supposed background correlations forward in time with shifted implantations,
between the implanted 199Os and β particle measured in the same strip during the pause
between spills. Additionally, simulated ratios with β-detection efficiency of 40 % and with
different mean lifetimes are shown.
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As the next step, a series of simulations were conducted with different efficiency
and mean lifetime values, followed by the calculations of the χ2 values from the
measured and simulated ratios of the time correlations for each set of simulations.
For the extraction of the minimum values for both parameters (efficiency and
mean lifetime), two-dimensional χ2 contour spectra were generated as shown in
Fig. 5.22a and 5.22b. In these plots, different colours represent regions where the
calculated χ2 value increases by one, two, and so on. These contour plots allowed
the determination of the minimum values, and error limits for both efficiency and
mean lifetime. The measured half-life value, was obtained by fitting a second-
order polynomial to the region where the minimum value was found, as shown
in Fig. 5.23a and 5.23b, while corresponding projections of the χ2 into efficiency
coordinates are shown in Fig. 5.24a and 5.24b.

The analysis method employed in this work yielded measured T1/2 values of
1.7+1.4
−1.1 s and 2.4+2.9

−1.8 s for 199Os. The obtained values are consistent with each other,
indicating the reliability of the analysis procedure. Furthermore, the T1/2 values
obtained fall within the error limits of the previously reported T1/2 value of 5+4

−2
s. The corresponding efficiency values were 43+26

−19 % and 40+33
−24 %, respectively.

These efficiency values also agree with each other, further confirming the reliability
of the analysis method employed in this work.
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Figure 5.22: Two-dimensional (mean lifetime and efficiency) χ2 contour plot with the
background determined using (a) backward correlations, and (b) forward correlations of
the moved implantations.
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Figure 5.23: Projection of the calculated χ2 into the mean lifetime coordinates, with
second degree polynomial fits shown with a red dashed line for (a) 43 % efficiency, and (b)
40 % efficiency of 199Os isotope.
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Figure 5.24: Projection of the calculated χ2 into the efficiency coordinates, with second
degree polynomial fits shown with a red dashed line for mean lifetimes of (a) 2.3 s, and (b)
3.4 s of 199Os isotope.
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5.7.1 Measured β-decay half-lives

Table 5.3 shows the background determination method, the measured half-life
(T1/2), the determined efficiency (ε), the count limit used per bin for calculating
χ2, and the calculated reduced χ2

v value for each nucleus considered in this work.
Each reported value corresponds to the minimum of reduced χ2

v value. In cases
where it was possible to use both methods to determine the background, the
obtained values for the half-lives and efficiency are consistent.

The variations observed in the efficiency values shown in Table 5.3 are based on the
different implantation profiles and factors such as the position of the implantation.
Furthermore, the energy variations between different fragments cause different
implantation profiles since the energy of the fragment determines the depth of
implantation within the active stopper. Additionally, when fragments enter the
active stopper between two DSSDs or near the edge of the detector, there is a higher
probability of the β particle escaping. Consequently, this leads to a reduction in
the detection efficiency. Hence, the detection efficiency is higher in the middle of
the DSSD.

Moreover, it should be noted that one DSSD of the active stopper remained
unbiased throughout the entire experiment, leading to a loss in detection efficiency.
Additionally, at the beginning of the experiment, individual energy thresholds
were set for each strip of the active stopper. Individual thresholds resulted in
unequal efficiencies between the strips. In summary, the observed variations in
efficiency values can be attributed to factors such as the energy variations of the
implanted fragments, implantation position, biased DSSDs, and differing energy
thresholds between strips of the active stopper.

Table 5.3: Showing the background determination method utilized for each nucleus, the
measured β-decay half-life (T1/2), the corresponding efficiency (ε), the count limit per bin
applied, and the calculated reduced χ2

v value for each nucleus analysed in this work.

Nucleus Background Measured Measured Count limit χ2
v

correlations T1/2 [s] ε [%] Per bin
200Os Forward 2.3+5.0

−1.6 27+40
−15 7 1.9

199Os Forward 2.4+2.9
−1.8 40+33

−24 8 1.0
199Os Backward 1.7+1.4

−1.1 43+26
−19 8 1.3

198Re Backward 1.0+0.8
−0.7 21+13

−11 6 0.9
197Re Backward 0.9+1.5

−0.8 17+18
−11 5 1.1

196Re Forward 2.5+3.1
−2.0 34+27

−20 7 3.0
196Re Backward 2.2+1.9

−1.4 34+21
−14 7 4.6

195W Forward 0.8+0.7
−0.7 33+21

−18 7 0.8
195W Backward 1.2+1.7

−1.1 45+18
−20 6 0.2

191Ta Backward 1.1+1.0
−0.7 46+27

−25 9 0.6
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5.7.2 Comparison with literature values and theoretical predictions

The literature half-life values for the 200−199Os and 196Re isotopes are presented
in Table 5.4. All literature values are consistent when compared with the half-
life values obtained in the present work . For instance, in the case of 196Re, the
difference from previous measurements is about 17 % and 27 %, with the forward
correlations and backward correlations (see Table 5.3), respectively, with almost
identical lower limits for the half-life but larger upper error limits. However, the
present analysis has larger uncertainties, as indicated by the extracted reduced
χ2

v values of 3.0 and 4.6 when utilizing forward and backward correlations as the
background, respectively. The increased uncertainty in the present work could
be attributed to the limited statistics available. Specifically, the previous study
reported a larger number of fragments (454) compared with the present work
(68) (see Table 5.2), resulting in a non-optimal upper limit calculation for T1/2 (see
Table 5.2).

Table 5.4: β-decay half-life values measured in this work, corresponding literature values
and predicted values for the nuclei considered in the present work.

Nucleus Measured Previously Predicted Predicted
T1/2 [s] measured T1/2 [s] T1/2 [s] T1/2 [s]

[119, 120] (FRDM+QRPA) [56] (CQRPA) [121]
200Os 2.3+5.0

−1.6 6+4
−3 >100 6.6

199Os 2.4+2.9
−1.8 5+4

−2 >100 6.9
198Re 1.0+0.8

−0.7 - 2.6
197Re 0.9+1.5

−0.8 - 4.0
196Re 2.5+3.1

−2.0 3+1
−2 4.8 1.4

195W 0.8+0.7
−0.7 - 19.8

191Ta 1.1+1.0
−0.7 - 1.8

So far, various models have been developed to calculate the half-lives of nuclei
far from the valley of stability. In this work, two Quasi-particle Random-Phase
approximation (QRPA) models were used to compare with experimental results.
The first model includes the Finite-Range Droplet Mass Model (FRDM) to predict
the masses of the nuclei, and the QRPA calculations within this model consider
Gamow-Teller (GT) transitions, including the first-forbidden (FF) transitions based
on the Gross Theory [56]. Furthermore, the recent addition to these calculations is
the consideration of (n,γ) competition. The theoretical predictions of this model,
developed by P. Möller et al., are taken from Ref. [56]. The second model utilized
is the density functional+continuum QRPA (CQRPA), computed by I. N. Borzov
[58, 59], and the values of theoretical predictions are taken from Ref. [121]. This
model takes into account the ground state properties, the FF transitions, the GT
transitions, and the excited states by the continuum QRPA calculations. The
predicted half-life values by FRDM+QRPA and CQRPA models for all isotopes
considered in this study are shown in Table 5.4.
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The ratios between the measured half-life values obtained using two background
determination methods and the predicted values extracted from FRDM + QRPA
and CQRPA calculations are shown in Fig. 5.25. A notable observation is that
the FRDM + QRPA model overestimates the half-lives of 199−200Os isotopes by
approximately one order of magnitude. These particular isotopes are the closest
to the closed neutron shell at N = 126. However, as the mass value decreases, the
comparison between experimental and theoretical prediction becomes better, with
a difference factor of around two, except for the case of 195W, which contributes to
the peak at A = 195 in the mass abundance distribution.
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Figure 5.25: Determined ratios of measured half-lives and the theoretical calculations.

The CQRPA model reproduced a closer agreement with the experimental values for
all considered nuclei as shown in Fig. 5.25, especially for the nuclei 199−200Os near
the closed neutron shell N = 126. For instance, for the 196Re and 199−200Os isotopes,
the difference factor is approximately two and three, respectively, when comparing
the CQRPA values with the experimental results. The FF transitions seem to have
a significant role in reducing the β-decay half-lives for nuclei approaching closed
shell N = 126 [5, 59, 122].

The observed results in this work agree with previous experiments [108, 109]
demonstrating shorter β-decay half-lives compared with the predicted values.
This discrepancy in half-lives influences estimating the timing of r-process element
synthesis, particularly for the 3rd r-process mass abundance peak at A = 195. Close
to this peak, where the half-life of β decay increases, the accumulation of material
occurs.

The trend of shorter half-lives, as predicted based on the FRDM model, has led
to the study of the impact of shorter half-lives on the r-process nucleosynthesis
[123]. This study suggests several effects of the half-lives. Firstly, there is an
accelerated mass flow towards heavier nuclei after passing the waiting point
at N = 126, which is a consequence of the shorter half-lives and influences the
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progression of nucleosynthesis. Furthermore, it has been suggested that there is
faster consumption of neutrons due to the shorter half-lives. As a result, different
conditions arise for the r-process freeze-out, where neutron capture and β-decay
towards stability occur within a similar time scale.

M. R. Mumpower et al. have been investigating the influence of specific nuclear
properties on r-process nucleosynthesis in Ref. [124] and references therein. They
observed that the difference between measured and predicted half-lives, based on
the FRDM + QRPA model, becomes more significant when the measured β-decay
half-life value increases and the Qβ value is small [124]. Their study also showed
that variations in predicted half-lives can influence the final abundance pattern.
Additionally, the sensitivity of the abundance pattern to the β-decay properties of
the 195W isotope was noted [124, 125]. However, it is important to note that the
models also use nuclear masses in the calculations, and the accuracy of ±0.5 MeV
in the nuclear mass can result in the changes of predicted half-lives by a factor of
about 2 to 4 [126].

The comparisons presented show the importance of measuring β-decay half-lives
for heavy neutron-rich nuclei far from the valley of stability. These measurements
play an important role in testing existing models and simulations. However,
there is lack of information regarding β-decay half-lives near the N = 126 shell,
which is crucial for modelling the amount of matter transported into the fission
region. Consequently, acquiring more experimental data is necessary to address
the question of how elements heavier than iron are produced in the universe.

5.7.3 Scientific impact of the present work

In this work, the half-lives of three previously measured nuclei are compared with
literature values, and the comparison shows consistency. Furthermore, four new
half-lives are measured for the first time and are compared with two theoretical
predictions. The decay half-life of an exotic nucleus is one of its most fundamental
properties and often the first property measured.

Experimentally accessing the neutron-rich nuclei is extremely difficult, and the
present experiment was conducted as an exploratory experiment to address this
issue. For accurate r-process modelling, the determination of β-decay half-lives
for hundreds of nuclei is required. Achieving this is beyond the scope of a single
experiment. Nevertheless, this particular experiment represents a significant step
towards this goal, pushing the experimental boundaries closer to the closed shell
at N = 126.

In the region of the chart of nuclei studied, half-lives provide important input
to the nucleosynthesis models that predict, for instance, the location of the r-
process and origins of the abundance peaks. In this work, the shorter β-decay
half-lives compared to predicted values were obtained. Consequently, it influences
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the timing of r-process element synthesis, especially for the 3rd r-process mass
abundance peak at A = 195, where the accumulation of material occurs. The results
obtained highlight the importance of first-forbidden β decay and subsequent
reduction in half-lives, emphasizing the need for additional experimental data in
this specific region.

In the future, the neutron-rich nuclei will be studied in various facilities such as
at FAIR, Argonne N=126 Factory [127], and RIKEN [128]. At FAIR, utilizing the
Super-FRS, the upcoming experiments are expected to offer better precision and
access to more exotic isotopes since the produced isotopes can be identified with
the Super-FRS on event-by-event basis up to 1 MHz counting rate utilizing the
GEM-TPC detectors.



6 CONCLUSIONS

The objectives of this work were to investigate new β-decay half-lives of neutron-
rich nuclei close to the N = 126 neutron shell and investigate the performance
of the prototype GEM-TPC detector in the twin configuration. The aim was to
extract new nuclear data near the third r-process peak in the mass abundance
distribution. Certain requirements are needed for the experimental setup to
achieve this experimental goal, such as producing heavy neutron-rich nuclei,
identifying them accurately, and having the capability to analyse the collected
data.

The experiment, S468 at the GSI facility, fulfilled these requirements. Heavy
neutron-rich nuclei were produced using the fragmentation of a relativistic lead
beam. Thereafter, the FRS was utilized to identify and deliver the produced heavy
neutron-rich nuclei to the β-decay station, where they were implanted in the active
stopper to study their half-lives.

The results presented in this work provide information about the properties of
neutron-rich nuclei located in the vicinity of the "waiting point" at N = 126. The
delayed-coincidence method, initially presented by T. Kurtukian et al. [107], was
used to measure four new half-lives for the isotopes 197−198Re, 195W, and 191Ta.
Additionally, the half-life values of 199−200Os and 196Re isotopes were remeasured,
and the obtained values were consistent with the literature values, confirming
the reliability of the results. The analysis method deals with the challenging
background structure in the time-correlation spectra.

Additionally, an alternative method was utilized to confirm the background shape
of the implantation-β-decay correlations, ensuring reliability and consistency of
the results. This alternative method included shifting the implantation forward
in time and determining the background correlations in the forward direction.
By utilizing this method, the half-lives of previously measured isotopes 199Os
and 196Re, as well as the new half-life for 195W isotope, were measured. The



101

comparison between the literature values and measured values, using the forward
correlations as the background, showed consistency for all the isotopes under
study.

The measured half-lives of heavy neutron-rich nuclei were compared with pre-
dicted values from two different models. The first model considered was the
Finite-Range Droplet Mass Model, and the Quasi-particle Random-Phase Approx-
imation (FRDM + QRPA), which includes the Gamow-Teller (GT) transitions from
the QRPA calculations, the first-forbidden (FF) transitions based on the Gross
Theory, and the competition of (n,γ). The second model, known as the density
functional+continuum QRPA (CQRPA), considers the ground-state properties, the
FF transitions, the GT transitions, and the exited states through continuum QRPA
calculations. Comparison between the measured and predicted half-life values
showed that the FRDM + QRPA overestimates the half-lives by approximately
one order of magnitude near the closed shell N = 126. On the other hand, the
CQRPA model provided a closer agreement with measured values, with a relative
difference of about two to three for all considered isotopes. However, only three
predicted half-life values were available from the CQRPA model, limiting the
extent of the comparison.

In several experiments, a consistent trend of shorter half-life values compared with
the predicted values has been observed for nuclei approaching the closed shell N
= 126. This finding highlights the importance of the FF transitions in reducing the
β-decay half-lives. The shorter half-lives near N = 126 contribute to an accelerated
accumulation of material into the third r-process peak and towards heavier nuclei.
Consequently, the faster consumption of neutrons leads to different conditions for
the r-process freeze-out.

Further experiments will be essential to confirm the influence of the FF transitions
near the N = 126 nuclei approaching the neutron drip line. Confirming these
results could lead to revisions in existing theoretical models to predict β-decay
half-lives, enabling more accurate predictions of the properties of r-process nuclei
close to the third peak of the abundance pattern. Such revisions have the potential
to impact our understanding of r-process nucleosynthesis significantly.

M.R. Mumpower et al. have been investigating the impact of half-life differences
compared with predictions on the final abundance pattern. They studied how
variations in the predicted half-life values for selected nuclei could influence
the overall abundance distribution. They observed that the differences in half-
life values used in the calculations could indeed have an influence on the final
abundance pattern. For instance, the isotope 195W was identified as an important
nucleus for sensitivity studies.

In the future, to achieve accurate identification at the forthcoming Super-FRS, the
performance of the prototype GEM-TPC detector in the twin configuration was
studied in two individual in-beam tests. These studies aimed to determine if the
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detector fulfils the requirements for operation at the Super-FRS. The Super-FRS
GEM-TPC detector provides the position measurements of the particles. Hence, it
plays an important role in the identification.

The performance analysis of the prototype GEM-TPC detector provided infor-
mation on several of its properties. The investigated properties included the x
resolution, y resolution, cluster strip multiplicity, control sum, detection and track-
ing efficiencies, the impact of summing up the strip signals, and the influence of
data digitization. Notably, the data analysis of the prototype GEM-TPC detector
involved the utilization of clusterization for the first time. During the analysis, a
significant discovery was made regarding calibrating multiple detectors within the
same setup. It was found that a single scintillator calibration grid could be effec-
tively utilized to calibrate multiple detectors simultaneously. This can potentially
simplify the calibration process. In addition, two different methods were utilized
and tested for the offline alignment process, ensuring robustness and reliability in
the alignment process.

The performance analysis of the prototype GEM-TPC detector showed that it met
the required position resolution of less than 1 mm for both x and y directions.
The measured cluster strip multiplicity using P10 gas (90 % Ar, 10 % CH4) was
consistent with previous measurements. The study of the control sum showed
the influence of the angle of the incoming beam on the control sum. However,
the control sum values measured in this work were consistent across different
electric fields and x positions. The detector achieved a tracking efficiency of over
95 % with the beam intensity of 1k ions/spill, and a detection efficiency of close to
100 % up to the beam intensity of 50k ions/spill. Additionally, the impact of data
digitization was investigated. It was found that reducing the data digitization
from 13 bits to 4 bits did not significantly affect the position reconstruction. The
observed spatial resolution remained consistent, although the amplitude of the
cluster and cluster strip multiplicity decreased.

Despite the successful experiments in the present work, certain improvements can
be implemented in future experiments. Some modifications can be implemented
in the experimental setup aimed at studying β-decay properties at the GSI facility.
The fragmentation reaction proved effective in producing heavy neutron-rich
nuclei, which were successfully delivered to the β-decay station. However, the
beam cycles selected with a relatively short time interval between beam pulses
limited the opportunity to determine fragment-β-decay correlations before new
beam pulses deliver new fragments decaying via β decay. Therefore, allowing
for a longer time gap between beam pulses would be beneficial, enabling the
study of longer β-decay half-lives. Furthermore, the statistics in the present work
were limited, resulting in larger uncertainties. Therefore, if feasible, allocating
more time for each setting would improve statistical precision. The possibility
of measuring β-decay - γ-ray coincidences would also help reduce uncertainties
associated with background correlations. Additionally, some challenges in the
present work were related to the high intensities observed at the focal plane
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F2, where particular detectors could handle the intensities of up to a few kHz
with high detection efficiency. Although the scintillators used at the F2 caused
inaccuracies in the identification, these were corrected with the mass-tagging with
the FRS ion Catcher and simulations from LISE++ and MOCADI.

Several improvements can be implemented for future experiments investigating
the performance of the prototype GEM-TPC, mainly focusing on the experimental
setup. The accurate calibrations of the reference trackers are essential to ensure
reliable results in the performance study of the detector under investigation.
Having a well-defined setup, including accurate distances and angles in mounting
the detectors, contributes to the results obtained. Additionally, confirming the
alignment process using a narrow beam perpendicular to all trackers can reduce
measurement uncertainties. If feasible, selecting reference trackers with higher
resolution than the detector under study would be beneficial, as it allows for
more precise performance analysis. Additionally, in future experiments, the
detector should be tested with particle rates close to 1 MHz to test high-intensity
performance. By implementing these improvements, future experiments studying
the performance of the prototype GEM-TPC will yield more accurate results,
providing information on the capabilities and characteristics of the detector.

In summary, the results of the comparison between measured half-lives and theo-
retical predictions presented in this work are valuable information. The findings
could be utilized to validate the existing models and evaluate the associated un-
certainties. Additionally, the information obtained from the performance study
of the prototype GEM-TPC detector has practical benefits for future experiment
planning and further supports its usage in upcoming research. In the coming
years, the FAIR facility, with one of its main objectives in the physics program to
expand research on the r-process path far from the valley of stability, will provide
an opportunity to measure more β-decay data. This is only possible with event-
by-event particle identification at high counting rates and with high efficiency. In
the present work, the performance of the prototype GEM-TPC has been investi-
gated, which will eventually develop into the Super-FRS GEM-TPC. More exotic
neutron-rich nuclei can be identified by using the GEM-TPC at the Super-FRS,
thus providing an opportunity for a deeper understanding of nucleosynthesis
processes and investigating the origin of heavy elements in the universe.
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