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Abstract 

Nowadays, many electronics are being embedded in road vehicles to assist drivers 
while they are conducting, and potentially, to prevent accidents. One of the most 
popular technologies onboarded in vehicles is radar, which detects targets with 
good precision. 
However, all systems embedded in cars must go through safety checks, because 
during the device’s life cycle, it can present random failures. Thus, to reduce and 
mitigate the risks of electronic failures, some methods must be applied following 
safety guidelines, such as fault simulation. This is important because, due to safety 
reasons, it is assumed all faults are dangerous, and will generate failures in the 
system. However, by simulating, it can be seen which type of failures the device 
presents and the precise distribution of “dangerous” and “safe” faults.  
Hence, in the radar device, inside the transceiver block, “bridges” and “open” 
faults were injected in both voltage regulator and frequency doubler blocks. To 
model both “bridge” and “open”, a 10Ω and a 1GΩ resistor were used. Each fault 
was injected to interact with each terminal of all component elements inside the 
studied blocks. Legato, a Cadence simulation tool, was used to execute those 
simulations.  
For the voltage regulator, 2981 faults were systematically simulated, and 3 types of 
failures were identified, such as undervoltage, overvoltage, and oscillation outside 
the safety voltage range. Besides that, 78.87% of faults were “safe” and did not 
affect the main operation of the voltage regulator. 
For the frequency doubler, the simulation software presented an error to execute 
the high-frequency analysis. However, considering this block demands high 
computational power for each simulation, and in total is expected to simulate 
4607 faults, the testbench had to be optimized. After the optimization, the single 
run time decreased from 45 minutes to 20 minutes. Then, once a new software 
version is available, fault simulations can be performed to identify the failures in 
the frequency doubler block. 
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1 Introduction 

The automotive industry is passing through many changes. The number of 
technologies that are embedded in road vehicles increase each year. Those 
elements can be listed as Connectivity Technologies, aiming to provide a 
comfortable experience to the users, and Electrification, targeting automotive 
technologies that help CO2 reduction. In addition, we also have other technologies 
providing autonomy, to assist drivers while conducting the vehicle and potentially 
reduce and avoid fatal road accidents, and afterward, fully autonomous road 
vehicles. 
In 2018, the National Motor Vehicle Crash Causation Survey (NMVCCS) released 
a looking at the critical reasons behind road traffic accidents that were registered 
in the U.S., and 94% of the crash cases, which represents more than 2 million 
occurrences, the accident was caused by the driver. The critical reasons for those 
accidents were due to errors related to recognition, happening in 41% of the cases, 
to decision, in 33%, and to performance, appearing in 11%. [1] 
In Europe, the number of road fatalities involving car users was greater than 8800 
cases, in which for almost 2200 accidents, the collision of the vehicle was with 
another car, and, on the other hand, the European Road Safety Observatory report 
pointed out that in more than 3800 cases the collision did not involve any other 
vehicle. [2] 
Overall is clear the human factor is the main agent of accidents involving road 
vehicles, and a possible solution to reduce and prevent accidents is onboarding 
technologies to assist humans while they are conducting their vehicles. 

1.1 Onboard technologies for automotive industry 

It is possible to list onboard systems that are very popular in road vehicles, such as 
LiDAR (LIght Detection And Ranging), which uses a pulse of light to obtain the 
distance between an object and its sensor, cameras, and ultrasound, commonly 
used as park assistant, and RADAR (RAdio Detection And Ranging). [3] 
Figure 1 Illustrate those systems and their applications on automotive vehicles. 
 

 
Figure 1: On-board technologies embedded in road-vehicles for driving assistant. Figure taken 
from [4]. 
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The radar principle consists of transmitting a radio-frequency wave and receiving 
the reflected wave after its interaction with the object. By analyzing the received 
signal, it is possible to identify the distance of the object, its velocity, and its angle. 
Figure 2 shows the basic block diagram of a radar operation. 

 
Figure 2: Block diagram showing the basic operation of  a radar system. Figure adapted from 
[5]. 

Due to the possibility of obtaining much information about the target, radars are being 
widely used in the automotive industry. For today’s application, the main technique 
used is a frequency-modulated continuous waveform (FMCW), with a transmitted 
frequency ranging from 76 GHz to 81 GHz, for long-range radar (LRR) cases. From the 
TX and RX signals, as seen in Figure 3, two main pieces of information are extracted 
from the waveform, range, and Doppler, which allows us to determine the velocity of 
the target. Besides that, the linear frequency sweep in the transmission can be 
identified as a chirp. 
 

 
Figure 3: FMCW radar example. 

As an example of radars products to be embedded in vehicles, there is the high-
performance 77 GHz RFCMOS automotive radar One-Chip SoC, with an operation 
range from 76 GHz to 81 GHz. As seen in Figure 4, this SoC is composed of an RF 
transceiver, radar processing, memory, and connectivity. Inside the RF 
transceiver, the chip has 4 transmitters, 4 receivers, 4 ADCs, a waveform 
generator, and a dedicated functional safety block. 
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Figure 4: On-board technologies embedded in road-vehicles for driving assistant. Figure 
adapted from [6]. 

1.2 Functional safety in the automotive industry 

When a module is being developed for the automotive industry, it is carefully 
designed to have high robustness. Although the development chain of a product 
ensures higher quality, still the module might not perform as expected, resulting 
in failures.  

1.2.1 Terminology 
By definition, failure is a malfunctioning in the system, due to the manifestation of 
defects while the module is operational. For example, oscillations in the output of 
the voltage regulator block, instead of a constant value. 
Another important definition is fault and defect. As seen in [7], the IEEE standard 
for analog defect modeling and coverage, there is no consensus in the community 
on how to differentiate fault and defect. The IEEE Standards Dictionary presents 
many definitions for both, and what can be seen is that defect is more focused on 
the board, while fault can be related to the board, system, or software. They are 
stated as an unexpected change (physical or electrical) in the circuit, like a flaw or 
imperfection in the circuit element or connection between circuit elements, 
making it different from its intended design. Besides, the difference does not need 
to be permanent. 
The defects/faults can be separated into subcategories. The first is the catastrophic 
(or hard) classification, which is responsible for changing a circuit’s topology. The 
change may be a short (or bridge) circuit node, for example. 
The second is the parametric (or soft) classification. They modify the parameters 
of a circuit element, like changes in the threshold voltage of a MOS device. [7] 

1.2.2 Functional safety 
These concepts are essential because before embedding any system in cars, the 
system must be robust and have a high level of safety. 
Functional safety follows the product starting from its concept phase, passing 
through the development, up to the verification and testing stages. This happens 
by presenting systemic approaches supported by ISO 26262, aiming for the 
absence of unreasonable risks caused by hazards related to malfunctioning 
behavior in the electrical and electronic systems. 
Overall, potential hazards can be determined by three different components. The 
first is “severity”, which indicates the impact of a failure in human life from a scale 
starting with no injuries, up to fatal injuries. The second is “exposure”, which 
indicates the frequency or duration of the hazardous event that occurs in the 
vehicle. The last component is “controllability”, responsible to indicate how 
difficult the hazardous situation is to control by drivers or other traffic 
participants, such as pedestrians. This index starts in fully controllable and ends in 
either difficult to control or uncontrollable. 
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Once all risks are assessed, it is possible to classify their Automotive Safety 
Integrity Level (ASIL) in five indexes, QM (standing for Quality Managed), A, B, C, 
and D, as seen in Figure 5. By this classification, the hazards and risks can be 
pointed out, and by the ISO 26262 guideline, they can be mitigated and properly 
prevented. 
 

 
Figure 5: ASIL distribution based on the system severity, exposure, and controllability. 

In the automotive industry, Fault Tree Analysis (FTA), and Failure Mode, Effect, 
and Diagnostic Analysis (FMEDA) are widely used in safety, and depending on the 
desired ASIL, some methods might be mandatory. The FMEDA outstands from 
other methods for its completeness of information. By using it, it is possible to 
asses failure rates in the system, failure mode distribution, and the diagnostic and 
prevention measures in the system. 

1.3 Failures and their root-causes 

FMEDA is widely used in functional safety. However, to obtain higher precision 
while executing these analysis techniques in the product or system, the failures in 
the system must be properly identified. By doing fault injection, this goal can be 
reached. 
In electronic devices, it is possible to identify many types of failures. During the 
development lifecycle of a product, it goes through a verification process, mainly 
to identify systematic failures created during the fabrication. However, from the 
moment the system starts to be used, the failures can be separated into 3 main 
categories, as seen in Figure 6. 
Firstly, there are early failures, concentrated predominantly in the device's infant 
mortality period, and decrease over time. On the other hand, there is wear-out 
failure, that increases during the lifecycle. The last is random failures, having 
failures equally distributed during the time. 
As seen in [8], the root cause of random failures could be alpha particles, 
electrostatic discharge, crosstalk, or even electromagnetic interference [9] [10]. 
Table 1 and Table 2 present defects commonly observed in integrated circuits, with 
their root causes. 
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Figure 6: Examples of failures in a device’s life cycle. 

To understand how the system behaves in the presence of a fault, it is possible to 
do fault injection intentionally. For a system that complies with ASIL B, C, and D, 
it is mandatory to execute fault injection whereas for ASIL A, it is compulsory.  
Doing this by practical experiments might be time-consuming, and challenging, 
mainly if a high coverage is targeted during the tests. On the other hand, doing 
systematic simulations can be a better approach, mainly during the development 
phase of the product, when there is no physical device to be tested. 
Thus, Fault-injection simulation can output the system behavior for each fault, 
potentially have good coverage, and give a more accurate failure mode distribution 
for the given system. 

 
Table 1: Manufacturing defects and their root causes. [7] 

Category Location Example of root causes 

Short 
Same layer Dust or metal flake 

Between layers Pinhole in oxide 

Open 
Same layer Missing contact 

Between layers Gate oxide too thick 

AC coupling 
Same layer 

Optical Proximity 
Correction (OPC) distortion 

Between layers Oxide thinning 

Leakage 

PN junction 
Electro-static discharge 

(ESD) during handling or 
testing 

Gate oxide 
Time-dependent dielectric 
breakdown (TDDB) during 

over-voltage test 

Extreme 
variation 

 

Doping non-uniformity 
Variation in optical focus, 

exposure, or mask 
alignment 

Variation in etch rates or 
chemical mechanical 

polishing (CMP) 
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Table 2: In-field defects and their root causes. [7] 

Category Location Example of root causes 

Short Between bond wires 
Extra material in package 

Whiskers from metals 
Single Event Latch-up (SEL)  

Open Contact, via 
Current or voltage stress 

Thermal or physical stress 

Leakage 
PN junction 

Electro-static discharge 
(ESD) 

Gate oxide 
Time-dependent dielectric 

breakdown (TDDB) 

Degradation Transistor parameters 
Voltage or thermal stress 

Hot carrier injection (HCI) 

1.4 State of the art 

Following ISO26262 specification, many test methods are done during product 
development to achieve the desired safety level. All those test methods are 
performed on the system level, and on the system element level. At the system 
element level, fault injection can be useful to detect and mitigate different faults 
with high accuracy. 

1.4.1 Fault injection techniques 
It is quite common to see experimental methods to inject faults in the circuit. As 
seen in [11], the usage of laser is very popular in cryptographic circuits. In this 
method, the secret key in the circuit can be found by comparing the fault result 
with the correct one. Figure 7 shows how the testbench is prepared to execute such 
a technique. 
Aside from that, it is also possible to have electromagnetic fault injection. This 
method produces electromagnetic waves, or pulses, depending on how the test is 
performed, that are capable of going through the integrated circuit package and 
disturbing the circuit internally. It affects, for example, the clock generator, and it 
can also induce a sudden current flow [12]. Figure 8 presents the setup of this 
experiment. 
Although there are good methods to execute fault injection on integrated circuits, 
having a good test coverage with them takes a lot of time, and consequently, has 
some costs too. Using software to execute simulations, can guarantee a higher test 
coverage, and potentially, having a final result faster, in comparison with a 
laboratory approach. 
 

 
Figure 7: Example of an experimental setup to inject faults using a laser. 
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Figure 8: EMP setup used to inject non-intrusive faults. 

For analog fault injection simulation, it is possible to list DRAFTS (Discretized 
Analogue Circuit Fault Simulator), having good results for linear analog circuits.  
Besides, the tool optimizes its simulation by working on a discrete domain. [13]  
Following the same idea, it is also possible to find other software such as ANTICS, 
mainly used for catastrophic faults, in which have their faults written in a SPICE-
like language, as seen in [14]. 
In addition, another software can be used for the same purpose. RMSCAT is a 
platform able to be integrated with Cadence, and besides the fault simulation, it 
allows the user to execute test generation and test optimization in circuits. [15] 
Although there are many software, the best so far to execute fault injection in 
analog blocks is Legato, from Cadence. This software is aligned with IEEE P2427, 
and it is becoming popular among semiconductor industries that want to perform 
analysis for functional safety. 

1.4.2 Failure distribution and FMEDA 
For the functional safety analysis, it is essential to identify all failures that can be 
found on the circuit. The idea is to list all the ways the circuit can fail, during the 
device’s life cycle.  
When it is necessary to understand why the device had a failure, having a special 
focus on the past, it is called Failure Cause. If it is desired to focus on the 
consequences of the failure, especially interested in the future impact, it is referred 
to as Failure Effects. Considering the main focus is how the device cannot work as 
expected, it is used the term Failure Mode. [16] 
Overall, the list of failures present in the block or device is created based on 
behaviors previously identified by designers and people who work with 
verification and testing. Taking into account that this list can be really extensive, 
by having a big number of possible failure modes, it is essential to understand its 
distribution to produce safety reports, using the FMEDA method. 
According to the international standard, it is possible to use three different 
methods to execute the failure distribution. 
The first consists of doing an equal distribution along the failure modes, as shown 
in Table 3. Although it might be true, on average, and it has a low effort to execute 
it, on the other hand, there is a possibility of considering some failure that is not 
possible to happen. In addition, this method is too conservative because it implies 
all faults injected in the system element will propagate to the output and result in 
failure. 
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Table 3: Example for the equal distribution. 

Block name Failure mode 
Failure mode 
distribution 

Hardware Block 1 

Failure mode 1 25.00% 

Failure mode 2 25.00% 

Failure mode 3 25.00% 

Failure mode 4 25.00% 

 
The second method is area based, in which it is taken into account the area 
occupied by each block involved in the failure manifestation, and then compared 
with the total area of the block. This method has a medium effort, and it can create 
some errors. Table 4 illustrates this method. 
 
Table 4: Example for the area method distribution. 

Mixed mode 
function 

Failure mode 
Failure mode 
distribution 

Hardware Block 1 
(40 𝜇𝑚2) 

Failure mode 1 (2 𝜇𝑚2) 5.00% 

Failure mode 2 (8 𝜇𝑚2) 20.00% 

Failure mode 3 (11 𝜇𝑚2) 27.50% 

Failure mode 4 (19 𝜇𝑚2) 47.50% 

 
The last one, indicated in Table 5, and the main focus of this study, is the output 
signal base. For this approach, faults are injected into the device to output all the 
possible failures for this block. As a result, after executing an exhaustive fault 
injection, the failure mode list presents higher precision than the previous 
methods. On the other hand, depending on the circuit block, it might be 
problematic to have significant test coverage, to present the distribution, mainly 
due to the single-time test execution. 
 
Table 5: Example for the output signal method distribution. 

Mixed mode 
function 

Failure mode 
Failure mode 
distribution 

Hardware Block 1 

Failure mode 1 7.14% 

Failure mode 2 29.36% 

Failure mode 3 23.82% 

Failure mode 4 39.68% 

1.5 Scope of the project 

The idea of this study consists of working on the NXP product, which is SAF85xx. 
Inside the SoC, in the transceiver system, depicted in Figure 9, many analog and 
RF blocks are found, responsible for transmitting and receiving the information. 
Thus, for this project, firstly an analog block will be studied, a low-dropout 
regulator (LDO), responsible to output 0.9V. 
It will be picked one circuit topology for this voltage regulator, developed by NXP, 
and from this, a methodology will be developed to execute fault injection that 
complies with ISO26262, using Legato, a simulation tools from Cadence. 
Thus, it will be studied methods to prepare a testbench and conditionate this block 
to execute functional tests and execute single-run simulations in the fastest way 
possible. 
Then, to simulate random failures, present during the life cycle of a product, it will 
be injected in-field defects, such as opens and bridges in all components of this 
block, and executed exhaustive fault simulations aiming for 100% test coverage. 
By doing this, and analyzing the outputs from each fault, it will be possible to 
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identify all the failures found in the circuit and to obtain the failure mode 
distribution with higher accuracy. 
After, the same study will be applied to an RF circuit, a frequency doubler, to 
investigate if Legato is suitable for those tests, the challenges, and which results 
can be achieved. 

 
Figure 9: Block diagram representing the transceiver system, with the worked blocks 
highlighted in green.
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2 Methodology 

The methodology, used in this study, was developed following the standard for 
analog defect modeling and coverage [7], and the ISO 26262 standard for 
functional safety [17]. 
To execute a simulation that complies with the automotive safety requirements, 
first, it is necessary to prepare the testbench. In this testbench, the device under 
test (DUT) must be added in a functional condition, to have the same behavior of 
an in-field operation. Besides, it will be used the netlist from the DUT, which can 
be obtained by its layout, or also by the schematic, as done in this study. 
The fault universe is created by using the DUT’s components found on its netlist, 
and it is also added a correspondent weight factor for each fault. Those weights 
can be used to define the fault injection order simulation, and most importantly, 
they impact the coverage result, obtained from the simulation outputs, adding 
more or less relevance for the result. 
After this, it is also important to select which faults. from the fault universe, are 
going to be injected in the DUT, and how they will be modeled. In case the goal is 
100% test coverage, all faults from the fault universe must be simulated. 
For the simulation, it is necessary to define which type of analysis will be run. The 
tool presents different types, such as AC, DC, transient, harmonic balance, and so 
on, thus the suitable one needs to be taken. 
Depending on the type of failures desired to be analyzed, for the same DUT, 
different simulation campaigns can be executed, changing just configurations in 
the testbench. In this case, if the DUT is the same, the fault universe does not need 
to be changed. 
In the end, all simulation data needs to be analyzed externally Cadence, due to 
limitations in the tool to execute this task. Then, complete coverage can be 
outputted. Figure 10 presents a simulation flow. 

 

 
Figure 10: Block diagram of a fault simulation process. 

2.1 Fault model and weights definition on Legato 
 
From the circuit elements, found on the DUT, it is possible to define the fault list, 
using fault rules pre-defined. Legato provides a few types of faults to be injected 
into the circuit. There are “Bridge” (also known as short), “Open”, and “Stuck-at”. 
For this study, “Stuck-at” will not be used because this case is more used for digital 
fault simulation, and, the main focus is fault injection at the transistor level, not at 
gate level. Thus, the faults used will be “Bridge” and “Open” types.  
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According to IEEE 2427, to simulate in-field defects for random faults, for open 
cases, it is necessary to add high resistive resistors in series with each component 
terminal. For bridge faults, it is added resistors connecting two terminals of the 
component, with a very small value. The exception applied for this study is not 
injecting any faults on the bulk terminal of transistors. [7] 
Figure 11 exemplifies how the faults were added in all instances of the studied 
circuit. By following the IEEE standard, [7], bridge and open faults were defined 
with a 10Ω and a 1GΩ resistor, respectively. 
The circuit elements found on the studied blocks are transistors, resistors, 
capacitors, diodes, and inductors. 

 

 
Figure 11: Fault models for transistor, capacitor, inductor, resistor and diode. 

Each fault must have a “weight” factor. Legato always outputs results showing 
each fault having a weight equal to 1. However, it is also possible to add a new 
weighting expression, then, the final result will display both weight values. 
The expression created takes into account the width and length of the component 
model. The same component can have different models. For example, during the 
design circuit process on Cadence, a component such as a capacitor might contain 
several models, displaying different dimensions, and materials due to the 
technology used during its fabrication. 
For a transistor element, the area calculation is different and it is not considered 
the source and the drain areas. 
As exemplified in Figure 12, those two areas are not used for the reason that the 
area of a MOS device with the number of gates equal to 2 is not twice bigger, 
because the drain is shared. Tracking all cases in a very complex circuit, and also 
in an automatic way, is not possible on Legato. Thus, it is considered the width 
and length used are from the gate, and the product of those two parameters is 
multiplied by the number of gates. 
 

(a)  

 

(b) 

   
Figure 12: MOS transistors examples with (a) 1 gate, and (b) 2 gates, with a shared drain 
area. 
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2.2 Fault simulation environment 

Legato, shown in Figure 13, is a tool available on Virtuoso ADE Assembler, on 
“Maestro”, one of the views Cadence provides to the user. Before starting the fault 
simulation, it is necessary to choose the simulator the tool will use to run the 
simulations, and Legato only runs with “Spectre”. It is highly recommended to use 
the latest version, and, for this study, version 21.1.0.751 was used. 
Therefore, Legato will be used to simulate random faults that can happen in the 
circuit, based on the fault rules and the fault list. Next, it will be seen if the fault is 
“safe” or “dangerous” for the system. 
There are two main simulation modes in the simulation software, Transient Defect 
Analysis (TDA) and Direct faults Analysis (DFA). TDA simulations allow the user 
to select when the fault will be injected, so in the waveform, for example, would be 
possible to observe how the device behaves without the fault, and how the fault 
changes the observed output, after being injected in the desired time. 
DFA, inject the fault at the beginning of the simulation, when time is equal to zero, 
thus in this case it is observed just the fault effect on the output. For the developed 
work, DFA was used due to its simplicity to set the software, and mainly because 
this mode does not operate “Harmonic Balance” and “Harmonic Balance Noise” 
simulations. 
 

 
Figure 13: ADE Assembler Maestro view snapshot. 

2.3 DUT and its failure mode definition 

Inside the radar device, there are many RF, analog, and digital blocks, having 
different roles to ensure the correct behavior of the module. 

2.3.1 Low-dropout regulator (LDO) 
LDOs have key features in the radar system, mainly to drive different blocks and 
provide accurate voltage output values whenever it is relevant. 
The basic operation behind this block is based on its output and its reference voltage. 
The reference is compared with the voltage coming from the voltage divider, composed 
of two resistors, acting as a resistor feedback network. The operational amplifier acts 
to amplify the error (voltage difference between inputs), regulating the voltage output. 
Figure 14 shows an exemplification of a basic LDO circuit. [18] 
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Figure 14: Basic representation of an LDO circuit. 

Its output voltage can be determined by: 
 

𝑉𝑜𝑢𝑡 = 1 +
𝑅1

𝑅2

𝑉𝑟𝑒𝑓 

 
The LDO block used in the project is more complex. It has sub-blocks responsible for 
conditionate all input driver signals, and also the output. Furthermore, the block is 
designed to be highly robust and precise. Considering this block will be added to the 
radar module, the LDO shall go through a safety analysis. Table 6 presents the 
standard failure modes used for LDOs, using an equal distribution, the same explained 
in Table 3. All those failures were obtained after talking with the analog designer 
engineer responsible to develop the block. 
 
Table 6: Standard effects considered in the LDO. 

Failure 
Modes 

Description Distribution [%] 

FM1 Regulated Output in Overvoltage 16.66 
FM2 Regulated Output in Undervoltage 16.66 
FM3 Regulated Output Affected by Spikes 16.66 
FM4 Regulated Output Drift 16.66 

FM5 
Regulated Output Oscillation Inside 

Regulation Range 
16.66 

FM6 
Regulated Output Oscillation Outside 

Regulation Range 
16.66 

2.3.2  Frequency doubler 
This block is responsible to output a frequency twice bigger than its input frequency. 
For the studied case, it is injected 39GHz and measured 78GHz in the output. The 
working principle of this circuit is based on a push-push frequency doubler (PPFD), 
with the harmonic current generation and a load to execute the conversion from 
current to voltage. Figure 15 presents the schematic for this circuit. 
For a correct operation, both transistors M1 and M2 must be identical, the input 
voltages connected to the gates also need to have the same frequency and one signal 
source must have a phase shift of π. [19] 
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Figure 15: PPDF circuit representation. Figure adapted from [19]. 

As a result, the periodic current "𝑖𝑇" will behave as shown in Figure 16. Then, it will be 
added other blocks to properly conditionate the signal to its application on the radar 
circuit. 
As seen in [19], odd-order harmonics are canceled, while even-order harmonics are 
not. Then, as the next step, it is necessary to filter out undesired frequencies. 
 

 
Figure 16: Voltage and current behavior representation of PPDF circuit. Figure adapted from 
[19]. 

The worked FD block is more complex, once it has many sub-blocks that conditionate 
the driver signals, and also, many stages of gain, to output the desired output power. 
Due to safety reasons, this block also needs to go through a safety analysis. As seen in 
Table 7, for this circuit, it is expected to find 5 failure modes. They were listed based on 
what designers said from previous experience, and besides that, a uniform distribution 
was also applied for each of them. 

 
Table 7: Standard effects considered in the FD. 

Failure 
Modes 

Description 
Distribution 

[%] 
FM1 Incorrect Output Power 33.33 
FM2 Output is Stuck at High/Low or Floating 33.33 
FM3 Incorrect Output Noise 33.33 
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2.4 Testbench and expected results 

Here it will be explained how the testbench was prepared to execute a fault simulation, 
and the results expected to be outputted. 
Before running the fault simulation on Legato, using Direct faults Analysis (DFA), it is 
essential to select the run mode “Single Run, Sweeps and Corners” and execute the 
functional testbench at least once. This process will create an initial condition file 
“spectre.ic”, and its address file must be added to the analysis, as exemplified in Figure 
17. 
This ensures the same initial behavior for all fault simulations. As a consequence, it 
can be seen the failure propagation in the circuit. Not doing this step, outputs results 
as if the block had its netlist modified by a fault While it was turned off, and then the 
faulty circuit is activated. The main goal is to see the effects of random faults while the 
circuit is operational. After ensuring this, the run mode can be switched to “Fault 
Simulation” 
Once it is known the failures expected in the DUT, it is created fault expressions. They 
will take each faulty simulation output, and check if the waveform has the descriptions 
added in the expression. If it is the case, then the failure is detected. 
 

 
Figure 17: Initial condition file, “spectre.ic”,  being added to the analysis. 

2.4.1 Low-dropout regulator (LDO) 
Although the fault is injected at the beginning of the simulation when time is equal to 
zero seconds, all simulation curves are expected to start from the regulated voltage 
output level of 0.9 V. This ensures the block was operating correctly, then an anomaly 
happened and changed the circuit behavior as shown in Figure 18. 
 

 
Figure 18: LDO output voltage representation, for both good and faulty circuit cases. 



16  

At the output of the LDO, it is added a current source responsible to drain current 
from this block, and for creating load step variations, starting at a current level of 
100mA, decreasing to 50mA, then going to zero, before starting to increase again. This 
load makes the test more realistic with a regular operation of an LDO for a radar 
circuit. Figure 19 presents how the DUT was placed in the testbench. 
Besides that, it is displayed other inputs and outputs pins in the device. Their role is to 
drive the circuit, by providing voltage and current. The block belongs to a functional 
architecture, thus, it was developed to be integrated properly with other blocks around 
it. In addition, it also has a design for testing (DfT) solutions, presenting derivations, 
and outputting relevant internal signals. 
Thus, the main pins used were the input “Enable”, being always activated during the 
simulation time by the digital logic “1”, and the 0.9V output pin. 
 

 
Figure 19: Testbench representation for the LDO block, placed on  Cadence during fault 
simulation. 

The best analysis to be set on Cadence to observe the failure propagation, is the 
“transient analysis”, mainly because it is desired to see how the failure behaves in time, 
and how the system can be affected by the failure. 
Besides that, to reach 100% simulation coverage, a big number of fault simulations 
must be done, mainly linked to the fact the circuit blocks have many electronic 
elements on them. Thus, it is highly recommended to add additional effort to decrease 
the unitary simulation time. In addition to that., whenever two failures are detected in 
the same fault simulation, only the first one will be counted, having only one failure 
associated with each fault injected. 
By the end of the simulation, all safe and dangerous statuses obtained from all fault 
simulations must be exported from Cadence, and pos-processed, to see which failure 
modes were detected, and then the failure mode distribution can be generated. 
During the simulation, failure detections happen when one or more anomalies cross 
the upper and lower voltage limit. The upper limit is 5% higher than the targeted 
voltage output, and similarly, the lower limit is 5% smaller. Table 8 show the criteria 
used to identify each failure mode. 
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Table 8: Standard effects considered in the LDO and their failure detection criteria. 

Failure 
Modes 

Description Failure detection criteria 

FM1 
Regulated Output in 

Overvoltage 
𝑉𝑜𝑢𝑡 ≥ 0.945 𝑉 

FM2 
Regulated Output in 

Undervoltage 
𝑉𝑜𝑢𝑡 ≤ 0.855 𝑉 

FM3 
Regulated Output 
Affected by Spikes 

If voltage safety range is crossed rapidly 
and unexpectedly by the output signal 

FM4 Regulated Output Drift 
If the output signal increases constantly 

with time 

FM5 
Regulated Output 
Oscillation Inside 
Regulation Range 

Voltage safety range is not crossed, and a 
frequency component is identified 

FM6 
Regulated Output 

Oscillation Outside 
Regulation Range 

Voltage safety range is crossed, and a 
frequency component is identified 

2.4.2 Frequency doubler (FD) 
To execute the simulations, the block was set with an AC signal source, with a 
frequency of 39GHz, in its input pin. The signal was properly conditionate following 
the designers' orientation. In the output, a load was added, making it possible to 
observe a 78 GHz signal. Figure 20 presents how the testbench was prepared. 
Just like in the LDO circuit, the FD also has more input and output pins, essential for 
the architecture of the radar system. 
 

 
Figure 20: Testbench representation for the FD block, placed on  Cadence during fault 
simulation. 

With the frequency doubler block simulation, it is expected to see faults affecting the 
target frequency, in the output signal. Considering the high frequency in the block, 
“transient analysis” is not the most efficient way to run a simulation, as it would 
consume a lot of time for each fault, and in total, the fault list is composed of thousand 
elements. Thus, to optimize the simulation time, it will be executed “harmonic 
balance” and “harmonic balance noise” analyses. Those analysis modes give enough 
information to understand the circuit behavior in the targeted frequency, and it allows 
the identification of distortion in the output signal. 
Overall, failures will be identified by measuring the power of the main frequency, and 
the noise level, as represented in Figure 21 and Figure 22. 
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Figure 21: PPFD output frequency spectrum for both good and faulty circuit cases. 

 

 
Figure 22: PPFD output noise representation, for both good and faulty circuit cases. 

Table 9 shows the criteria used to identify each failure of the frequency doubler 
circuit block. 
 
Table 9: Standard effects considered in the FD and their failure detection criteria. 

Failure 
Modes 

Description Failure detection criteria 

FM1 Incorrect Output Power 𝑃𝑜𝑢𝑡 < −5 𝑑𝐵𝑚 

FM2 
Output is Stuck at 

High/Low 
Low output power across the entire 

frequency spectrum 
FM3 Incorrect Output Noise 𝑃𝑛𝑜𝑖𝑠𝑒 > −130 𝑑𝐵𝑐, 𝑓𝑜𝑟 𝐹𝑟𝑒𝑞 = 2𝑀𝐻𝑧 

 
The output power of the frequency doubler is given in dBm (decibel-milliwatts), 
having the signal power compared with 1mW, as seen below. 
 

𝑂𝑢𝑡𝑝𝑢𝑡 𝑃𝑜𝑤𝑒𝑟𝑑𝐵𝑚 = 10𝑙𝑜𝑔10 (
𝑆𝑖𝑔𝑛𝑎𝑙𝑊𝑎𝑡𝑡

1𝑚𝑊
) 

 
The noise is preferably outputted in dBc (Decibels relative to the carrier) because, for 
this application, the 78GHz amplitude signal is compared with the total noise of the 
FD block. The relation is demonstrated as:. 
 

𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑃𝑜𝑤𝑒𝑟𝑑𝐵𝑐 = 𝑃𝑜𝑤𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑁𝑜𝑖𝑠𝑒𝑑𝐵𝑚 − 𝑃𝑜𝑤𝑒𝑟 𝑜𝑓 𝑡ℎ𝑒 𝑆𝑖𝑔𝑛𝑎𝑙𝑑𝐵𝑚 
 
Besides that, it is critical to the noise level at 2MHz, because this might affect the 
target detection in the radar system, mainly if the noise level is higher than -130dBc. 
For the radar project specification, it is considered the target will increment the radio-
frequency signal (Δf) in 2MHz, thus, it is essential to have low noise at this frequency 
value, to reduce the error in the target detection in the RX system. 
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2.5 Post-processing and coverage analysis 

By the end of the simulations, and having all the fault outputs, it is necessary to 
calculate the fault coverage. As shown in blow, this coverage is found by using 
“detected” as a binary variable, where it is equal to “1” when a failure is detected, and 
“0” when it is not. In addition, the “weight” of each fault is also added to this equation. 
Below it is shown how the coverage calculation is performed. 
 

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =
∑ 𝑤𝑒𝑖𝑔ℎ𝑡𝑖 ∗ 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑𝑖

𝑛
𝑖=1

∑ 𝑤𝑒𝑖𝑔ℎ𝑡𝑖
𝑛
𝑖=1

 

 

𝑤𝑒𝑖𝑔ℎ𝑡 = {
1, 𝑓𝑜𝑟 𝑎𝑛 𝑢𝑛𝑖𝑓𝑜𝑟𝑚 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 𝑙𝑖𝑘𝑒ℎ𝑜𝑜𝑑                                                      

𝑎𝑟𝑒𝑎, 𝑓𝑜𝑟 𝑎 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 𝑙𝑖𝑘𝑒ℎ𝑜𝑜𝑑 𝑝𝑟𝑜𝑝𝑜𝑟𝑡𝑖𝑜𝑛𝑎𝑙 𝑡𝑜 𝑡ℎ𝑒 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡
 

 

𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑 = {
0, 𝑤ℎ𝑒𝑛 𝑎 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 𝑖𝑠 𝑛𝑜𝑡 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑
1, 𝑤ℎ𝑒𝑛 𝑎 𝑓𝑎𝑖𝑙𝑢𝑟𝑒 𝑖𝑠 𝑑𝑒𝑡𝑒𝑐𝑡𝑒𝑑        

 

 
For “w=1”, it is considered a uniform likelihood among all “n” faults from the fault 
universe, and it states that all faults have the same chance of generating a failure. 
For the case of “w=area”, it will be stated the likelihood of failure is proportional to the 
area of the component. 
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3 Practical Results 

After developing a methodology that better fits the automotive standards, and gives 
the most accurate outputs, it is done a practical application for the created method. 
The simulation results presented are from an LDO block, an analog circuit with values 
obtained from "transient" simulations, and an FD block, an RF circuit developed to 
operate at the frequency of 78 GHz. 

3.1 LDO block 

Firstly it will be introduced information about the testbench and then results about the 
outputs taken from the fault simulation. Besides, it will be compared the failure mode 
distribution obtained by the simulation, and the equal distribution method. 

3.1.1 Testbench on Cadence 
With the block on its functional operation, the simulation time using "transient" 
analysis for the single run mode lasted 3 minutes. 
The main reason behind it was the complexity of a testbench, being composed of 
current and voltage driver circuits, driving other inputs of the LDO block. After 
simplifying the testbench, by replacing the driver blocks with current and voltage 
source models, found on Cadence, the single run time decreased to 30 seconds. 

3.1.2 Nominal simulation 
Firstly, was executed a simulation without any fault to observe how the output voltage 
behaves in the functional configuration. 
Figure 23 shows both the LDO voltage output and the load behavior. The output 
voltage is having small spikes during the current level transition in the load, in 50µs, 
100 µs, 150 µs, and 200 µs. Except for those instants, the voltage level is constant at 
901.326mV. In addition, it is also possible to observe the load draining 100mA, in the 
beginning, after 50mA and 0A, before starts increasing again, as seen in Figure 24. 
 

 
Figure 23: Waveform obtained from LDO voltage output. 
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Figure 24: Waveform obtained from load in the output of the LDO. 

3.1.3 Fault injection simulation 

 
Figure 25: All 2981 fault simulation outputs and the nominal case, highlining the desired 
voltage level of 901 mV, and zoom-in from 0 to 450 ns. 
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After running 2981 fault simulations, many failures were ably propagated to the 
LDO output. Overall, curves presented behaviors such as oscillations, overvoltage, 
and undervoltage. 
Besides that, all curves started from the same voltage level, 901.326mV, 
considered essential to see the effect of faults that created failures in the DUT. 
Figure 25 illustrates all 2981 simulations presenting both failures and pass cases. 
In addition, it can be seen a zoom-in from 0 to 450ns. 

3.1.4 Analysis 
The testbench simplification made the simulation 6 times faster, making the entire 
analysis done in 4.14 hours. For this case, the simulation does not demands a 
higher computational power, thus, the number of simulations that would be run in 
parallel was set in 6. Below can be seen how to determine the total simulation 
time: 
 

𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒𝑡𝑜𝑡𝑎𝑙 =  
𝑠𝑖𝑛𝑔𝑙𝑒_𝑟𝑢𝑛_𝑡𝑖𝑚𝑒 ∗ 𝑠𝑖𝑧𝑒_𝑓𝑎𝑢𝑙𝑡_𝑙𝑖𝑠𝑡

𝑛𝑢𝑚𝑏𝑒𝑟_𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙_𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛
 

 

𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒𝑡𝑜𝑡𝑎𝑙 =  
30 [𝑠𝑒𝑐] ∗ 2981

6
 

 
𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒𝑡𝑜𝑡𝑎𝑙 =  14905 [𝑠𝑒𝑐] = 4.14 [ℎ𝑜𝑢𝑟] 

 
After post-processing the data and taking the first failure identified in the curve, it 
was possible to obtain a precise effect distribution considering a 100% test 
coverage. 
As expected, the equal distribution method, supported by ISO 26262 and normally 
used for safety analysis, is conservative in comparison with weighted coverages, 
for both approaches, w=1 and w=area. The equal distribution labeled as ISO 
26262, assumes all faults generate failures in the circuit, hence it gives 0% of safe 
cases, while for the w=1 method, it gives 78.87% of safe cases, and for w=area, it 
shows 25.79%. 
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Figure 26: Cases identified during the simulation, with safe and dangerous cases, representing 
the sum of all failures. 

The main reason behind the safe cases is due to the several outputs in the block. 
Just the main LDO output is measured, and go through the violation checks based 
on their failure description. Thus it might have faults affecting directly other 
outputs. 
Besides that, for w=1 and w=area, the simulation results presented just 3 failures , 
being them oscillation outside the range, undervoltage e overvoltage, as seen in 
Figure 26. 
In addition, from 630 faults responsible to generate failures in the output of the 
device, 509 were caused by bridge type faults, and 121 were open type. Figure 27 shows 
the distribution of the injected faults in three failure cases identified in the fault 
simulation of the LDO. 
One hypothesis why bridge cases generate more failures might be related to the netlist 
impact. Bridges between circuit nets make the faulty schematic more different from 
the original one. 

 
Figure 27: Open and bridge fault distribution in the undervoltage, overvoltage, and oscillation 
outside the range. 
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3.2 Frequency doubler (FD) 

Initially, it will be presented information about the testbench and about the outputs 
given by the software, focusing on the errors obtained during the simulation. 

3.2.1 Testbench on Cadence 
Due to the necessity of using a block that has parameters from both schematic 
and layout (named as “config view”), aiming for more precision, initially, one 
single simulation was taking an average of 45 minutes. After combining the DUT 
schematic with just layout parameters in key sub-blocks that were essential for 
the simulation, the simulation time was reduced to 20 minutes. 

3.2.2 Nominal simulation 
The frequency doubler block output both harmonic balance and harmonic 
balance noise, as seen respectively in Figure 28 and Figure 29. By Figure 28, the 
output power, for the 78GHz frequency, is −824.3x10−3 dBm. For the other 
harmonics, the signals were properly attenuated, all of them below -30 dBm. In 
addition, frequencies like 78GHz, in 156GHz, and 234GHz, even-order 
harmonics, presented higher power amplitudes than odd-order harmonics, as 
explained in [19]. However, instead of odd-order harmonics being annulated, as 
previously expected, instead, they presented a very small power contribution to 
the output signal. 

 

 
Figure 28: Output spectrum of the frequency doubler circuit. 
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Figure 29: Output noise simulation of the frequency doubler circuit. 

Besides, for the harmonic balance noise, Figure 29, the noise decreases once the 
frequency values start to increase. The curve has its peak at 10KHz, and its 
smaller value is at 20MHz, as expected. In addition, the relative noise at 2MHz is 
smaller than -130dBc, implying the FD block is operating as expected. 

3.2.3 Fault injection simulation 
For the frequency doubler circuit, 4607 faults were prepared to be injected into the 
device. However, during the fault simulation using harmonic balance, the software 
presented a fatal error. The software error is between Legato and exclusively with 
"harmonic balance", and "harmonic balance noise" analysis, given that Legato works 
properly when other analysis, such as “transient” is selected to execute the 
simulations. 
The error message, displayed in Figure 30 says: “FATAL (SPECTRE-18): 
Segmentation fault. Encountered a critical error during simulation. Run 
`mmsimpack' (see mmsimpack -h for detailed usage information) to package the 
netlist and log files as a compressed tar file. Then, contact your Cadence 
representative or submit a service request via Cadence Online Support, including the 
tar file and any other information that could help identify the problem. Encountered 
a critical error during simulation. Run `mmsimpack' (see mmsimpack -h for detailed 
usage information) to package the netlist and log files as a compressed tar file. Then, 
contact your Cadence representative or submit a service request via Cadence Online 
Support, including the tar file and any other information that could help identify the 
problem.” 
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Figure 30: Error message obtained during fault simulation for harmonic balance analysis. 

3.2.4 Analysis 
Decreasing the simulation time for this DUT is essential. Considering this block 
demands more computational power, it can be set to run 10 simulations in parallel, 
and the fault simulation would finish after 6.40 days, as shown below: 
 

𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒𝑡𝑜𝑡𝑎𝑙 =  
𝑠𝑖𝑛𝑔𝑙𝑒_𝑟𝑢𝑛_𝑡𝑖𝑚𝑒 ∗ 𝑠𝑖𝑧𝑒_𝑓𝑎𝑢𝑙𝑡_𝑙𝑖𝑠𝑡

𝑛𝑢𝑚𝑏𝑒𝑟_𝑝𝑎𝑟𝑎𝑙𝑙𝑒𝑙_𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛
 

 

𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒𝑡𝑜𝑡𝑎𝑙 =  
20 [𝑚𝑖𝑛] ∗ 4607

10
 

 
𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛_𝑡𝑖𝑚𝑒𝑡𝑜𝑡𝑎𝑙 =  9214 [𝑚𝑖𝑛] = 6.40 [𝑑𝑎𝑦𝑠] 

 
From the company’s point of view, allocating that much computational power for a 
single simulation is costly and might demand different approaches to optimize this 
process. 
Besides that, although Cadence ensures Legato can run all analyses presented on 
Cadence Spectre, the results showed the opposite. To fix the problem, Cadence support 
client service was contacted, however, a possible solution will not be able to be 
provided quickly. 
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4 Conclusion 

Analog fault simulations are very efficient to determine the fault effects caused in 

the circuit, with good precision. The previous method, equal distribution from ISO 

26262, is conservative once it considered that all faults are dangerous, and will 

generate a failure in the DUT. 

For the LDO, by using a uniform weight (w=1), while the coverage is calculated, it is 

seen that approximately 78.87% of the fault injected did not generate any failure. 

For the area-based weight (w=area), 25.79% of the faults were safe. 

Overall, safe faults happen because just the main LDO output, responsible for 

output 0.9V, goes through safety checks. It is possible to assume that, in case all 

outputs available in the LDO block were verified, the number of safe cases might 

decrease. However, they were not checked, because the block is going through a 

safety verification process, focusing in ensure the main operation, not a regular 

verification that the designer does while they are designing a circuit. 

Besides that, the actual number of failures identified in the system is smaller than 

expected. Initially, it was expected 6 different failures, but only 3 were observed, 

undervoltage, overvoltage, and oscillation outside the range. This also shows how 

conservative the analyses that do not include fault simulation are. 

On the other hand, the simulation time, in which the fault was in the DUT, was too 

short. If the fault stays longer in the system, it might have more failures being 

outputted in the system. 

Besides that, bridge-type faults presented a bigger impact on the DUT, as the 

majority of failures were caused by them. It happens because bridges have more 

impact on the netlist, and as a consequence, most of the failures were caused by it. 

From the two weighting factors considered during the coverage calculation, the 

weight area base is more relevant. It states the likelihood of a random failure 

occurring in a component increases with its area. 

Furthermore, Legato is the best tool available on the market, but it still presented 

software problems. For "transient" analysis executed on the LDO, the tool works 

perfectly, but for "harmonic balance" and "harmonic balance noise" simulations, 

the tool presents a fatal error message, being unable to execute any fault simulation 

and finish the safety analysis of the FD block. However, the testbench optimization 

reduced the single-run time from 45 minutes to 20 minutes.  

This represents resources being saved by the company. Once the new version of 

Legato is released with the corrections, the testbench can be used to perform fault 

simulation, and output results within 6.40 days. 
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5 Future work 

To finish an FMEDA report, it is essential to add a safety mechanism in the DUT 
output. Thus, as the next steps, it is desired to verify how the additional block 
behaves with the safe and dangerous cases. Besides that, it is also desired to obtain 
a precise distribution following the model proposed in Figure 31. It is essential to 
obtain the distribution of “safe undetected”, “safe detected”, “dangerous detected”, 
and “dangerous undetected”, to output a more precise FMEDA.  
 

 

 
Figure 31: DUT and safety mechanism configuration, with all four result combinations. 

Besides that, it is possible to assume part of the methodology might change once 
the current IEEE standard for analog fault injection is still in the draft status. 
Thus, part of the work can be updated in the future. 
Due to the software problems while running RF blocks using “harmonic balance” 
and “harmonic balance noise” analyses, the work needs to be concluded after 
having a new version of the Legato with the corrections on it. Then, the precise 
failure mode distribution can be obtained. 
In addition, it is interesting to have a better weight expression for transistors. As 
explained during this report, having the used area of a transistor is challenging, 
thus, tracking all cases in a very complex circuit, and also in an automatic way, can 
be interesting for future analysis. 
Another topic that can be interesting is making a correlation between the fault 
simulation, and laboratory validation results, to see in detail if the waveforms 
outputted by the software are similar to the ones seen in the laboratory. This can 
help to improve the faults models added on Legato. 
In addition, it would be very important to execute simulation over PVT (process,  
voltage and temperature variation) to evaluate if a new failures appears, and how 
this impacts the failure mode distribution. 
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