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Abstract 

  

Phase Locked Loop (PLL)-based Clock and Data Recovery (CDR) circuits play a big role 
in communication systems for High-Energy Physics (HEP) since are used to generate a 
high-quality clock signal that maintains synchronicity between the electronic systems.  
The CDR topology proposed in this thesis can be used to support the development of 
ASIC that finds application in high-speed link communication systems in the clock 

distribution system of the High Luminosity Large Hadron Collider (HL-LHC) detectors 

at CERN. 

The thesis results from a study based on a theoretical analysis supported by simulations.  
This proposed work aims to describe the operation of a PLL-based CDR through a high-
level behavioural analysis in Verilog.  Advanced analyses are performed by using the 
Cadence Simulation Platform for modelling the system and Python scripting for 
requirement definition and post-processing of the data. 

The dependency of the phase noise and jitter of the PLL is a topic that is relevant in 
systems designed for high-frequency synthesis, and the analysis of the jitter behaviour 
is required to minimize the noise contribution. During the design phase, each 
architectural choice comes with pros and cons, therefore high-level considerations are 
derived from this study. Different sources of noise are introduced and the effects on the 
CDR operation are studied to minimize the jitter contribution coming from the 
reference data stream and from the Digital Control Oscillator (DCO).   

Furthermore, three CDR topologies that differ from the implementation logic of the 
downsampler connected at the output of the phase detector are compared. The 
comparison is done in terms of architectural complexity, bandwidth, jitter, and time to 
lock. As a result of the study, it is possible to conclude that a different implementation 
of downsampler logic generates a different phase detector gain in the feedback system, 
changing the dynamics of the system and its behaviour both in the time and frequency 
domains.  However, it is possible to compensate for the variation of the phase detector 

gain by selecting different parameters for the digital filter, making in principle the 

behaviour of the three solutions equivalent. 

 

Keywords: PLL-based CDR, High-speed Link communication systems, low-noise PLL. 
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Introduction 

The increasing request for higher-speed communication systems is driving the research 

to develop devices with better performance that can guarantee higher transmission 
speed, larger bandwidth, and higher data-rate.  

To settle their requirements, communication systems such as high-speed wireline 
transceivers require very precise clock signals to drive their functional logic. In fact, they 
rely on accurate timing and precise clock signals.  

One of the essential blocks that constitutes this technology is the frequency synthesizer, 

which as the name suggests is used to provide a clock signal at a targeted frequency. A 
Phase Locked Loop (PLL) is in general a preferred architecture for synthesizing a 
targeted clock frequency starting from a reference clock signal.  PLLs can be used for 
various uses such as high-speed internet for data transmission, in satellites for accurate 
time synchronization, in logistics and High Energy Physics (HEP) electronics for timing 
distribution of the circuit or as jitter cleaning systems that reduce the noise of a noisy 
input signal, [2]. Therefore, depending on the applications, the requirements for each 

system can vary in terms of timing accuracy or noise sturdiness. 

In particular, from an architectural point of view, All Digital Phase Locked Loop (AD-
PLL) is a good alternative to synthesize a clock signal with limited jitter and a good 
quality clock signal. A digital PLL is a feedback system that requires a Digitally 
Controlled Oscillator (DCO) to provide a clock signal with a targeted oscillation 
frequency.  An exhaustive description of PLL systems can be found in [1]. 

As a rule of thumb, more precise systems can be realized at the cost of higher power 
consumption to minimize noise levels and maintain speed performance. The quality of 
the generated clock signal depends therefore, not only on the quality of the design but 
also on the application context, where the system is used plays a big role to define the 
requirements. In fact, temperature variations or other external disturbances, such as 
radiation, can affect the performance of the system. In addition, even if PLLs are 
designed to provide good quality clock signals, the system itself can suffer from jitter 
and phase noise, either coming from the reference clock signals, that work as a reference 

timing source, or internally generated by the circuital components due to the nature of 
silicon-based technology which is made of. Therefore, when a PLL is designed, many 

aspects and constraints must be considered, such as the loop bandwidth, the range of 
the oscillation frequency that can be synthesized, and the locking time.  

As mentioned, one limitation of these systems is represented by the phase noise and the 
jitter, due to the intrinsic nature of the electronics, which is bounded to temperature, 

corner variations and non-idealities in the architecture.  In the first approximation, the 
noise sources of a PLL can be identified in two main contributions: the noise which 
comes from the reference and the noise generated by the DCO. Depending on the 

application, the requirements, or the environment where the equipment is used, it is 
possible to minimize the contribution of one source or the other. Even though a trade-
off between the two should be chosen such that their contributions are balanced. In the 
next chapters, a more detailed analysis is presented to give a more accurate description 

of this concept. 

A subset of PLL topologies is based on a Clock and Data Recovery (CDR) structure, 
which is a circuit that can generate a specific output clock signal starting from the data 
received from the reference signal under the assumption that the data received has a 

continuous 0/1 transition to trigger the clock generation, [3]. As reported, PLL-based 
CDRs play a big role also in communication systems used in High-Energy Physics (HEP) 
to provide a high-quality clock signal that establishes synchronicity between the 



2 
 

electronic systems. In this case, a big challenge is to design circuits that provide stable 
clock signals even in harsh environments where e.g., radiation is present. Hence, for 
systems used in particle accelerators, this becomes a relevant issue.  For instance, the 
performance must be adapted to increase tolerance to radiation effects, like Total 

Ionising Dose (TID) effects and Singe Event Effects (SEE). 

 

1. Application Context 

High Energy Physics (HEP) experiments aim to measure events generated by collisions 

of particles at extremely high energies. For this purpose, enormous particle accelerators 

like the Large Hadron Collider (LHC) at CERN are built to study the fundamental 
interactions of elementary particles [4]. 

HEP experiments generate elementary particles that collide and interact. The energy 
generated by the collisions is then detected by a set of specially designed sensors. 
Multiple structured detectors are used to measure different properties of the particles 
generated in the collisions. The generated data are then stored for processing and 

analysis. In particular, experimental results can be compared with theoretical physics 
models to interpret and explain the origin of the Universe.  

The electronics required for fulfilling these goals are extremely complex and challenging 
to build due to the highly demanding requirements. From an electronics point of view, 
high-speed integrated circuits for data transmission are required to provide high-speed 
communication to transmit the data collected by millions of detector channels and to 
store a huge amount of online data. 

These electronic systems rely on high-speed communication systems (High-Speed 
links) that act as an intermediary between the sensors and the computing systems that 
store and analyse the data. 

On the other hand, Commercial Off-The-Shelf (COTS) components usually do not 

satisfy the highly demanding requirements because most often these devices are used in 
harsh environments in which the high-energetic particles can cause different types of 

damage and errors. For this reason, is often required to explore and develop custom 
solutions to overcome such issues. 

To improve the resolution of the measurement at the LHC, and to obtain more and more 
accurate results, a periodic series of upgrades is planned to reach higher energies and 
luminosities so that a higher occurrence of rare events can be measured. On the other 
hand, this makes the constraints more and more demanding and complex to attain. For 

instance, faster, more accurate and more performing electronics are required as well as 

radiation-tolerant devices for higher radiation levels. In particular, the High Luminosity 
Large Hadron Collider upgrade (HL-LHC) and the possibility to build even bigger 
particle accelerators such as the FCC (Future Circular Collider) [5, 24] are under study. 
The proposed system finds application in High-speed link communication transceivers 
for the HL-LHC. 

 

2. Motivations 

The increasing demands for high-performance devices, together with an increasingly 
harsh radiation environment and the trend of scaling CMOS technologies, make the 
design of new devices a real challenge.  
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The case study of this thesis targets to model a PLL architecture that generates a clock 
signal of 12.5 GHz starting from an input signal with a data rate of 2.5 Gbps. The study 
evaluates the effects of noise and minimizes the jitter contribution coming from the 
input data and the DCO.   

The proposed CDR topology is mainly constituted by digital components so that the 
intrinsic advantages of digital circuits are exploited since they are less sensitive in terms 
of corner and process variations, as well as radiation, compared to their analog 
counterparts. 

As an example, the proposed topology can be used to support the development of ASICs 
that find application in the clock distribution in systems used in the HL-LHC detectors, 

to reduce the clock jitter generated by a PLL-based CDR architecture. The high-speed 
link is a transceiver which interfaces the front-end detector with the High-Performance 
Computing (HPC) facilities used to perform the data analysis in the experiments, 
therefore it is expected to support high data rates and high-quality synchronicity. In 
particular, the Experimental Physics (EP) department at CERN has selected high-speed 
links as one of the key areas in the strategic R&D programme on technologies for future 
experiments, as explained in [6], [24]. 

The proposed thesis presents a high degree of innovation, not only for its competitive 

applications in HEP technology but also because the proposed system can be used in a 
harsh environment where radiation generated by the particle accelerators can pose a 
risk to the reliable operation of COTS devices. High synchronicity and clean clock signals 
are a must in the new generation of ASIC communication systems and are targeted for 
the successful fabrication of such systems. From a circuit point of view, this study allows 

exploring innovative solutions for the creation of high data-rate PLL-based CDR 
circuits. One of the main goals has been to analyse the requirements and a possible 
topology to implement a PLL-based CDR that starts from a data rate of 2.5 Gbps and 
can generate a clock signal of 12.5 GHz. 

 

3. Design Approach 

The proposed study is mainly realized using a behavioural model implemented in 

Verilog with Cadence Xcelium as a simulator and SimVision as a graphical Simulation 
Platform provided by Cadence to debug the code. This platform used as a circuit 
simulator, contains useful tools for the specifications and the requirement definition of 
the sub-blocks that constitute the circuit. 

In addition, Python scripts have been developed for the requirement definition, for post-

processing and data analysis, as well as to refine specifications of a defined architecture 
and compare the theoretical results with the data obtained by simulation. Furthermore, 

the effects of non-idealities, such as noise sources or delays are analysed considering 
their contributions separately or their overall effects on the modelled components as 
ideal and noise-free blocks. This approach involves the definition of an initial abstract 
model in Verilog to evaluate the technical feasibility, the specifications, and the most 
critical aspects of each sub-block before performing a system-level simulation with a 

limited computational burden. Several critical aspects and non-idealities such as the 
jitter, and phase noise are considered. In particular, each sub-block, which is part of a 
more complex system, is individually simulated and tested to substantiate the design 
choices made during the modelling phase. The main challenges in this step come from 
the definition of what are the constraints of each subblock in terms of low noise and high 
accuracy in timing. 
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The work presented in this thesis strongly relies on the study of parameters and figures 
based on mathematical calculations and functions, such as the Fast Fourier Transform 
(FFT) and the Power Spectral Density (PSD). In particular, parameters such as phase 
noise, sidebands, spurious components, and jitter, are extracted to evaluate the 

performance of the system. Furthermore, when analysing the quality of a clock signal, 
it is important to study not only its behaviour in the time domain but also the frequency 

domain to provide enlightened information such as the transmission bandwidth, the 
source of noise and how this affects the system performance. 

 

4. Thesis Structure 

The thesis is structured as follows: 

After a concise Introduction, Chapter 1 provides basic information about the operation 
of the CDR and presents the last trends in the state-of-the-art of PLLs. 

Chapter 2 presents a preliminary analysis of the linear time-invariant system by using 
the phase transfer function and studying how the noise from different sources 

propagates along the system. 

Chapter 3, shows a block diagram representation of the proposed PLL-based CDR 
circuit, analysing each block and how these are correlated. In particular, the proposed 
architecture is constituted by a chain of digital blocks such as a Bang-Bang Phase 
Detector (BBPD), a Downsampler, a 1st order proportional, integral digital filter, 2nd 
order Sigma Delta Modulator (MASH 1-1), LC Digital Control Oscillator (LC-DCO), and 
a frequency divider. In addition, the performance of the Digital PLL architecture is 
evaluated. 

Chapter 4 compares three similar topologies where the downsampler is the sub-block 

that operates differently. In particular, the operation logic of this block is implemented 
with a different algorithm, such that the effects of the overall CDR architecture can be 
studied. The comparison is done in terms of Phase Detector (PD) gain, jitter and 
dynamic of the CDR taking into account different filter parameters. 

Lastly, the general conclusions of the overall study are outlined. 
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Chapter 1 - Background 

In this chapter, some basic knowledge and considerations about the operation of a CDR 

are summarized as well as a literature review is given to highlight some of the most 
relevant works studied to better understand the topic and to provide essential insights 
to understand the resulting consideration derived hereafter. 

PLLs are used in many applications, for example, to synthesize a targeted clock 
frequency, for timing distribution in the circuit, as a jitter cleaner to reduce the noise of 
a noisy input signal and depending on its application, structural variations in the 
topology are implemented. 

However, the working principle of a PLL, at the system level can be modelled 
considering the main building blocks. The operation can be described through 
parameters such as the operating frequency range, which is the range of frequencies that 
PLL can generate, the lock time, which is the time a PLL needs to lock on the reference 
frequency the jitter, that is the undesired deviation from an ideal variation of a periodic 
signal.  

This thesis aims to describe the block diagram and the operation of an All-Digital PLL. 
These architectures provide many advantages compared to their analog counterparts 
such as reduced power consumption and higher robustness and lower sensitivities to 
corner and process variations as well as the fact that they can be fully synthesizable, so 
they can be easily customized and implemented from Register Transfer Level (RTL) to 
Graph Data Science (GDS). Also, they require a much smaller occupied area, to ensure 
a larger level of noise resilience (sub-ps jitter) last but not least the implementation of 
radiation hardening techniques such as Triple Modular Redundancy (TMR) of the logic 
is relatively simple to be added, [3]. 

In high-speed communication systems, the phase noise, which is the unwanted 
fluctuation in the phase of a signal w.r.t an ideal clock signal, is targeted to be as low as 
possible and is expressed in units of dBc/Hz. This effect in the time domain translates 
into small fluctuations in the phase of the signal around the ideal clock signal. Phase 
noise is also strictly related to jitter since a random variation in the phase of a signal 
translates into a fluctuation of the edges of a clock signal concerning the ideal edge and 
is generally expressed in ps. 

When observed in the frequency domain, through the Fast Fourier Transform (FFT), 
the phase noise is seen as a spread of the tones of the harmonics and in a higher noise 
floor which causes a deterioration in the system performance and a higher Bit Error 
Rate (BER) with consequences such as data corruption. 

In a PLL there are many sources of jitter and in some cases, depending on the source 
that generates it, their contribution can be more prominent at lower frequencies or 
higher. Therefore, the application as well as the environment can corrupt the 
performance of the system. This chapter describes the basic operation of a PLL and the 
state-of-the-art of some of the most common techniques used to overcome the 
limitations of currently existing PLLs.  

 

1.1 Basic Operation of PLL 

The basic operation of a PLL emerges from the combined operation of a few main 
building blocks: a Phase Detector (PD), a Low Pass Filter (LPF), a Voltage-Controlled 
Oscillator (VCO) and a frequency divider. A simplified block diagram is given in Figure 
1.1, in which just the main blocks are considered. In particular, the PD has the goal to 
match the phase of a reference signal, modulated with a specific frequency with the 
signal generated by the VCO after is divided by the divider. However, due to the noise 

and other non-idealities of the system, the two signals are never perfectly matched. 
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However, since it is based on a feedback structure, the PLL corrects for any differences 
in frequency and phase to minimize them. Once the phase difference is minimized, the 
PLL is locked such that the oscillation frequency produced by the VCO is proportional 
to one of the reference clocks. According to the block diagram in Figure 1.1, the first 

block in the chain is the PD, which measures the difference in phase of the two input 
signals. The error measured is then filtered by the Low Pass Filter (LPF). The signal 

generated by the LPF is then used to control the frequency generated by the VCO. The 
oscillation frequency of the VCO is slightly increased or decreased around a targeted 
oscillation frequency. The frequency divider ensures that the reference and feedback 
clock signals arriving at the phase detector have the same frequency, which allows their 
phase to be compared.   

 

Figure 1.1: Simplified Block diagram of a PLL. 

 

1.2 State-of-the-Art 

Many interesting studies have been proposed in the literature, in which several 
topologies and useful techniques for PLLs are examined. Among these, some are 
particularly interesting to understand the study presented in this thesis since they 
provide enlightening discussion regarding some aspects of the operation of a PLL.   

Ref. [7] describes the pros and cons, in terms of phase noise, of using a dithering 
technique with a 2nd order Sigma Delta Modulator (Σ∆M), [7]. The Σ∆M is useful to 
lower the quantization noise introduced by the oscillator in a PLL. In particular, the 
frequency resolution of the DCO is analysed. The 2nd order Multi-stAge noise SHaping 
(MASH) dithering shifts the quantization noise introduced by the capacitor array to 
high-frequency and the advantages are investigated. 

An exhaustive description of a PLL-based CDR for Serial Data transmission based on a 
Bang-Bang Phase Detector (BBPD) and a 2nd order loop in which a 1st order filter is used 
in Ref. [8]. As a result, this paper gives a deep explanation of what the operation of the 

nonlinear Bang Bang-Phase Locked Loop (BB-PLL) looks like. In particular, the 
dynamics of the feedback system provide information about the jitter, and the spectrum 
of the generated output and provides insight into the behaviour of the system as a 
function of various parameters. 

In the PhD thesis by Bueren, G. [9], the design of a Clock and Data Recovery Circuit are 
presented, giving more emphasis on critical and speed-limiting circuits. The main focus 
of this work is the study of how the data stream is used to generate a clock signal and 

how the jitter at the output of the transceiver, and the jitter coming from the sampling 
clock, affect the performance of the system. 

A comprehensive study has been given in Ref. [10], which focuses on the design and the 

study of radiation-tolerant clock generation circuits that are used in HEP experiments. 
In particular, the challenges and the effects of electronics to increase the reliability and 
the behaviour of circuits used for HEP are studied. Several techniques and tool 
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configurations are developed and analysed to understand the design challenges in 
submicron CMOS nodes. Furthermore, this work focuses on both low-speed PLL/CDR 
applications and the high bit-rate all-digital CDRs. The second is indeed complementary 
to the study presented in this thesis. 

For a better understanding of the problems that affect a PLL, some application notes 
such as Refs. [11], [12], [13,] are interesting. In particular, some basic definitions such 
as phase noise, and jitter are given, as well as the derivation of some fundamental 
calculations. 

In addition, many useful considerations from Ref. [14] are fundamental to better 
understanding the operation of digital BB-PLL used for high-speed serial data 

communications systems. The main challenges experienced during the design phase are 
the chip integration, as well as low jitter, high bandwidth, and high robustness against 
noise in low-supply applications, are summarized. 

The design process of a Clock and Data Recovery (CDR) circuit used at Gbps rates is 
described in Ref. [15]. In particular, the features of the system and the trend of 
developing systems with improved performance are highlighted. For this reason, more 

effective solutions need to be used to maintain low power, high robustness to supply 
variation and to process technology. In addition, some considerations on the CDR 

implementation are obtained while comparing a Phase Detector (PD) and Charge Pump 
(CP) at the data-rate speed and another that operates at a lower rate.  
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Chapter 2 - Transfer Function Analysis 

2.1 Introduction 

PLLs can be used to generate good-quality clock signals, however, jitter and phase noise, 

represent undesired effects to take into account when designing a PLL and defining its 
requirements such as the tuning range, the locking time, and the loop bandwidth. The 
proposed study is referred to as an All-Digital PLL (AD-PLL), which is constituted by 
digital components which include also the oscillator. For this reason, the oscillator will 
be referred to as a Digital Control Oscillator (DCO), instead of the more conventional 
Voltage Control Oscillator (VCO).  

Depending on the application, and the environment where a PLL is used, might be 

necessary to suppress noise contributions at lower or higher frequencies. The study of 
the transfer function represents a useful approach to understanding how the noise 
propagates through the PLL. In this chapter, a detailed analysis aims to give a more 
accurate description of this concept. 

The key aspect is to understand the behaviour of a PLL, indeed by changing the PLL 

bandwidth, it is possible to change the amount of jitter in the feedback system. In 
practice, this is done by changing the Low-Pass Filter (LPF) bandwidth. Generally 
speaking, the bandwidth should be chosen such that both the DCO and the reference 

jitter are balanced and optimized according to the application. Hence, if the system has 
a larger noise contribution coming from the DCO, a larger bandwidth is preferred. The 
jitter from the reference clock can vary depending on the application and the setup used, 
while the jitter contribution from the DCO is mainly defined by the noise contribution 
coming from the circuit components together with the quality of the design and the 
layout of the circuit.  

2.2 Analysis of the Noise Behaviour in the Feedback 

System 

A preliminary analysis in terms of transfer function is derived, to describe a linear time-
invariant system. Even though the PLL is constituted by nonlinear circuits, such as the 

PD, its operation is approximated by a linear model, provided that the phase mismatch 
is small and the PLL is locked. Therefore, Laplace and Fourier Transforms can be used 
to perform the linear analysis. More specifically, for the PLL, the input/output is 

expressed in terms of the phase of the signals rather than as voltages and/or currents as 
in conventional transfer functions, therefore this is considered a phase transfer function 
analysis [25]. This analysis will be combined with the main noise contributions of the 
PLL, which are the DCO noise and the reference noise, to study their behaviour and 

understand how modelling the dynamics of the PLL is beneficial to minimize the noise 
sources.  Each main functional block is modelled as a black box from which the transfer 
function is derived.  

 

Figure 2.1:  Simplified representation of the block diagram for the phase transfer function 
analysis. 

The following analysis is referred to the Figure 2.1 which shows a closed-loop PLL for 

which the phase transfer functions of the main component blocks are discussed in this 
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section. In terms of phase, θout(t) represents the output phase of the signal generated by 
the oscillator, while θin(t) is the phase of the input signal of the Phase Detector (PD). 
Both signals represent the input of the PD that provides an output voltage proportional 
to their difference in phase:   

𝑣𝑃𝐷  =  𝐾𝑃𝐷(𝜃𝑜𝑢𝑡 −  𝜃𝑖𝑛)   (2.1) 

where KPD is the gain of the PD. The measured phase difference is considered a phase 
error and generates a proportional voltage VPD at the output of the PD. The signal 
generated by the PD is then filtered by a loop filter Z(s), whose output signal Vz (s) in 
the Laplace domain, as a product of the filter, Z(s), and the output of the PD, VPD (s): 

𝑉𝑧 (𝑠) =  𝑍(𝑠) ·  𝑉𝑃𝐷  (𝑠)   (2.2) 

The next building block is the VCO, which behaves as an integrator, which takes as input 

a frequency control word proportional to the phase error measured at the input of the 
PD and generates an output frequency accordingly. Is worth reminding that the 

frequency is the rate of change of a phase (
𝑑𝜃

𝑑𝑡
=  𝜔) and the integral of the phase, θ, is 

the frequency, ω. The DCO transfer function has a high-pass filter shape that can be 

modelled as follows: 

𝜃𝑜𝑢𝑡  =
𝐾𝐷𝐶𝑂· 𝑉𝑧(𝑠)

𝑠 
     (2.3) 

where KDCO is the oscillator gain, N is the division ratio provided by the frequency divider 

and s = σ + jω is the complex frequency in the Laplace domain. Thus, the output phase 
of the DCO is proportional to the integral of the control voltage. Once the basic blocks 

of the system are defined, it is possible to derive the overall transfer function of the 
system. A detailed model analysis is also available in the literature, e.g. [1].  

The open loop transfer function (TFOL) is obtained by combining the PD, the filter and 
the oscillator transfer function (TFDCO) such that it represents the cascaded behaviour 
of each component: 

TFOL(s) =  
KPD  · KDCO·Z(s)

𝑠
    (2.4) 

The phase errors are modelled by the DCO transfer function which is defined as: 

TFDCO(s) =  
1

1+TFOL(s)·
1

𝑁

    (2.5) 

Combining (2.4) and (2.5), the DCO transfer function results:  

TFDCO(s) =  
𝑠

𝑠+
KPD · KDCO

𝑁
·𝑍(𝑠)

   (2.6) 

The PLL is modelled as a closed loop system, therefore, the transfer function (TFCL) is 
obtained by substituting (2.4) with the closed loop transfer function: 

TFCL(s)  =  
TFOL(s)

1+TFOL(s)·
1

𝑁

=  
𝐾·𝑍(𝑠)

𝑠+𝐾·𝑍(𝑠)
    (2.7) 

where 𝐾 =  
KPD  · KDCO

𝑁
.  

In principle, depending on the requirements of the PLL, it is possible to select a filter 
with higher selectivity to further reduce high-frequency contribution. In particular, Z(s) 
can be a 1st order filter as in this case, but if needed a higher-order filter can be used as 
well.  
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2.3 Reference Noise Measurement 

To further proceed with the study using realistic data, some reference noise samples are 
measured. In this case, a clock signal is used to measure the phase noise, however, 
according to its application, the PLL-based CDR is expected to operate under the 
assumption that the data received has a continuous 0/1 transition to trigger the clock 
generation. The measurement of reference noise is taken using FPGA Xilinx UltraScale 
with GTM (Gigabit Transceiver Macromodel) transmitter at multiple frequencies using: 

• Copper direct attached cable (coaxial cable). 
• Fiber cable (QSFP 25 Gbps NRZ optical transmitter module). 

The reported measurements in Figure 2.2, are obtained using clock frequencies of 1.28 
GHz and 3.2 GHz. In both cases, the phase noise measured for different carrier 
frequencies is normalized to that of 2.5 GHz in Figure 2.2. 

 

Figure 2.2 Reference noise sample measurements taken using both copper cable and fibre cable 
with different carrier frequencies. 

 Jitter (fs) 

Fiber Cable @ 1.28 GHz 407.34 

Fiber Cable @ 3.2 GHz 425.86 

Direct Attach Cable @ 1.28 GHz 314.48 

Direct Attach Cable @ 3.2 GHz 313.22 

Table 2.1: Jitter calculation for the reference noise measurements in Figure 2.2. 

By comparing the two curves, the copper cable provides less noise than the fibre cable 
at a higher frequency, therefore for short-distance high-frequency transmission, the 
copper cable is preferable, but the reference noise obtained with fiber cable will be 
used during the simulation to provide a setup for worst case scenario analysis. The 
jitter contribution in Table 2.1 from the reference noise is calculated from the curves in 
Figure 2.2. 

2.4 Oscillator Phase Noise - Leeson's Equation 

In this section, the phase noise of the DCO is modelled. The phase noise in the oscillator 
is produced by fluctuations in the phase of the signal caused by e.g., thermal noise, shot 
noise and flicker noise on circuit components. The phase noise generated by a PLL can 
be modelled by Leeson's equation which represents the spectrum of the oscillator phase 
noise, expressed as the PSD of the single-sideband (SSB) phase noise in dBc/Hz. A 
preliminary step for this study aims to model the DCO parameter starting from some 
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realistic simulation data. This approach will allow to estimate some parameters to fit the 
DCO phase noise to Leeson’s equation. In particular, all three regions are separately 
considered, starting from the noise floor as the base one and adding the others.  

A simplified version of Leeson's Equation, (ℒ𝑎𝑝𝑝(𝑓)), gives a preliminary estimation of 

the noise behaviour in the VCO, since considers the two main noise contributions: the 
noise floor and 1/f2. A more detailed explanation can be found in ([1], [28]). Leeson's 

Equation, (ℒ𝑎𝑝𝑝(𝑓)) is modelled as: 

ℒ𝑎𝑝𝑝(𝑓) = 10 · 𝑙𝑜𝑔10 (
1

2
·

𝐹 ·k ·T

𝑃
 (

𝑓𝑉𝐶𝑂

2 ·𝑄𝐿· f
)

2

)  (2.7) 

where fVCO = 12.5 GHZ is the oscillation frequency of the oscillator, k ≈ 1.38 · 10−23 J/K 
is the Boltzmann’s constant, T = 300K is the operation temperature, F is the Noise 
Figure of the active device considered, P = 10mW is the RF power at the input of the 
active device, QL = (2·π·fVCO ·L)/R is the Loaded Quality Factor obtained with the 
inductor L and R that is the resistance of the inductor.  

An extended version of Leeson's equation models the phase noise in three regions: 1/f3, 

1/f2, and noise floor. In particular, the noise floor gives a flat contribution and is 
dominant at high frequencies. The white noise at the input of the oscillator is 
transformed at the output of the oscillator as 1/f2, which is the result of the integration 
of the noise power. This contribution has a slope of 20 dB/dec. In addition, the Flicker 

nose, when integrated by the oscillator gives origin to the 1/f3  noise which presents a 

slope of 30 dB/dec. The extended Leeson's equation (ℒ𝑒𝑥𝑡(𝑓)), as reported in [28], is 
modelled as:  

ℒ𝑒𝑥𝑡(𝑓) = 10 · 𝑙𝑜𝑔10 (𝑁3 ·  (
𝑓𝑑𝑒𝑓

f
)

3

+ 𝑁2 ·  (
𝑓𝑑𝑒𝑓

f
)

2

+ 𝑁0)    (2.8) 

where the noise contribution is expressed as a linear combination of three components: 
1/f3, 1/f2, and noise floor. The three coefficients are expressed as: 

𝑁𝑜𝑖𝑠𝑒 1

𝑓3
 = 𝑁3 =  

𝐹 ·k ·T

𝑃
 (

𝑓1
𝑓3⁄

·𝑓𝑉𝐶𝑂
2

8 ·𝑄𝐿
2·𝑓𝑑𝑒𝑓

3)

2

   (2.9) 

𝑁𝑜𝑖𝑠𝑒 1

𝑓2
= 𝑁2 =  

𝐹 ·k ·T

𝑃
 (

𝑓𝑉𝐶𝑂
2

8 ·𝑄𝐿
2·𝑓𝑑𝑒𝑓

2)
2

+  
2 ·k ·T ·𝑅 

𝑓𝑑𝑒𝑓
2     (2.10) 

Noise floor = 𝑁0 =  
𝐹 ·k ·T

𝑃
     (2.11) 

where 𝑓1
𝑓3⁄

 in (2.9) is the corner frequency between 1 𝑓3⁄  and 1 𝑓2⁄  , fdef is the normalized 

offset for phase noise, R is the resistance of the DCO, while the other coefficients are 
mentioned above.  
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Figure 2.3: Leeson’s equation matching the DCO simulation model. 

As shown in Fig.2.3 three regions are separated respectively at the frequency of 1.3 MHz 

as the corner frequency between 1/f3 and 1/f2 and 300 MHz as the corner frequency 
between 1/f2 and the noise floor. Figure 2.3 shows an example of a DCO phase noise at 
which the simplified and extended Leeson’s equations fit the noise behaviour of the 

oscillator. In particular, the DCO phase noise is taken from the simulation of the current 
DART28 (Demonstrator ASIC for Radiation-Tolerant Transmitter in 28 nm) PLL circuit 
[10]. 

For a more accurate estimation of the phase noise of an oscillator, an extended version 

of Leeson’s equation is preferred. The contribution of 1/f3 noise is highlighted by the red 
dashed line. Leeson’s equation will be used for successive analysis to understand how 
the noise propagates through the PLL and how it its shape changes depending on the 
operation condition of the PLL. 

 

2.5 Effects of Dithering Introduced by a Σ∆ Modulator on 
the Phase Noise 

Due to the discretized number of capacitors used to control the oscillation frequency of 
the DCO, a limited number of possible oscillation frequencies can be generated. This 
translates into quantization noise. The quantization noise can be a relevant contribution 

when low-phase noise is targeted. 

In principle, a large number of small capacitors should be used to control the oscillation 
frequency of the DCO, which reduces quantization noise. The smaller the capacitor the 
finer the attainable tuning. However, depending on the tuning range and the oscillation 
frequency required, the number of capacitors is bounded by the minimum capacitor size 
attainable. Therefore, a smaller unit capacitor requires a larger number of capacitors 
needed to tune the same range, and parasitics become dominant in the design. A 
possible approach to reduce the quantization noise coming from the DCO is to use a 

Sigma Delta Modulator (Σ∆M), as reported in [7]. A Σ∆M can indeed reduce the phase 

noise since it moves the quantization noise to a higher frequency with a slope of 
+20dB/dec per order. Indeed, a larger set of capacitors can be used since fine-tuning is 
taken care of by the Σ∆M which takes as input the fractional control word and in return 
generates an average of its input signal. On the other hand, the Σ∆M can also introduce 
noise to the system. Therefore, it is important to choose appropriate Σ∆M parameters, 
such as operation frequency, resolution, and order. In this section, a study, which is 
based on [7], is reported to choose the best trade-off among these parameters.  
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Figure 2.4: Representation of the total phase noise when a 2nd order Σ∆M with fΣ∆M = 320 MHz 
is added LDCO, TOT [dBc/Hz].  

Figure 2.4 shows the different contributors to the oscillator phase noise spectrum for a 

DCO driven by a Σ∆M. In particular, the quantization noise of the DCO, (dotted green 

line) is higher than the DCO phase noise (dashed red line) for offsets between 100 kHz 
and 30 MHz. Therefore, the use of a Σ∆M can be useful to reduce the quantization noise. 

As a result, the quantization noise, ℒQNOISE, (dotted blue line) is reduced. The shaped 

noise, ℒΣ∆M, (dashed magenta line) at higher frequencies must be also added to the 

overall contribution. The total noise (ℒDCO, TOT) contribution is calculated in (2.12) and 
in Figure 2.4 is shown (dark purple continuous line). 

ℒDCO, TOT [dBc] = ℒDCO + ℒQNOISE + ℒΣ∆M    (2.12). 

The integration range considered for DCO jitter calculation is [100 kHz – 1 GHz]. Some 

considerations should be evaluated to understand which is the optimal Σ∆M 
configuration in terms of jitter, operation frequency and power consumption. As a rule 
of thumb, a higher operation frequency (fΣ∆M) corresponds to a shift of the noise to a 
higher frequency, which is preferable. On the other hand, a circuit operating at high 
speed also brings a higher power consumption which is undesirable. In particular, for 
this example to minimize the quantization noise of the DCO a Σ∆M with the following 
features can be used: a 2nd order Σ∆M with a resolution of 5 bit and operation frequency 
fΣ∆M = 320 MHz. To compare the two solutions, shown in Figures 2.4 and 2.5, the jitter 
is calculated for both configurations such that: 

• fΣ∆M = 320 MHz, Total jitter (ℒDCO, TOT) = 505.63 fs. 

• fΣ∆M = 1.25 GHz, Total jitter (ℒDCO, TOT) = 504.12 fs. 

 

Figure 2.5: Phase noise estimation for a 2nd order Σ∆M with fΣ∆M = 1.25 GHz. 



14 
 

As a result, by increasing the operation frequency, the noise shape is moved to a higher 
frequency which in principle is a good choice, as shown in Figure 2.5, however, high 
operation frequency causes an increase in power consumption for only a small 
improvement in terms of jitter. 

Significant improvements can be obtained with a different Σ∆M topology. In fact, a 
higher order Σ∆M offers a higher selectivity in the noise shaping, which is expected to 
correspond to +20dB/dec for a 1st order, +40dB/dec for a 2nd order, +60dB/dec for a 
third order modulator.  Therefore, a higher order Σ∆M should be more advisable, but 
on the other hand, it comes at the cost of a more complex topology and computational 
operation which is unfavourable. On the other hand, a lower order generates lower jitter 
at a lower frequency, but increases the spurious tones due to a limited number of 
sequences generated. 

Another consideration derived from this analysis is related to the advantages and 
drawbacks of using a 2nd-order or a 3rd-order Σ∆M with the same operation frequency 
(fΣ∆M = 320 MHz), shown in Figures 2.4 and 2.6.  Also, in this case, the comparison is 
done in terms of jitter for different Σ∆M orders. As a result, from the calculation is it 
possible to show that: 

• 3rd order Σ∆M Jitter, Total jitter (ℒDCO, TOT) = 508.79 fs. 

 

Figure 2.6: Phase noise estimation for a 3rd order Σ∆M with fΣ∆M = 320MHz. 

A 3rd order Σ∆M provides a more selective noise shaping at High Frequency (HF) at the 
cost of higher jitter. 

 

Table 1.2:  Jitter calculation for Σ∆M order and operation frequency (fΣ∆M). The values are given 
in femtoseconds. 

As a result: 

• 1st order Σ∆M generates lower jitter but on the other hand provides additional 
spurious tones due to a limited number of output sequences. 

• 2nd order Σ∆M with 320 MHz fΣ∆M seems the optimal configuration. 

• 3rd order Σ∆M generates higher jitter at low fΣ∆M at the cost of a more complex 
system. 
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2.6 First-Order Loop Filter Modelling 

In this section, the features of a filter are defined. In fact, depending on the requirements 
of the CDR, it is possible to select a filter with higher selectivity to attenuate high-
frequency contribution.  In this case, a 1st order filter is considered. The filter is 
implemented like a proportional and integral path and modelled with two coefficients 
K1, and K2 as shown in Figure 2.7, where K1 corresponds to the proportional gain, and 
K2 represents the integral gain. 

 

Figure 2.7: Block diagram representation of a 1st-order filter. 

The 1st order filter is modelled with the following transfer function: 

𝑍1(s)  =  𝐾1 +  
 K2

𝑠
       (2.13) 

When implementing a 1st order filter, such as Z1(s), the closed loop PLL is a 2nd order 

system with a transfer function, TFCL, written as: 

TFCL
(s) =  

TFOL(s)

1+TFOL(s)·H(s)
=  

KPD·KDCO

𝑠
·𝑍1(𝑠)

1+
KPD·KDCO

𝑠
·𝑍1(𝑠)

=  
KPD·KDCO·(K1·𝑠+ K2)

𝑠2 + s · KPD · KDCO · K1  + KPD · KDCO  · K2

   (2.14) 

Assuming that H(s) = 1/N is the contribution of the frequency divider in the feedback 
loop system. As known in the literature, a 2nd order system can be expressed in terms of 
two parameters: 

• ω𝑛 = natural frequency. 
•  ζ = damping factor. 

TFCL
(s) =  

2·ζ·ω𝑛 ·s+ ω𝑛
2

s2+2·ζ·ω𝑛 ·s+ ω𝑛
2   (2.15) 

By visualizing the transfer functions (Figure 2.8) described in Equations 2.6-2.8, it is 
possible to study the behaviour of the system. In particular, the blue line represents the 
transfer function of the 1st order low pass filter, the purple line is the open loop transfer 
function, the green line is the DCO transfer function and the yellow one is the closed 
loop transfer function.  
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Figure 2.8: The gain of the individual transfer function within a PLL with a 1st-order filter. 

The cutoff frequency of TFCL and TFDCO correspond to the ω𝑛 of the system, for instance 
≈300kHz in Figure 2.8, therefore, as shown in Equation 2.15-2.17 by changing the filter 
coefficients (K1, K2) it is possible to shift the ω𝑛 and consequently prioritise the filtering 
of the noise at a higher or lower frequency. 

ζ =  
K1

2
√

KPD·KDCO

K2
   (2.16) 

ω𝑛 =  √KPD · KDCO · K2   (2.17) 

By looking at the transfer functions, the noise generated in the DCO is suppressed at low 

frequencies (to the left side of the ω𝑛) while the noise introduced by the reference is 

attenuated at higher frequencies (to the right side of the ω𝑛). 

Once defined the transfer functions, it is possible to extend the analysis to find the 
system parameters that will minimize the noise contribution from the DCO and the 

reference and reduce the jitter. The integration range for jitter calculation is [100 Hz - 1 
GHz]. By considering a fixed ζ, (e.g, ζ = 1) the optimal ωn to minimize the jitter is 
obtained (ωn ≥ 100 MHz) as shown in Figure 2.9. It is possible to extend the analysis 
further such that also an optimal ζ can be chosen. Considering Figure 2.10, by sweeping 

the ζ in the range [0.5-5] it is possible to choose an optimal case for which a larger 
damping factor (e.g., ζ ≥ 3) provides a smaller jitter.  

 

Figure 2.9: Parametric analysis of ωn to estimate minimum jitter conditions. 
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Figure 2.10: Parametric analysis of ωn and ζ to estimate minimum jitter conditions. 

The same analysis is performed considering a 2nd order filter for which a 3rd order system 
is generated (Appendix A). As a result of the analysis, the choice of a more selective filter 
is beneficial to suppress higher frequency noise when the reference noise is significantly 
larger than the DCO noise. 

The transfer function analysis aims to describe how the noise propagates through the 
PLL, therefore both the reference noise of a Fibre Cable at 3.2 GHz and the DCO noise 
contributions are represented in Figure 2.11. 

 

Figure 2.11: Reference noise samples measurement taken at 3.2 GHz using fiber cable and DCO 
phase noise from DART28 simulations. 

By analysing how the noise introduced by the reference data stream and the DCO noise 
propagate through the PLL it is possible to draw conclusions about the operation of the 
systems. In particular, it is expected that the reference noise is shaped according to the 
closed-loop transfer function, as shown in Figure 2.12, while the DCO noise follows the 
behaviour of the DCO transfer function.  
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Figure 2.12: DCO phase noise shaped according to the DCO transfer function. 

 

Figure 2.13: Reference noise shaped according to the closed-loop transfer function.  

 As shown in Figure 2.13, the DCO noise is attenuated at a lower frequency by the DCO 
transfer function, while the noise introduced at the input of the PLL is attenuated at a 
higher frequency by the closed-loop transfer function. Choosing a higher order filter 
provides a higher selectivity beneficial to suppress higher frequency noise when the 
reference noise is dominating over the other noise contributions. 

As a result, the total phase noise in the feedback system is obtained as a combination of 
the two aforementioned transfer functions, shown in Figure 2.14, such that: 

ℒTOT1 (s) = TFDCO(s) · ℒDCO, TOT + TFCL(s) · ℒREF   (2.18) 
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Figure 2.14: Total phase noise with 1st order filter arising from the contributions of the DCO and 
the reference phase noise. 

 

2.7 Conclusion 

This Chapter described a preliminary analysis of the proposed PLL structure, modelled 
as a 2nd order system using a linear time-invariant system approach. The derived TFs 
are used to estimate the phase noise contributions from the reference data stream and 
the DCO in closed-loop PLL operation. From this analysis, it was possible to study how 

the noise propagates through the PLL and how modelling the feedback system is able to 
change the dynamic of the PLL. By understanding the behaviour of the oscillator noise 
is possible to understand how to design the sub-blocks. 

For the proposed PLL architecture a 1st order filter has been chosen, for which the 
coefficients K1 and K2 need to be properly defined to generate a proper natural frequency 
ωn and damping factor ζ. 

Moreover, the advantages and drawbacks of using a 2nd order Σ∆M to drive the DCO are 

considered. In particular, the trade-off between the order of the Σ∆M, the operation 
frequency, the power consumption and the PLL bandwidth are taken into account. 

As a result of this analysis, the optimal PLL architecture has been chosen. A detailed 
description of the architecture model and the behavioural implementation is presented 
in Chapter 3. 
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Chapter 3 – PLL Architecture Level Description 

3.1 Introduction 

In this chapter, a brief description of each sub-block followed by an architecture-level 

description is given. In particular, the Phase Detector (PD) is one of the key blocks since 
compares the phase of the generated clock and the phase of the reference clock at the 
input.  The oscillation frequency of the DCO is adjusted to be faster or slower based on 
the output of the PD. In fact, it is the phase difference estimated by the PD that closes 
the feedback loop. As a consequence of the PD decision, a control word is used to drive 
the Digital Control Oscillator (DCO) which generates the clock signals at the desired 
frequency [28]. On top of this, a few other blocks play an important role in the CDR 
structure. Depending on the applications and the requirements for which the 
architecture is targeted, the architecture can be optimized to optimize the operation 
according to its constraints.  

In this chapter, the architecture of the proposed PLL-based CDR is introduced. An all-
digital PLL-based CDR architecture was chosen for this work because it shows a lower 

sensitivity to corner and process variations compared to the conventional PLL thanks to 
the use of a non-linear PD and the digital nature of the architecture. The proposed CDR 
finds application in a high-speed serial link, that takes as input a data stream with a data 
rate of 2.5 Gbps and synthetizes an output frequency targeted to be 12.5 GHz. Such a 
CDR structure is quite similar to a PLL since the main operating principle is analogous, 
however, it differs only in a few key aspects such as the fact that in a PLL the reference 

signal is a clock signal with fixed rising/falling edges, while the CDR appeal to rely on a 
data stream to recover the clock embedded within. One of the pitfalls of this structure is 

consecutive bits with the same value, resulting in an absence of transitions input signal, 
which generates an absence of information when no transition is happening at the PD 
which leads to mistaken decisions. In fact, the CDR relies on the fact that the data stream 
at the input is continuously switching and an extended absence of transitions due to a 
constant zero or one signal does not occur. Specific techniques, such as interleaving, 
may be used to ensure that the input signal will keep on switching even if the data has a 
low transition density.   

 

3.2 PLL-based CDR Architecture 

Figure 3.1: Detailed block diagram of the proposed PLL. 

A block diagram representation of the proposed PLL-based CDR is presented in Figure 
3.1, in particular, the building blocks are the following: 

• Alexander Phase Detector (PD), 

• Downsampler, 

• Digital Low Pass Filter (LPF), 

• 2nd order Σ∆M (MASH 1-1), 
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• Digital Control Oscillator (DCO), and  

• Integer Frequency Divider (N). 

In addition, the PRBS block shown in Figure 3.1, which is part of the testbench, is a 

Pseudo-Random Bit Sequence Generator that is the base block to introduce random 
input data from which the targeted clock signal is generated.  

 

3.3 BBPD - Alexander Phase Detector 

The proposed Alexander PD, also found in literature as a Bang-Bang PD is, shown in 
Figure 3.2. The PD compares the phase of the input data and the recovered clock and 
provides information to correct the oscillation frequency of the oscillator. This PD is 
non-linear since it only provides information about the sign of the phase of the two 

signals but does not give any information about the magnitude of the phase error. 
Indeed, the generated output gives information detecting if a transition occurred and if 
the input data come earlier or later w.r.t. the reference clock, but no information to 
quantify the phase difference is given. Its operation can be understood by observing 

three consecutive samples verifying when a transition occurs at the output. A detailed 
description of this system is given in [16], [17], [18],[19], [22], [29]. 

 

Figure 3.2: Gate-level representation of the Alexander PD. 

The PD provides information in terms of Transitions, with T=1 when it occurs and as 
Early, with E=1 when the data is earlier than the clock signal. The operation can be 
modelled as: 

𝑇 = 𝑄1 ⊕ 𝑄2   (2.1) 

𝐸 = 𝑄2 ⊕ 𝑄4   (2.2) 

where Q1, Q2, Q3, and Q4 are respectively the output of the D-flip flops referred to with 
the same number.  It is important to clarify that when T=0, the information E=1 or E=0 
is meaningless because if no transition occurs, no valid phase information can be 
extracted. 

T E 

1 0 

1 1 

0 1 

0 0 
Table 3.1:  Summary of the output of the PD. 
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The operation of the PD can be modelled as a state machine defined in three states: 
Early, Late or no commutation.  

The basic design idea is that for each clock period, a decision to adjust the output 

frequency of the DCO is required.  As a result, there are three possible conditions 
represented: 

• The DCO should be increased if the output of the PD is T=1, E= 1,  

• The DCO should be decreased if the output of the PD is T=1, E= 0, 

• The DCO should not change the configuration if the output of the PD is T=0, E= 
0, or E= 1.  

One of the most important parameters of a phase detector is its gain (KPD), which can 
be calculated by considering the Cumulative Distribution Function (CDF), shown in 
Figure 3.4.  The CDF indeed represents the probability that a transition occurred, and 
the output is Early w.r.t. the clock, (P(E=1)), and is defined by the following equation, 
[20]: 

CDF =
1

2
(1 + 𝑒𝑟𝑓 (

𝑡−µ

√2σ
))   (2.3) 

 

Figure 3.4: Error function of the PD obtained using a reference jitter of σ=1ps. 

The phase detector gain is estimated from the error function as follows: 

 KPD =  max (
𝑑(𝐶𝐷𝐹(𝜎)

𝑑𝑡

2∙𝜋∙𝑓𝑟𝑒𝑓
)   (2.4) 
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Figure 3.5: PD gain estimation obtained considering a jitter (σ) = [10fs-100ps]. 

As shown in Figure 3.5, the gain of the PD is strongly dependent on the jitter present at 

the input of the PD. A larger jitter causes a reduction of PD gain, while small jitter 
increases the detection gain. 

 

3.4 Downsampler 

The block following the PD in the proposed topology is the downsampler, which is used 

to reduce the rate of phase information to be processed by the loop filter. The PD works 
at the speed of the input data (2.5 GHz), while the output data of the downsampler is 
targeted to be generated at 312.5 MHz. The operation speed is reduced with a ratio (8:1) 
w.r.t. the input data rate. A reduced operation in digital logic is preferred since it reduces 
the power consumption of the digital logic and relaxes its timing requirements. On the 
other hand, this comes at the cost of a limited and approximated PD decision. This 
downsampler presents the simple version, which takes only the first value generated by 

the PD out of 8 decisions. In this case, the first decision drives the DCO, while the 
successive 7 samples are discarded. This results in a non-optimal solution, since the 

discarded information (7/8) can represent a completely different decision compared to 
the first decision. 

Additionally, the downsampler converts the output of the PD into one of three possible 
values such as (-1, 0, 1) suitable for use by the loop filter using the convention shown in 
Table 3.2. 

T E DATA 

0 0 0 

0 1 0 

1 0 1 

1 1 -1 
Table 3.2: Conversion table of the PD generated by the downsampler. 

In the next chapter, three downsampler topologies will be compared. 
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3.5 First-Order Digital Loop Filter 

The downsampler output is then processed by the digital loop filter. According to the 
preliminary analysis presented in Chapter 2, the architecture requires a 1st order low-

pass filter. 

In this section, the block diagram is shown. The filter is constituted by a proportional-
integral (PI) control loop, shown in Figure 2.7, for which the proportional gain is defined 
as K1, and the integral gain is K2.  By adjusting these two parameters it is possible to 
change the bandwidth and damping of the 2nd order PLL. The filter is a digital system, 
in which the units are referred to the number of bits used to represent the input/output 
signals and are expressed in bits.   

 

Figure 3.6: Block diagram of a 1st order Digital Filter. 

A block diagram of the 1st order Digital Filter is shown in Figure 3.6. The Input bus can 
assume values such as [-1, 0, 1] and is processed in the proportional and integral paths. 
From a calculation point of view, the proportional path performs a multiplication of 

Input and K1, while the integral path takes the Input data and multiplies it by a 
coefficient K2 and the result is fed into an integrator. The integrator is implemented 
using an adder and a D flip-flop.  The result of the addition is fed back into the adder to 
implement the integration and the outcome of the two paths is then summed.  The use 
of a limiter indicated as Saturation in Figure 3.6, along the path is beneficial for digital 
calculation purposes. The limiter is indeed required to prevent the result of the sum 
from “rolling over” from large positive values to large negative values, due to the limited 
size of the register. The saturation logic has the purpose to clamp to the maximum value 

attainable and prevent overflow conditions. The Output bus generated in the filter is 
then split into two consecutive sequences considered as an integer (N) and a fractional 
(F) part. The fractional part is then further processed in the Multi-stAge noise SHaping 
(MASH) Σ∆M (ΔF) and recombined subsequently with the integer output (N).  

 

3.6 Σ∆ Modulator - MASH 1-1 

As mentioned in Chapter 2, the use of a 2nd order Σ∆M can be beneficial to reduce the 
quantization noise introduced by the DCO tuning word. When connected to the input of 
the DCO a Σ∆M can indeed reduce the phase noise since it moves the quantization noise 
to a higher frequency with a slope of +20 dB/dec per order, [21], [22]. Subsequently, the 
noise is filtered by the DCO. The Σ∆M is used to implement a digital processing 
technique that dithers the fractional part of the signal generated by the filter such that 
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the average of the output generated is the same as the input. In particular, the Σ∆M 
topology chosen is a 2nd MASH (Multi-stAge noise SHaping) Σ∆M. 

From the analysis shown in Chapter 2, the optimal configuration to minimize jitter 

(LDCO, TOT) is represented by a 2nd order Σ∆M operating at 312.5 MHz (fΣ∆M). 

From an architectural point of view, the fractional part of the signal generated by the 
1st-order filter is further processed by a Σ∆M. In particular, the data generated by the 
filter is in the format of 14-bit strings, with an integer pattern of 6 bits for the integer 
part and 8 bits for the fractional part.  In the end, the output generated by the MASH 1-
1, (ΔF) is then combined with the integer data generated by the filter, (N), to get the 
frequency control word used to drive the DCO. 

The operation principle of a Σ∆M is based on two properties: oversampling and 
quantization error shaping.  The idea of Oversampling is strictly bounded to the Nyquist 
theorem, for which the minimum sampling frequency (fs) needs to be twice the signal 
bandwidth, i.e., fs=2·Bw. Under this assumption, Nyquist frequency fN is equal to fs. 
However, when the oversampling is considered, fs >> fN, and the ratio is defined as 
Oversampling Ratio (OSR). 

The noise shaping shifts most of the quantization noise to higher frequencies which gets 
filtered right after. Therefore, by choosing the oversampling frequency and the order of 
the Σ∆M it is possible to shape the quantization noise, such that the bandwidth of 
interest is selected and the signal outside the bandwidth of interest is attenuated.  The 
quantization noise generated is expected to have a slope of +20 dB/dec per each order 
of the Σ∆M. In this case, is +40 dB/dec since it is of 2nd order, as shown in Figure 3.7. 

 

Figure 3.7: Expected Output behaviour of 2nd order Σ∆M. 

The proposed structure, shown in Figure 3.8, is a 2nd order Σ∆M which is constituted by 
a Noise Cancelling Logic (NCL), shown in Figure 3.10, and two cascaded 1st order Σ∆Ms 
obtained by using Error Feedback Modulators (EFM) as shown in Figure 3.9. In 
particular, the Σ∆M has the purpose to introduce dithering in the DCO control word to 

limit the generation of spurious tones. 

 

Figure 3.8: Block implementation of a Σ∆M - MASH 1-1. 
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3.6.1 Error Feedback Modulator 
A single stage 1st order Σ∆M, also called Error Feedback Modulator (EFM), is one of the 
main components of the MASH. The EFM, shown in Figure 3.9, aims to perform some 

important operations such as: 

• Takes the input sequence Xi[n], which is represented by the fractional data (F) 
generated by the LPF. The EFM is constituted by an adder which accumulates 
the input A and the input B which is the result of the integration of the sum. The 
operation of the accumulator is performed until the result overflows. The carry 
(cn) is the information required to perform the noise shaping. 

• A D-flip flop combined with the accumulator works as an integrator that shapes 

the noise with a high-pass response behaviour. 

 

Figure 3.9: Single-stage implementation of the Error Feedback Modulator. 

The behaviour of a single stage can be modelled as: 

𝐶1(𝑛)  =  𝑒1(𝑛)  ·  (1 − 𝑧−1) +  𝑋𝑖(𝑛)   (2.5) 

The implementation is referred to a discrete system for which n represents the iterative 

step.  According to Equation 2.5, the signal C1(n) is composed of the input signal and the 
quantization noise shaped with a high-pass shape. Furthermore, the result of the sum is 
then passed to a second stage EFM which processes the information generating another 
carry.  

Subsequently, the carry C1(n) is further processed in the Noise Cancelling Logic (NCL), 
while the sum is processed further by the second stage EFM. The 2nd stage is based on 
the same operation principle and the carry obtained is then elaborated in the Noise 

Cancelling Logic as well. 

 

3.6.2 Noise Cancelling Logic 
The Noise Cancelling Logic (NCL), shown in Figure 3.10, is able to cancel the 
quantization noise coming from the previous stage, such that the generated output (ΔN) 

is the sum of the two carries, one from each stage, with the carry of the second stage 
integrated as defined by Equation 2.6:  

ΔN = C1 + 𝐶2 − 𝐶2·𝑧−1     ∈  [−1;  2]    (2.6) 

And it is expected ΔN to correspond to the average of the input signal (F).  For a second-
order modulator, ΔN can assume values within the range of [-1; 2]. An example of the 
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output of the NCL is given in Figure 3.11. The proposed study case assumes a constant 
input signal of the Σ∆M. 

   

Figure 3.10:  Block diagram implementation of the Noise Cancelling Logic. 

Combining Equations 2.5 and 2.6 the output of the NCL can be written as: 

ΔN[n] = e2[𝑛]·(1 − 𝑧−1)2 + 𝑋𝑖[𝑛]   (2.7) 

Where Xi is the input of the MASH and the quantization noise resulting is the one 
generated by the second stage and e2 is the quantization error resulting from the second 

EFM.   

 

Figure 3.11: Output of the Noise cancelling logic in the time domain. Data taken from 
simulation. 

 

Figure 3.12: Output of the noise cancelling logic in the frequency domain obtained from data in 
Figure 3.11. 
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The Power Spectral Density (PSD) of the noise-shaped signal is shown in Figure 3.12 
and Equation 2.8 is used to approximate its behaviour as shown with the dashed line, 
[7].  From Figure 3.12, the two curves do not perfectly overlap since some additional 
spurious components are caused by the periodicity of the input signal simulated, which 

increases the PSD contribution. A constant signal indeed generates a periodic pattern 
in the time domain that translates into spurious harmonics, as shown in (Figure 3.11), 

ℒ(𝑓) ∝
1

12·𝑓
𝑠

 2·sin (
𝜋·𝑓

𝑓
𝑠

)
2

  (2.8) 

 

3.7 LC Digital Control Oscillator 

The DCO is one of the key building blocks of the PLL since it synthesizes the desired 
clock signal. The output frequency of the DCO is related to the Frequency Control Word 
(FCW). The FCW is obtained as the sum of the Integer output of the Filter (N) and the 
output of the Σ∆M (∆N). The oscillator is implemented as an LC resonant circuit as 
shown in Figure 3.13. This circuit is constituted by an inductor L and a fixed capacitor 

C [23]. The frequency of the oscillator can be changed by selecting a different control 
word, that changes the configuration of the capacitor array. 

This thesis is mainly focused on the study of noise propagation on a CDR. For this 
purpose, only a small tuning range is used and a better understanding of noise effects in 
the CDR. 

According to Equations 2.9 and 2.10, it is possible to size both the capacitors and the 

inductor such that the resonant circuit oscillates at the targeted frequency (fcenter=12.5 
GHz;). Furthermore, it is possible to control the oscillation frequency in a specific range. 
In this case, an array of additional binary weighted capacitors properly sized are added 
and connected through a variable control word properly defined.   

𝑓𝑜𝑠𝑐 =
1

2∙𝜋∙√𝐿∙(𝐶𝑇𝑂𝑇)
   (2.9) 

𝐶𝑇𝑂𝑇 =  𝐶 +  ∑ 𝑏𝑖 ∙ 2𝑁 ∙ 𝐶𝑢5
𝑁=0  (2.10) 

where L= 150pH, C = 1.078pF is a fixed capacitor and Cu = 70aF is the unit capacitor 

value of an array of 64 capacitors. 

 

Figure 3.13: Simplified representation of an LC Oscillator. 

In particular, the auxiliary capacitor array is constituted by 6 binary weighted capacitors 

such that a 6-bit control word can be used to change the oscillation frequency. As a 
result, the DCO is designed such that fmin=12.487 GHz, fmax=12.512 GHz and a single 
capacitor can induce a single variation fdelta= 404.79 kHz. The tuning range of the DCO 
is shown in Figure 3.14. 
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Figure 3.14: Oscillator Frequency versus number of capacitors. 

3.7.1 DCO Noise Modelling 
The noise contribution of a CDR is one of the main concerns of this work. Is therefore 
important to understand how the noise propagates through the system. In a CDR, phase 
noise cannot be completely suppressed, but by knowing the main sources of noise it is 
possible to mitigate their contribution. 

As previously mentioned in Chapter 2, the noise spectrum can be modelled in three 

regions, as shown in Figure 3.15. The extended Leeson’s equation (2.8), [1] models the 
phase noise of an oscillator using regions of 1/f3, 1/f2 and noise floor. In particular, the 
noise floor gives a flat contribution and is dominant at high frequencies, instead, 1/f2 
has a slope of 20 dB/dec and is the result of the integration of the noise floor when it 
propagates in the VCO, while the 1/f3 has a slope of 30 dB/dec and is the result of the 
integration of the Flicker noise.  In particular, Leeson’s equation is useful in transfer 

function analysis, but cannot be directly used in behavioural simulations. However, it is 
useful for quantifying the contribution of noise sources and fitting their contribution to 
a reference noise model of the DCO. 

 

Figure 3.15: Phase noise characterization of the DCO. 

In fact, the effects of the phase noise are reproduced in the DCO Verilog model, such 
that the contribution of period jitter and phase jitter are reproduced c. Due to the phase 
noise and the jitter, the clock frequency generated by the DCO can suffer from some 

variations in the clock periodicity or in the phase, making each clock period slightly 
different from the previous one. These variations in the oscillation frequency of the DCO 
translate into higher phase noise in the CDR. 
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Figure 3.16: Phase Jitter of the DCO, deviate from the ideal edge. 

In particular, the phase jitter is the small variation in the rising and falling edge with 

respect to the ideal case, as shown in Figure 3.16. This variation occurs randomly and 
the variation on each edge is independent of the others and is smaller compared to 
period T. This effect is in general due to the local temperature variation in the circuit 
that causes the oscillator to wander above and below the average period.  

 

Figure 3.17: Phase error of the DCO in the time domain. Data taken from simulation. 

 

Figure 3.18: PSD of the phase error in the frequency domain obtained with the data in Figure 
3.17. 

The phase noise in the time domain is then modelled as Gaussian variation on the edge 

of the clock ideal period. The phase error caused by the phase jitter is then shown in 
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Figure 3.17. In the frequency domain, the PSD of the signal simulated generates a noise 
floor contribution of the overall noise generated in a DCO, as shown in Figure 3.18. 

A second contribution considered comes from the period jitter, which causes small 

variations in the period T. Ideally each period should be T, however, a small variation 
from the ideal period. 

 

Figure 3.19: Ideal period on top and a realistic case of the clock signal with period jitter at the 
bottom. 

As shown in Figure 3.19, in this case, the period jitter contribution causes a cumulative 
effect on the collected sample, such that each sample is conditioned by the variation of 
the previous period. This variation can be modelled as a random walk where each period 

is conditioned by the variation of the previous and in turn can affect the next period, as 
shown in Figure 3.20. In the frequency domain, this contribution generates the 1/f2 
portion of the spectrum, as shown in Figure 3.21. 

 

Figure 3.20: Period error of the DCO in the time domain. Data taken from simulation. 
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Figure 3.21: PSD of period error in the frequency domain obtained with the data in Figure 3.20. 

In this case, the contribution of period jitter and phase jitter represents the main noise 

influence. To collect the samples for each period, phase jitter and period jitter are 
measured as: 

∆T = N · T − (T0 − TN)   (2.11) 

Where ∆T is the variation from the ideal case, T is the ideal period, N is the number of 
periods considered, T0 is the size of the first period measured and TN is the size of the N 

period. The linear sum of the two noise contributions gives the overall contribution. Ans 
is shown in Figure 3.22. The sigma in the noise variation is chosen such that the 
simulated noise fit with the data collected from the DART 28 simulation, [6]. 

It is assumed that the 1/𝑓3 contribution is not relevant in this case. This assumption is 
validated by the calculation of the jitter of both the simulated DCO noise from DART28 
and the Verilog model of the DCO. 

 

Figure 3.22: Total noise contribution obtained as a combination of phase jitter and period jitter 
previously calculated in Figures 3.18 and 3.21. 
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3.8 Frequency Divider 

The last block presented is a frequency divider which closes the feedback loop. This 
block takes the signal synthesized by the DCO at 12.5 GHz as input and generates an 

output of 2.5 GHz. which is 5 times slower. 

 

Figure 3.23: Block diagram of the frequency divider. 

Multiple dividers with different division ratios may be used within a CDR, such that 
from an initial clock signal several different internal clocks are generated. For instance, 
a second frequency divider in this CDR is used to trigger the operation of the LPF and 
the Σ∆M, which operate at 312.5 MHz. The division ratio desired, in this case, is 8 

considering as input the 2.5 GHz clock generated by the first clock divider. The 
representation of the frequency dividers is shown in Figure 3.1. 

 

3.9 CDR Testbench 

To verify and characterize the operation of the CDR a generic testbench is shown in 
Figure 3.24. When the loop is locked, it is expected that the output frequency generated 
is 12.5 GHz. To measure the phase error, the generated output frequency is compared 
to an ideal 12.5 GHz input signal. 

The input clock signal at 12.5 GHz is used also as a trigger to generate random input 

data bits. In particular, the ideal 12.5 GHz signal is divided by 5 using a frequency divider 
to generate a 2.5 GHz clock signal. This clock is fed into a variable delay that is used to 
synthesize the input jitter of the CDR. A PRBS generator is used to create random data 
at the input of the CDR to test the operation of a CDR. The output produced by the CDR 

is then processed to calculate the phase variation and to calculate PSD, FFT, and jitter 
variance or to analyse its transient behaviour. 

 

Figure 3.24: Block diagram representation of the Testbench used to evaluate the performance of 
the CDR. 

 

3.10 CDR Operation 

In this section, the dynamic of the implemented CDR model is presented. In Figure 3.25 

the settling time of the CDR is shown. After an initial locking transient, the signal 
generated converges to the expected center frequency of 12.5 GHz. In the shown 
scenario, the time to lock is about 10.4µs calculated as T=80ps as the period at 12.5 GHz 
and about 130000 samples. 

2.5 Gbps 
fout = 12.5 GHz 

PLL PRBS Delay 
fin = 12.5 GHz /5 

2.5 GHz 

Phase 
Measurement • Random [N(μ, σ)], 

• Freq mod[sin(f)] 

FFT,  

PSD 
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Figure 3.25: Example of the operation of the CDR in the time domain. Time to lock ≈ 80ps * 
130000 ≈ 10.4us. 

The settling time of the CDR can be reduced by changing the filter coefficients to 
proportional and integral (K1 and K2 respectively). For instance, it is possible to reduce 
the time to lock. Two possible configurations are shown in Figures 3.25 and 3.26. 

 

Figure 3.26: Example of the operation of the CDR in the time domain. Time to lock ≈ 80ps * 
70000 ≈ 5.6us. 

The operation principle of the CDR is to reduce the phase error between the data rate 
and the output by changing the oscillation frequency of the DCO. However, the tuning 

range of a CDR is limited by the tuning range of the DCO. As a result, to correct the 
phase error, the CDR can modify the output frequency in the convergence range, as 
shown in Figures 3.27, and 3.28. To verify that the CDR is working properly, the 
frequency of the input signal is slightly changed to higher or lower values. As a result, it 

is expected that the output frequency follows the input variation. In particular, for this 
design the tuning range of the DCO is chosen to be ±0.1% of the center frequency, 
therefore it is expected to generate a frequency shift up to ±0.1%, which corresponds to 

a tuning range (12.487 GHz - 12.512 GHz) with a frequency resolution of 404kHz. 

 

Frequency shift Expected output 
+0.1% 12.5125 GHz 
-0.1% 12.4875 GHz 

Table 3.3: Expected output Frequency shift = ±0.1% in the time domain. 
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Figure 3.27: Simulation results for CDR with expected output frequency shift = +0.1% in the 
time domain. 

 

Figure 3.28: Simulation results for CDR with expected output frequency shift =-0.1% in the time 
domain. 

The locking range of this CDR is chosen rather small on purpose to focus the analysis 
mainly on the consequences of the phase noise on the CDR. 

The proposed CDR can correct the output frequency with steps of 404kHz in the 

expected range. However, if the frequency shift required is higher than the locking 
range, as shown in Figures 3.29, and 3.30, the CDR is not able to lock. Indeed, if a larger 
output frequency range is targeted, the CDR tries to correct the phase error detected by 
increasing or decreasing the DCO frequency. At some point, the phase error 
accumulates after many periods and translates into a random variation in the output 
frequency generated. 

In this case, an output frequency outside the locking range is targeted at (±0.5%), which 

corresponds to frequencies of 12.437 GHz - 12.562 GHz, which cannot be attained 
considering the current DCO design, making it impossible for the CDR to lock. 
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Figure 3.29: Simulation results for CDR with expected output frequency shift with shift = +0.5% 
which is out of the locking range in the time domain. 

 

Figure 3.30: Simulation results for CDR with expected output frequency shift = -0.5% which is 
out of the locking range in the time domain. 

 

Frequency shift Expected output 
+0.5% 12.5625 GHz 
-0.5% 12.4375 GHz 

Table 3.4: Expected output frequency shift = ±0.5% in the time domain. 

It is also important to understand how changing the filter coefficients can affect the 
performance of the CDR in the frequency domain. By changing K1, and K2 in the filter it 
is possible the change the transfer function. According to the analysis presented in 
Chapter 2, changing the natural frequency of the 2nd order filter corresponds also to 
making the feedback system more selective to reference noise or to the DCO noise. 
Therefore, the system behaviour can be adapted to balance the noise contribution 
between the reference and DCO phase.  

The filter coefficients are constituted by 14 unsigned bits whereof 6 integers and 8 
fractional. An example is shown below, for which the value of the proportional and 
integral is given both in binary and in decimal.   

• K1 = 14'b000000_11110101 = 0.95703125     

• K2 = 14'b000000_00001001 = 0.03515625 
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By estimating the PSD of the phase error, the CDR output phase spectrum can be 
obtained. From this is possible to estimate ωn and the ζ of the feedback system. For 
example, the noise spectrum obtained considering the filter coefficients previously 
mentioned is shown in Figure 3.31. In this case, the CDR has a natural frequency (ωn) at 

6-7 MHz. 

 

Figure 3.31: Phase noise of the CDR with ωn = 6-7 MHz. Data taken from simulation. 

By selecting different parameters, is it also visible that the bandwidth of the CDR is also 
shifted, as shown in Figure 3.32. This can be advantageous to reduce the jitter. By 

moving the ωn to the right, the noise coming from the reference is further attenuated, 
while moving the ωn to the left a filtering on the DCO noise is applied.   

• K1 =14'b000000_00010101 = 0.04296875      

• K2 = 14'b000000_00001001 = 0.03515625 

 

Figure 3.32: Phase noise of the CDR with ωn = 1-2 MHz. Data taken from simulation. 

As a rule of thumb, according to Equations 2.16 and 2.17, it is possible to conclude that: 

• Larger K1 causes ωn to shit right and increases ζ. 

• Larger K2 causes ωn to shift left and reduces ζ.  

These parameters need to be chosen as a trade-off considering the stability of the loop, 
its transfer function as well as its transient response which defines the time required to 
lock the CDR. 

ω
n
 = 6-7 MHz 

ω
n
 = 1-2 MHz 
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3.11 Noise Contribution on the PSD 

In this section, several sources of noise are discussed. The performance is evaluated by 
calculating the jitter from the PSD of the output frequency. Welch method, [30], is also 
used to compare the results obtained. The phase noise of the CDR with no external 
noise source is given in Figure 3.33. The phase noise results from the PD noise and the 
phase error produced at the output of the CDR.  

 

Figure 3.33: Phase noise of the CDR with no external noise source applied to the system. The 
jitter contribution when only quantization noise is considered is 265.88fs. 

As already mentioned, the DCO noise can be split into two main contributions: phase 
jitter and period jitter. In particular, the phase jitter is mostly visible at higher 
frequencies as a noise floor contribution. For this purpose, the noise contributions 

coming from the DCO are separately considered. By comparing two cases (phase jitter 
= 100fs) in Figure 3.34 and (phase jitter = 500fs) in Figure 3.35 is it visible, also 
highlighted with the yellow circle, that the contribution can be significant for larger 
sigma. 

 

Figure 3.34: Phase noise of the CDR with the DCO phase jitter (100fs) applied to the system. 
The jitter contribution is 293.26fs. 
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Figure 3.35: Phase noise of the CDR with the DCO phase jitter (500fs) applied to the system. 
The jitter contribution is 529.02fs. 

The second source of noise considered in this case is the period jitter, for which a larger 

contribution is expected to cause an increase in the 1/f2 contribution. By comparing two 

cases (period jitter = 5fs) in Figure 3.36 and (period jitter = 50fs) in Figure 3.37 is it 
visible, also highlighted with the blue circle, that also in this case the contribution can 
be significant for larger sigma. 

 

Figure 3.36: Period noise of the CDR with the DCO period jitter (5fs) applied to the system. The 
jitter contribution is 273.97fs. 

 

Figure 3.37: Period noise of the CDR with the DCO period jitter (50fs) applied to the system. 
The jitter contribution is: 889.05fs 



40 
 

The third noise contribution is the reference phase noise. In this case, the noise is mainly 
visible at lower frequencies. By comparing the two cases σ= 100fs and σ= 1ps in Figures 
3.38 and 3.39, a larger reference noise corresponds also to a larger noise contribution 
in the highlighted area. 

 

Figure 3.38: Reference noise on the CDR (σ= 100fs) applied to the system causes a jitter: 
286.81fs. 

 

Figure 3.39: Reference noise on the CDR (σ = 1ps) applied to the system causes a jitter = 
690.99fs. 

  

3.12 Phase Transfer Function 

As already described in Chapter 2, the study of the transfer function represents a useful 

approach to understanding how the noise propagates through the PLL. In particular, 
the PLL behaves as a low-pass filter and rejected the high frequencies jitter coming from 
the reference, while it works as a high-pass filter, attenuating the VCO jitter at low 
frequencies. As a result, the bandwidth is a useful parameter to estimate the intersection 

point between high-pass and low-pass behaviour. In addition, from the transfer 
function analysis, it is possible to evaluate the stability of the system by estimating for 
instance the damping factor and the phase margin. 

By adding modulated delay which is shaped as a sinusoidal function with 3ps amplitude 
and by changing the oscillation of the delay it is possible to characterize the transfer 
function of the CDR, as shown in Figure 3.40. Furthermore, a random delay 
contribution of σ=250fs is also introduced.  
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Note that the phase transfer function is calculated as:  

|H(s)| = 
𝜃𝑜𝑢𝑡

𝜃𝑖𝑛
   (2.12) 

As a result of the operation of the CDR, the input data stream is expected to be related 
to a clock of 2.5Gbps, while the output is targeted to be 12.5 GHz. Therefore, a gain of 5 
is obtained in the transfer function, which corresponds to 14dB. 

 

 

Figure 3.40: Phase transfer function of the CDR obtained interpolating simulation data. 

 

3.13 Conclusion 

In this chapter, the architecture and the characterization of a PLL-based CDR were 
shown. The proposed architecture finds application in a High-Speed serial interface, 
that takes as input the data stream with a 2.5 Gbps data rate and synthetizes an output 

frequency targeted to be 12.5 GHz.  

A general description of the building blocks is given, as well as a representation of its 
dynamics in the time domain, with the definition of the time to lock, and amplitude of 
the oscillation as well as the locking range.  Furthermore, a representation of the noise 
behaviour is given, considering the contribution of phase jitter and period jitter 
generated in the DCO as well as the noise contributed by the reference data input. 
Finally, the transfer function of the system is extracted. 
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Chapter 4 - CDR Operation with different 

Downsampler logic 

4.1 Introduction 

The trend of developing communication systems for high-speed transmission brings 
some limitations in the design of digital components. For this reason, alternative and 
effective solutions must be considered to maintain high timing accuracy and low noise 
in the design of PLL-based CDRs.  

A downsampler plays an important role in the operation of the CDR since together with 

the PD defines the gain of the PD (KPD). By changing the KPD, it is indeed possible to 
change the dynamic of the CDR. The downsampler is used to reduce the operation speed 
of some blocks. When used at a high input data rate, such as 2.5 Gbps, instead of using 
the effective baud rate, the PD decision considered is at a lower rate. Operating at the 
data-rate speed may become problematic, and high energy demanding, such that the 
effort required to achieve such performance might be not necessary. Operating at a 
lower rate can be a better option in terms of power consumption and circuit speed 

requirements at the cost of a higher latency which might come at the cost of a less precise 
feedback-controlled system.  Indeed, depending on the downsampler logic adopted, the 

PLL will have a different convergence range. 

The analysis in Chapter 3, utilized a simple version of the downsampler. The operation 
of this block is based on collecting the PD decisions and processing the information in 
frames of eight samples. The dynamic of the CDR is dynamically adjusted according to 
the downsampler outcomes. The 1/8 samples logic represents the simplest 

implementation, but maybe not the best one in terms of noise since 7/8 samples are 
ignored.  A reduction in speed results also in limited power consumption and limited 

problems in the circuital implementation deriving from the parasitic components and 
speed limitation.  

A comparative analysis of three possible implementations of the downsampler will be 
shown below. The three solutions are compared in terms of PD gain and jitter when used 

in the CDR.  

 

4.2 Downsampler with ‘1/8 Samples’ Method 

The working principle of this block was already described in Chapter 3. This 
downsampler is the simplest version of the three proposed in this chapter, which 

operates only one of the eight samples generated by the PD, discarding the successive 

seven samples and reducing the operation frequency, such that the PD works at the 
speed of the Input data (2.5 GHz) while the output data is generated at 312.5 MHz. 
Furthermore, this block aims to transform the output of the PD and convert it into three 
possible values (-1, 0, 1). This downsampler discards 7/8 samples, which can be different 
from the first sample. For example, considering a frame of eight PD decisions, like this 
set (-1, 1, 1, 1, 1, 1, 1, 1), the first sample is opposite to the successive seven. Considering 
this set of PD decisions, according to the 1/8 samples downsampler logic, only the first 

value would be taken into account. As a result, when used the first sample, the CDR will 
apply a correction to the DCO that is not optimal. 

An example of operation is given in Figure 4.1 
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Figure 4.1: Example of operation of the downsampler with 1/8 samples logic. Picture taken from 
simulation with SimVision. 

 

4.3 Downsampler with ‘Most Frequent Decision’ Method 

The Most Frequent Decision (MFD) method provides the decision that is more recurrent 
in the observation frame, such that better control is used to control the DCO. For each 
window of eight phase detector decisions, this downsampler implementation will output 
the most frequently observed decision for downstream processing by the loop filter. This 

approach has the advantage of providing better control when used in the PLL. At the 
same time, it may come with the disadvantage of this logic comes at the cost of more 
complex logic. The most frequent decision logic is implemented as the sum/subtraction 
of eight samples, depending on the PD decision. However, if the result of the sum is 
larger than ±1 the output is saturated to ±1.  

As well as the previous case, it reduces the operation frequency, such that the PD works 
at the speed of the Input data (2.5 GHz) while the Output data is generated at 312.5 
MHz.  An example of an operation is given in Figure 4.2. In particular, ‘data[3:0]’ gives 
an example of PD decisions collected. The samples under study are the values of 
‘data[3:0]’ when the downsampler counter, ‘ctr_d’, is in the range (0-7). The result is 
then shown when the ‘valid’ bit goes 1. In the example hereby reported, eight samples 
are collected, and their values are iteratively summed. The result of the sum is then 
converted to the maximum acceptable value. In practice, -4 is then converted to -1. To 

maintain a coherent data structure among the three topologies the last 3 bits of the 

output are considered as fractional values. However, the MFD downsampler generates 
only integer values, therefore, -1 will corresponds to -8 as the output is shown in decimal 
scale.  

It is expected that this downsampler will provide better control when used inside the 
PLL since the result generated is a combination of the eight decisions. This approach 
will indeed avoid a mistaken decision, as the one reported in the previous case. However, 

as a pitfall, according to the approach used to implement this logic, considering a frame 

of eight PD decisions, like this set (0, 0, 1, 0, -1, 0, 0, 1 ), the output generated will be -1, 
as a result of the sum of the eight values. However, the most frequent value is 0.  

 

Figure 4.2: Example of operation of the downsampler with MFD logic. Picture taken from 
simulation with SimVision. 

               0 

Example:      -4 →  -1 
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4.4 Downsampler with ‘Average’ Method 

Another possible implementation of the downsampler is to calculate the average (AV) 
of the eight samples collected in an observed time frame. The average is calculated with 

the bitwise operator, [31], which consists in computing the sum of the eight samples and 
shifting the output of 3 bits to the right to accomplish the division over 8. As a result of 
the average calculation, unlike the other two cases, fractional results are allowed. An 
example of operation is given in Figure 4.3 

 

Figure 4.3: Example of operation of the downsampler with average logic. Picture taken from 
simulation with SimVision. 

The data generated is extended to a 14-bit fixed point format to shape the data as shown 
below: 

zzzzzzz_zyyy_xxx 

[Sign Extension] [Data] [Fractional] 

The data shown in Figure provides -4 as a result of the sum of the eight samples. 
Therefore, the average is expected to be -4/8=-0.5 which considering an output string 
of 14 bit with 3 fractional numbers gives: 11111111111_100. 

 

4.5 Downsampler Characterization  

The downsampler used in combination with the PD will have a specific gain (KPD) and 

transfer function, which can assume different values depending on the downsampler 
logic implemented. As already mentioned, the BBPD is a non-linear detector which 
provides information as Early/Late in case of transition, which can be interpreted as a 

time-to-digital quantizer. The Phase detector error function is obtained by observing the 
output of the downsampler by applying random noise around every rising edge. A 
linearized transfer function can be obtained considering small input delay variation. The 
phase detection curve (S-Curve) of the PD is obtained as the mean of the output of the 
PD, processed according to the operation of the downsampler. Figure 4.4 shows the 
testbench used to characterize the operation of the three downsamplers. The input data 
generated for the three downsamplers are the same, as well as the PD block.  

Extended Sum [14b] 

Dat
Sum 

Result 

8 samples are collected in this time frame 
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Figure 4.4: Testbench used to characterize the downsamplers. 

Figure.4.5 illustrates the S-Curve of the three implemented topologies of the 
downsampler. By measuring the output and counting the number of commutations at 
zero crossings of the output the gain can be estimated according to Equation 2.4.   By 
calculating the gain in zero:  

• KPD MFD = 3.1 · KPD 1/8  

• KPD 1/8 ≈ KPD AV  

 

Figure 4.5: Simulated S-Curve of the PD and downsampler. 

Two of the downsampler topologies, 1/8 samples and average, seem to have a roughly 
equivalent behaviour, while the Most Frequent Decision (MFD) seems to have a higher 
gain as well as a scaled output. Furthermore, considering the two equivalent solutions 
the average seems to have a much flat behaviour interpreted as less noisy PD, which is 

preferable.  
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4.6 CDR Architectures Comparison 

A fair comparison between the three CDR topologies will be presented below. The 
comparison is done considering the phase transfer function, taking into account the 

same setup, testbench and filter coefficients for the three systems, as shown in Figure 
4.6.  A different implementation of the downsampler provides a variation in the PD 
(KPD) and as a consequence also a different transfer function.  According to Equations 
1.9, and 1.10, this variation in the gain reflects in the properties of the CDR, such as the 
natural frequency (ωn), the damping factor (ζ) and the jitter. 

The fitting of the transfer functions is obtained considering a 1st-order loop filter 
modelled using the same two known parameters (ωn=35 MHz) and (ζ=4) for the three 

curves, but different KPD, according to Equations 2.16 and 2.17. The 1/8 samples 
downsampler CDR which is represented in blue, is used as a reference system, while the 
two other curves are obtained fitting a proportion in the PD gain (KPD). As a result, the 
CDR with MFD downsampler presents a KPD_MFD ≈ 2.75 · KPD_1/8, while the CDR with 
Average downsampler has a KPD_AV  ≈ 0.55 · KPD_1/8. 

Note that the PD is a non-linear system, and the transfer function is a linearized 

representation of the system. Some discrepancies between the theoretical model and the 
simulated system can be visible in Figure 4.6. It is possible to have a good match at low 
and high frequencies, but a larger misalignment is visible around the cutoff frequency. 
The filter coefficients in this case are: 

• K1 = 14'b000000_11111101;                                                                   

• K2 = 14'b000000_00000011; 

 

Figure 4.6: Calculated phase transfer function theoretical and interpolated with simulation data. 
In the theoretical model it is assumed (ωn=35 MHz) and (ζ=4). 

As a next step, the dynamic of the three topologies, shown in Figure 4.7, 4.8, and 4.9, 
are compared, in which the time to lock and the oscillation amplitude is considered. 
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Figure 4.7: Dynamic of the CDR with 1/8 samples downsampler. (Output frequency vs number 
of clock cycles) 

 

Figure 4.8: Dynamic of the CDR with MFD downsampler. (Output frequency vs number of clock 
cycles) 
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Figure 4.9: Dynamic of the CDR with AV downsampler. (Output frequency vs number of clock 
cycles) 

The CDR with MFD downsampler seems to be the fastest to lock, while the CDR with 
AV downsampler is the slowest but the one with smaller output frequency oscillation 

once the CDR is locked. On the other hand, the CDR with 1/8 samples downsampler is 
the simplest solution.  

Every design choice comes with advantages and drawbacks that should be evaluated 

case by case depending on the system constraints and the application. In the end, the 
three models seem to be a valid alternative since, it is possible to compensate for the 
variation of the PD gain by selecting different K1, and K2 coefficients, making in principle 
the behaviour of the three solutions equivalent, as shown in Figure 4.10. For the purpose 

of this thesis, the jitter contribution is the most important parameter, therefore, to 
compare the three CDR topologies, the filter coefficients are modified for the three CDR  
the same transfer function is obtained. In this case, the jitter is calculated for each CDR 

architecture, trying to obtain systems with the same ωn and ζ. 

 

Figure 4.10: Obtained phase transfer function considering different K1 and K2 coefficients in the 
filter for each CDR topology. 
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As a result, to obtain the same transfer function for the three CRDs the following filter 
coefficients have been chosen and the jitter has been calculated accordingly:  

• (K1 = 14'b000000_11111101, K2 = 14'b000000_00000011) 

Jitter on CDR1 (1/8): 183.75fs.  

• (K1 = 14'b000000_01111101, K2 = 14'b000000_00000011)  
Jitter on CDR2 (MFD): 208.90fs, which corresponds to +14%, w.r.t. CDR1.  

• (K1 = 14'b000001_10111101, K2 = = 14'b000000_00000011) 
Jitter on CDR3 (AV): 142.52fs, which corresponds to -22%, w.r.t. CDR1. 
 

 
DOWNSAMPLER 

1/8 MFD AV 

Complexity Simplest Moderate Moderate 
Normalized KPD 1 2.75 0.55 

Considering the same filter coefficients (K1, K2) 
CDR Bandwidth 10 MHz 20 MHz ≈ +100% 6 MHz ≈ -40% 

Time to lock ≈1.36 µs ≈800 ns ≈ -41% ≈2 µs ≈ +47% 
Jitter 183.75fs 331.231fs 146.29fs 

Considering the same transfer function 
CDR Bandwidth 10 MHz 10 MHz 10 MHz 

Time to lock ≈1.36 µs ≈1.2 µs ≈ -11% ≈1.35 µs ≈ -0.7% 
Jitter 183.75fs 208.90fs ≈ +14% 142.52fs ≈ -22% 

Table 4.1: Comparison of the three CDR topologies. 

 

4.7 Conclusion 

A fair comparison between the three topologies is proposed, by comparing the phase 
transfer function, the jitter and the locking time to evaluate the performance of the three 
systems. Depending on the dynamic of the CDR, a different time to lock can be observed, 
as well as a different bandwidth and a noise contribution and jitter among the three 
systems. 

The comparison among the three topologies is initially done taking into account the 
same setup, testbench and filter coefficients. As a result, if the same filter coefficients 

are used, the CDR using the MFD downsampler has the largest bandwidth and therefore 
the fastest time to lock. While the AV is the slowest to lock, once locked has the smallest 
tuning range around the targeted frequency. 

A second comparison is done considering the same setup, and testbench but different 

filter coefficients to provide the same transfer function. As a result, the AV CDR is the 
less noisy (-22%), while the MFD is the noisiest (+14%) 

All three models seem to be a valid alternative and their behaviour can be customised 
by changing the filter parameters such that their behaviour in terms of transfer function 
is similar. 

As a result, an optimal solution is not given, since every design choice comes with 
advantages and drawbacks that should be evaluated case by case depending on the 

system constraints and the application, if a lower noise is required, an AV downsampler 
is preferred, while, if a CDR with larger bandwidth is desired, the MFD downsampler is 
desirable, and if a simpler implementation is targeted the 1/8 samples downsampler is 
the best choice.  
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Conclusions 

An All-digital PLL-based architecture for CDR was presented. The proposed topology 

can be used to support the development of ASICs compatible with the clock distribution 
requirements of High Luminosity Large Hadron Collider (HL-LHC) detectors. The 
proposed architecture represents a valid alternative system to generate a clock signal of 
12.5 GHz starting from an input signal with a data rate of 2.5 Gbps. 

Chapter 1 provided basic information about the operation of the CDR and presented the 
last trends in the state-of-the-art of PLLs.  In Chapter 2 a PLL architecture was studied 
considering a linear time-invariant modelling, through the phase transfer function 

analysis to describe the behaviour of the CDR and the noise propagation across the 
system. It was found that the PLL behaves as a low-pass filter and rejected the high 
frequencies jitter coming from the reference, while it works as a high-pass filter, 
attenuating the VCO jitter at low frequencies. As a result, the bandwidth is a useful 
parameter to estimate the intersection point between high-pass and low-pass behaviour. 

In Chapter 3 a block diagram representation of the proposed PLL-based CDR is given, 

analysing the operation and the properties of each block. All in all, the key aspects for 

designing and understanding a PLL-based CDR are given, and the advantages of a 
digital architecture are summarized. The proposed study gives a comprehensive 
description of the dynamic of the CDR, of which are the main noise sources, such as the 
reference data stream and the DCO, as well as how their contribution impacts and 
propagates across the feedback system. The CDR presented in this chapter forms the 
basis of the following analysis, which focuses on the implementation of the 
downsampler. 

Finally, chapter 4 compares three topologies where the downsampler is the block that 

operates differently. The comparison is done in terms of PD gain, jitter and dynamic of 
the CDR. Depending on the application and its requirements the best choice can vary. 
The three models seem to be a valid alternative and their behaviour can be customised 
by changing the filter parameters such that their behaviour is similar. The simplest 
solution is the 1/8 samples downsampler, the less noisy is the one with an Average 

downsampler, while for larger bandwidth the best solution is the one with an MFD 
downsampler. 

 

Future Work 

High-level behavioural analysis of the proposed system has been discussed, however, 

the synthesis and the implementation at the transistor level of the studied CDR would 
be a starting point to validate the ideas shown and support the drawn conclusions. In 

addition, further problems such as the delay variation of the input signal, and the 
synchronization of the subblocks should be considered such that a more realistic system 
will be studied.  

The presented results seem to be promising, however, due to a limited time the 
implementation of the CDR on silicon was not possible but remains an interesting topic 

for future works to have a more comprehensive understanding of this topic. 

Furthermore, from the point of view of the hardware implementation, most likely the 
LC-DCO is the most challenging block, which needs to be optimized for low noise and 
to reduce the effects of parasitic capacitances, as well as limit the occupied area and 
reduce the power consumption, therefore a topology study is strongly recommended. 
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Appendix A 

Second Order Filter Modelling 

Depending on the requirements of the CDR, it is possible to select a filter with higher 

selectivity to further reduce high-frequency contribution. In particular, Z(s) can be a 1st 
filter as shown in Chapter 2, but if needed can be modelled as a higher-order filter.  

This study also aims to compare the advantages and drawbacks of a higher-order filter 
therefore, a 2nd order filter is considered.  

 

Figure A.1: Block diagram of a 2nd-order filter. 

In particular, the 2nd order filter corresponds to a 3rd system. The 2nd order filter, shown 
in Figure A.1 can be modelled with the following transfer function: 

Z2(s) =  
s·τ2+ 1

s·τ1(s·τ3+ 1)
    (A.1) 

Considering a 2nd order filter Z2(s) the closed loop transfer function can be written as: 

TFCL(s) =  
TFOL(s)

1+TFOL(s)·H(s)
=  

KPD·KDCO
𝑠

·𝑍2(𝑠)

1+
KPD·KDCO

𝑠
·𝑍2(𝑠)

=  

KPD·KDCO
𝑠

·
s·τ2+ 1

s·τ1(s·τ3+ 1)

1+
KPD·KDCO

𝑠
·

s·τ2+ 1

s·τ1(s·τ3+ 1)

=   (A.2) 

TFCL(s) =  
KPD·KDCO·(s·τ2+ 1)

𝑠2  ·τ1(s·τ3+ 1)+ KPD · KDCO ·(s·τ2+ 1)
   (A.3) 

By displaying the transfer functions described in equations 2.4- 2.6, it is possible to 
study the behaviour of the third order system. To compare the behaviour of the 1st-order 
filter and the 2nd-order one, the transfer functions are represented with the same colour 
but different shades. In particular, in Figure A.2 the curves blurry refer to a system with 
a 1st order filter. 

As already mentioned, the blue line represents the transfer function of the low pass 
filter, for which at a higher frequency a higher selectivity is obtained. The purple line is 

the open loop transfer function, the green line is the DCO transfer function and the 
yellow one is the closed loop transfer function. 
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Figure A.2: Transfer function of a CDR with a 2nd order filter. 

Considering the same approach proposed for the 1st filter, the closed loop transfer 

function (Equation A.3) can be written as:  

TFCL(s) =  
K·(s·τ2+ 1)

𝑠3  ·
τ2

3

𝑏
+𝑠2 ·τ2

2+ K1  ·s·τ2+  K1

   (A.4) 

where it is possible to model his behaviour using 3 parameters: 

𝐾 =
KPD·K𝐷CO·τ2

τ1
   (A.5) 

𝑏 =
τ2

τ1
   (A.6) 

K1 =  𝐾 · τ2   (A.7) 

As in the previous case, K behaves similarly to ωn, therefore considering b=9, K1 = 3, it 
is possible to choose a large K to minimize the jitter, for instance, K > 100 MHz is 
preferable, as shown in Figure A.3. 

 

Figure A.3: Parametric analysis of K, [b=9, K1 = 3]. 

By considering a fixed b=9 and calculating a parametric sweep of the K1 it is possible to 
estimate the optimal K to minimize the jitter. To minimize the jitter using a 2nd order 
filter, large b is preferred and K1 ≈ (1-10), as shown in Figures A.4 and A.5.  
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Figure A.4: Parametric analysis of K1 and K, with b=9. 

 

Figure A.5: Parametric analysis of K and b, and K1 = 3. 

Once defined the transfer function of the system it is necessary to model the phase noise 
to study how it propagates through the system and how it is sufficiently attenuated.  

Following the analysis of Chapter 2, the total phase noise which is constituted by the 
DCO noise and phase noise coming from the reference data stream are considered. The 

resulting phase noise, obtained as a linear combination of the two noise sources is 
represented by the blue line in Figure A.6. In particular, the convention chosen assumes 
that the dashed line is the result of a 1st filter (2nd order feedback system), while the 
continuous line is referred to a 2nd order filter (3rd order system). 
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Figure A.6: Comparison of transfer function analysis between a 1st-order filter and a 2nd-order 
filter, considering a small reference noise contribution. 

 

Figure A.7: Comparison of transfer function analysis between a 1st-order filter and a 2nd-order 
filter, considering a large reference noise contribution. 

It is possible to conclude that using a more selective filter can be beneficial in case the 

reference noise is the dominating contribution. As shown in Figure A.7, if the reference 

noise is significantly larger, its effects are mainly visible at higher frequencies, due to 
the intrinsic behaviour presented in Chapter 2. As a result, since the selectivity of the 
filter reflects also the selectivity of the closed loop transfer function, the contribution at 
higher frequency can be further suppressed. This is highlighted by comparing Figures 
A6 and A7, in which the pink line represents the reference noise contribution. In the 
second case, the reference noise is intentionally shifted high to make more evident the 
filter properties.  

In addition, it is also worth mentioning that a higher-order filter provides a more 
selective behaviour in the feedback system, which is of course an advantageous 
property. On the other hand, a more complex filter comes with other technical issues.  

Therefore, it is important to conclude that always a trade-off between benefits and 
higher complexity, and occupied area, must be considered before a decision is made in 
the design of a CDR.                                   
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Appendix B 

RMS Phase Jitter Calculation  
In high-speed transceivers, phase noise is targeted to be as low as possible. Phase noise 

is indeed an undesired variation in the phase of a signal caused by small fluctuations in 
the signal phase and is expressed in units of dBc/Hz. This effect in the time domain 
translates into small fluctuations in the phase of the signal around the ideal clock signal. 
Phase noise and Jitter are strictly related since a random variation in the phase of a 
signal can also be analysed as a fluctuation of the edges of a clock signal with respect to 
the nominal expected behaviour and is generally expressed in ps. 

When observed in the frequency domain, the phase noise is noticed as a spread of the 

harmonics and in general in a higher noise level and a worsening in the system 
performance which translates into a high Bit Error Rate and corruption in the 
transmitted data. 

Another important parameter to consider studying the noise contribution inside a 
CDR is the RMS phase jitter, [26]. More in specific, the phase noise is used to calculate 

the jitter in the frequency domain and to estimate the RMS Phase Jitter value which 
gives a measure of quality and spectral purity. 

 

Figure B.1: Qualitative phase noise representation. 

In the ideal case, the harmonic contribution of a signal oscillating at a nominal 
frequency fc should be represented as a pulse in the defined frequency, however, the 

non-idealities, in the system can cause small changes in the oscillation frequency that 
swings around the carrier frequency generating a sideband such that the frequency 
spectrum oscillates in fc ± fo, resulting in the undesired effect called phase noise, which 
is shown in the Figure B.1. When the noise power is measured in 1Hz, band at an offset 
frequency fo and referred to a carrier frequency fc the resulting graph is measured in 

dBc/Hz, resulting in what was previously modelled by Leeson's equation (ℒ(f)), as 
shown at the bottom. From Leeson's equation, it is possible to calculate the RMS phase 

noise (√2 · ∫ ℒ(f ) df
𝑏

𝑎
) and the jitter as shown in Equation B.1 

𝜎𝑡 =
√2·∫ ℒ(f ) df

𝑏
𝑎

2·π· 𝑓𝑜𝑠𝑐
   (B.1) 

Where a and b represent the integration range in frequency and fosc is the oscillation 
frequency of the oscillator.        
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Appendix C 

Study case: Constant input →3 bit input (Xi = 1) 

 
To clarify the operation of a MASH Σ∆M, a study case of a 2 stages MASH, shown in 
Figures C.1, C.2 and C.3 is presented in this section. In this case, to maintain the 

description as simpler as possible it is assumed a constant 3-bit input (Xi).    

Note that 3 input bits for a 2 stages MASH is not a good choice since the output 

generated is also 3bit, so this assumption is used only to have a simple case to study. 
Also, in the real cases, the input should change according to the fractional part of the 
filter output, therefore it is expected to be a sequence of 8bits. 

The MASH is in this case constituted by 2 cascaded 1st order Σ∆M. The output is then 
processed by the NCL. 

 

 

 

Figure C.1: Example operation of a first stage Σ∆M. 

 

Overflow → Carry 

    𝑋𝑖              −𝑧−1𝑒1(𝑛)        𝐶1        𝑒1(𝑛) 
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Figure C.2: Example operation of the first stage and the second stage Σ∆M. 

 

 

Figure C3: Example operation of the Noise Cancelling Logic. 

  

+ 
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