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A B S T R A C T

Purpose: To test the multiple Coulomb scattering theories implemented in the Monte Carlo simulation codes
penh, fluka and topas.
Methods: Simulations with the three codes of proton beams with initial energies between 100 and 220 MeV
impinging normally on slabs of 14 different compositions and various thicknesses were performed. The
simulated angular distributions of transmitted protons are very approximately Gaussian with a characteristic
angle 𝜃0, which measures the spread of the distribution. The characteristic angles resulting from the simulations
are compared to experimental data available from two experiments. The degree of agreement is quantified by
the 𝜒2 statistic. The 151 cases considered are analyzed by grouping the data in various ways (all together, by
experiment, according to the energy of the proton beam or the slab material).
Results: In general, penh produced the better description of the experimental data. If all data are included,
the 𝜒2 values were 3.7 ± 0.6 for penh, 18.7 ± 0.4 for fluka and 7.4 ± 1.5 for topas. The ranges in the values of 𝜒2

obtained for the various data groups are [0.1 ± 0.2; 10.7 ± 4.1] for penh, [0.10 ± 0.03; 221.1 ± 7.8] for fluka, and
[0.2 ± 0.3; 46.2 ± 26.4] for topas. The minimum and maximum values in these ranges occur, in the three codes,
for the Zn and the brass slabs, respectively, with 158.6 MeV protons.
Conclusions: The three codes provide a reasonably accurate description of multiple scattering distributions of
protons transmitted through material slabs. Brass is the material whose experimental data are worst described
by the three codes analyzed.
1. Introduction

Multiple elastic scattering (MES) is the mechanism responsible for
most of the changes in the direction of movement of fast charged parti-
cles in matter and, consequently, it is a basic component of any Monte
Carlo simulation of the transport of charged particles. High-energy sim-
ulation codes implement some form of MES theory (e.g., Goudsmit and
Saunderson (Goudsmit and Saunderson, 1940), Molière–Fano (Molière,
1947, 1948; Fano, 1954; Molière, 1955), Fermi–Eyges (Eyges, 1948),
Lewis (Lewis, 1950)) that provides the angular distribution of particles
after traveling a given path length. The code penh uses a different
strategy based on the energy dependence of the single-scattering differ-
ential cross section. Traditionally, MES theories have been checked by
performing experiments with particle pencil beams impinging normally
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on material slabs of various thicknesses and measuring the particle
angular distributions behind these slabs. These studies are generally
restricted to thin slabs, to limit the effects of the energy loss of particles
in the material. Comparisons of experimental data with the results of
Monte Carlo simulations are free from that restriction, because the
codes do account for the energy loss of particles along their tracks.

The purpose of the present study is to compare the predictions
of various Monte Carlo codes, specifically penh (Salvat and Quesada,
2020, 2021), fluka (Boehlen et al., 2014; Battistoni et al., 2015), and
topas (Perl et al., 2012; Faddegon et al., 2020), for the transport of
proton beams with energies between 100 and 220 MeV in material slabs
of various compositions. The results from measurements by Gottschalk
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Table 1
Summary of experimental information considered in the present study. Data for
158.6 MeV protons are from the experiment of Gottschalk et al. (1993), while those
for 100, 160 and 220 MeV protons are from the experiment of Verbeek et al. (2021).
or each slab material, we list the energy 𝐸p of incident protons, the corresponding
SDA range 𝑅, the intervals of thicknesses 𝑡, those of characteristic angles 𝜃0 of the

angular distributions of transmitted protons, and the number of available data .
Target 𝐸p 𝑅 𝑡 𝜃0 # data

(MeV) (g cm−2) (g cm−2) (mrad)

Be 158.6 21.11 0.06 − 20.31 1.0 − 42.5 15

C 158.6 19.27 0.32 − 1.62 3.2 − 7.7 5

Al 100.0 10.01 1.89 − 8.10 19.9 − 57.7 4
158.6 22.16 0.22 − 21.25 3.5 − 87.0 9
160.0 22.72 1.89 − 16.20 12.4 − 49.0 5
220.0 39.16 4.05 − 29.70 13.8 − 52.2 5

Cu 158.6 25.92 0.05 − 24.25 2.2 − 118.6 13

Zn 158.6 25.99 0.19 − 0.38 4.9 − 7.1 2

Sn 158.6 30.16 0.09 − 0.35 4.1 − 8.1 3

Pb 158.6 35.21 0.03 − 31.57 2.3 − 175.4 16

U 158.6 36.78 3.63 − 17.43 36.9 − 95.3 5

Lexan 158.6 17.58 0.09 − 1.46 1.7 − 7.4 5

Nylon 158.6 17.20 0.09 − 3.01 1.7 − 10.7 6

Polystyrene 158.6 17.50 0.35 − 15.75 3.3 − 42.0 8

Lucite 100.0 7.93 1.79 − 5.95 14.3 − 34.1 5
158.6 17.59 0.37 − 1.45 3.6 − 7.6 3
160.0 18.14 2.57 − 14.28 10.9 − 35.6 8
220.0 31.39 3.57 − 23.80 9.4 − 33.7 5

Teflon 158.6 21.01 0.06 − 19.91 1.6 − 64.0 9

Brass 100.0 11.92 4.24 − 8.47 43.0 − 75.0 3
158.6 26.35 1.34 − 24.40 14.1 − 115.9 7
160.0 26.81 4.24 − 21.18 26.0 − 86.0 5
220.0 45.87 5.93 − 33.88 23.6 − 78.6 5

et al. (1993) and Verbeek et al. (2021) have been used as reference for
that comparison.

2. Material and methods

2.1. Experimental data

Table 1 lists the cases considered in the present work. Gottschalk
et al. measured angular distributions of 158.6 MeV proton beams im-
pinging on slabs of various materials and thicknesses (Gottschalk et al.,
1993). In those cases in which various measurements were available for
the same thickness, the average value was used.

Our analysis includes a total of 106 targets of 14 different mate-
rials (8 elements and 6 compounds). We excluded slabs considered
in Gottschalk et al. (1993) that have thicknesses larger than 97% of the
continuous slowing-down approximation (CSDA) range of 158.6 MeV
protons because the transmitted protons had lost a large fraction of
their initial energy; this implies not only that simulations would be slow
but also that the resulting distributions are not completely attributable
to elastic collisions.

For slabs with small and moderate thicknesses, the angular distribu-
tions of transmitted protons are nearly Gaussian, with deviations from
that shape visible only at very large angles (Gottschalk et al., 1993;
Gottschalk, 2018), where the effects of the finite size and structure of
the atomic nucleus may be appreciable. As the experiment carried out
by Gottschalk et al. (1993) was performed by using a dosimeter, only
those angles for which the dose is larger than 1% of the central peak
value were actually measured and this excludes the non-Gaussian tails
of the distribution, which contain a very small fraction of the emerging
protons. The characteristic angle of the angular distribution, 𝜃0, was
determined by fitting the Gaussian distribution

𝑓 (𝜃) = 𝐴 exp

(

− 𝜃2
2

)

, (1)
2

2 𝜃0
with 𝐴 ≡ 𝑓 (𝜃 = 0), to the experimental data.
In the experiment by Verbeek et al. (2021) proton beams with

energies of 100, 160 and 220 MeV impinged on targets of Al, lucite
and brass, with different thicknesses. A total of 45 cases were included
in our analysis (see Table 1).

2.2. Monte Carlo simulations

The simulations performed in the present study considered a pencil
beam of protons that impinged normally on a material slab with
given initial energy. The experimental characteristic angles provided
by Gottschalk et al. (1993) and Verbeek et al. (2021), with which the
simulated values were compared, were due, exclusively, to the effects
of the target slab on the proton beams. In fact, they were obtained after
correcting the experimental measurements for the effects of the beam
and the detector sizes, the scattering in the air between the source and
the slab and between the latter and the measuring plane, and the beam
aperture due to the collimator and anti-scatter slits used to delimit the
proton beams (see Gottschalk et al. (1993) and Verbeek et al. (2021) for
details). That is why in the simulations we considered only the trans-
port of protons through the slab in vacuum, an approach also adopted
by other authors (Makarova et al., 2017; Verbeek et al., 2021). The
energies of the proton beams and the materials and thicknesses of the
slabs are those indicated by Gottschalk et al. (1993) and Verbeek et al.
(2021), which are summarized in Table 1. The material compositions
adopted in the simulations are also taken from the article by Gottschalk
et al. (1993), and they are given in Table 2.

Simulations of the various cases were performed by using the Monte
Carlo codes penh, fluka, and topas/Geant4 (see below). All protons that
crossed the slab were scored to determine their angular distributions,
𝑓MC(𝜃), where 𝜃 is the angle of the exit direction relative to the outgoing
normal to the back surface of the slab. The simulated distribution
was normalized so that the integral of 𝑓MC(𝜃) over 𝜃 (from 0 to
𝜋∕2) equals the probability that an incident proton crosses the slab
and emerges through its posterior surface. In each simulation run,
one million random proton histories were generated. The calculations
were carried out with a processor Mac M1 2020. The required CPU
times depended mainly on both the target thickness and the energy
of the proton beam. For penh, the smallest CPU time, 49 s, was that
corresponding to the thinner Cu slab, of 0.05 g cm−2, for 158.6 MeV. The
largest one was about 104 s that corresponded to the case of the lucite
slab of 23.80 g cm−2, for 220 MeV. Similar CPU times were required for
the other two codes.

The corresponding characteristic angles were obtained in the same
way as the experimental values, i.e., by fitting the function 𝑓 (𝜃),
defined in Eq. (1), to the simulated distributions, 𝑓MC(𝜃). The fits were
performed by means of the Levenberg–Marquardt method (Press et al.,
1992).

2.2.1. penh
One of the Monte Carlo codes used in our study is the last version of

penh (Salvat and Quesada, 2020), an extension of the electron, positron,
and photon transport code penelope (Salvat, 2019), which simulates the
transport of protons, and also accounts for neutron generation and
transport in an approximate way (Salvat and Quesada, 2021). penh
operates in conjunction with penelope, which describes the interactions
of photons (Rayleigh scattering, Compton scattering, photoelectric ab-
sorption, and electron–positron pair production), and of electrons and
positrons (elastic collisions, inelastic collisions, impact ionization of
inner shells, bremsstrahlung emission, and positron annihilation). penh
describes electromagnetic interactions of protons (elastic and inelastic
collisions, impact ionization of inner shells), and proton induced nu-
clear reactions. The latter are simulated by using nuclear databases in
ENDF-6 format (ENDF/B and TENDL-2019). The code also accounts
for the production of neutrons in proton-induced nuclear reactions,
and approximately describes the contribution of these neutrons to the
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Table 2
Composition of the slab materials considered in the present study. For each material we
express the elements present, their atomic numbers and weight fractions, the material
density, 𝜌, and the corresponding mean excitation energy, 𝐼 . In agreement with the
data quoted by Verbeek et al. (2021), in the case of the proton energies 100, 160 and
220 MeV, the brass composition considered was 58% Cu, 39% Zn and 3% Pb, with
𝜌 = 8.47 g cm−3 and 𝐼 = 333.2 eV, values slightly different from those indicated in this
able .
Material 𝑍 weight fraction 𝜌 (g cm−3) 𝐼 (eV)

Be 4 1.000 1.853 63.7

C 6 1.000 2.220 81.0

Al 13 1.000 2.700 166.0

Cu 29 1.000 8.960 322.0

Zn 30 1.000 8.900 330.0

Sn 50 1.000 7.298 488.0

Pb 82 1.000 11.350 823.0

U 92 1.000 18.700 890.0

Lexan 1.200 73.1
H 1 0.074
C 6 0.741
O 8 0.185

Nylon 1.130 64.8
H 1 0.100
C 6 0.549
N 7 0.107
O 8 0.244

Polystyrene 1.032 68.7
H 1 0.077
C 6 0.923

Lucite 1.200 74.0
H 1 0.081
C 6 0.600
O 8 0.320

Tefllon 2.200 99.1
C 6 0.240
F 9 0.760

Brass 8.489 333.0
Cu 29 0.615
Zn 30 0.352
Pb 82 0.033

dose distribution from proton beams. Neutrons are assumed to undergo
elastic collisions and induce nuclear reactions. The latter are considered
as purely absorptive processes that end the trajectory of the neutron
and deposit locally a fraction (defined by the parameter FNABS) of its
kinetic energy (see Salvat and Quesada (2021) for details). penh also
ccounts for atomic relaxation with the emission of either characteristic
-rays or Auger electrons.
penh is a class-II simulation code, i.e., it simulates hard interactions

n detail (from the corresponding differential cross sections), while
he aggregate effect of soft interactions is simulated in a condensed
anner, by using approximate multiple scattering theory. Hard and

oft interactions refer to events in which the energy loss and/or the
ngular deflection of the transported particle are, respectively, above
r below certain cutoff values. The angular deflection and the lateral
isplacement due to the multiple soft interactions that occur in a path
ength between consecutive hard events are simulated by using the
andom-hinge method, which consists in dividing each step in two
egments of random length. The artificial hinge event occurs at the
nd of the first segment where the particle changes its energy and
irection of movement according to adequate energy-loss and angular
istributions (Fernández-Varea et al., 1993). The energy cutoffs, 𝑊cc
nd 𝑊cr , are chosen by the user, who must also set the absorption
nergies, 𝐸abs, of the various particles in each material. The angular
utoff is determined by the program in terms of the user-defined
racking parameters 𝐶1 and 𝐶2 (which are dimensionless and may take
alues between 0 and 0.2) through an energy-dependent relation. The
3

Table 3
Values of the simulation parameters adopted in penh
for the tracking of electrons, positrons, photons,
protons, and neutrons .

photons 𝐸abs 5 × 104 eV

electrons / 𝐸abs 5 × 104 eV
positrons 𝐶1 0.1

𝐶2 0.1
𝑊cc 5 × 104 eV
𝑊cr 5 × 104 eV

protons 𝐸abs 2 × 106 eV
𝐶1 0.01
𝐶2 0.01
𝑊cc 2 × 106 eV

neutrons 𝐸abs 2 × 106 eV
𝐶1 0.0
𝐶2 0.0
FNABS 1.0

larger the values of 𝐶1 and 𝐶2, the larger the deflection cutoff; in the
limit 𝐶1 = 𝐶2 = 0 the simulation of elastic collisions becomes purely
detailed (i.e., nominally exact). The values of the simulation parameters
adopted in the present penh simulations are listed in Table 3 and are the
same for all considered materials.

A feature specific of penh is that elastic cross sections are simulated
by means of numerical differential cross sections that account for the
finite size and structure of the nucleus (obtained from partial wave
calculations with an optical-model potential for collisions with the
bare nucleus) and for the effect of screening of the nuclear charge by
the atomic electrons (described by a correction factor derived from
the eikonal approximation for a realistic electronic distribution). That
is, the tracking in penh is based on numerical differential cross sec-
tion tables; the accuracy of those tables determines the reliability of
simulation results.

The proton angular distributions needed to determine the charac-
teristic angles were tallied by scoring the polar direction angle of the
trajectories of protons that are transmitted through the target slab.

2.2.2. fluka
We have also performed simulations with the CERN code fluka

(version 4.1.1) (Boehlen et al., 2014; Battistoni et al., 2015). This
code implements a condensed (class-I) tracking algorithm for charged
particles, i.e. each particle trajectory is simulated as a succession of
steps and the effect of elastic collisions along each step is described by
an original implementation of multiple scattering, based on the Molière
theory of MES (Ferrari et al., 1992). The description of electronic
energy losses is based on a statistical approach developed by Fassò
et al. (1997) that describes the mean energy loss along each step and its
fluctuations about the mean. Hadron-nucleus interactions are simulated
by using the algorithm PEANUT (Pre-Equilibrium Approach to NUclear
Thermalization), which implements a model based on the Glauber for-
malism and permits the estimation of elastic, quasi-elastic and inelastic
hadron-nucleus collision in a satisfactory way up to energies of the
order of tenths of a TeV (Fassò et al., 2003).

To prepare the input files and to run fluka, we used the FLAIR
Graphical User Interface (version 3.1) (Vlachoudis, 2009). Similarly to
penh, and in contradistinction to topas/Geant4, fluka does not allow
to change the physics models used in the simulation, but it permits
enhancing their precision level in certain stages. In the present simu-
lations we used the DEFAULTS card, which activates the PRECISIOn
mode. Also, the USRYIELD card was activated to score a double-
differential particle yield around an extended target. From the parti-
cle yield we derived the angular distributions needed to extract the
characteristic angles.
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2.2.3. topas
We also performed simulations with topas (version 3.6), which

raps and extends the Geant4.10.06.p03 Simulation Toolkit (Perl et al.,
012; Faddegon et al., 2020). The default values of the physical charac-
eristics (i.e., the production thresholds, the range cuts for the simulated
articles or the fluorescence) were not modified.

The module G4EmStandardPhysics_opt4 was used to describe
lectromagnetic interactions because it introduces significant improve-
ents over older models (Baumann et al., 2019; Plaza, 2020). The

mall-angle multiple scattering of protons with energies below 500 MeV
as described by using the Wentzel-VI model (G4WentzelModel al-
orithm) (Baumann et al., 2019), while single large-angle scatter-
ng events were simulated by means of the G4eSingleScatteringModel
Ivanchenko et al., 2010; Fuchs et al., 2017). Also the module g4h-
elastic_HP, which allows high precision calculations of hadron elas-
tic interactions, was used. This is particularly important for the slabs
with the largest thicknesses (Schwarz, 2013). In addition, the mod-
ules g4decay, g4stopping, g4ion-binarycascade, and g4h-
phy_QGSP_BIC_HP, the latter modeling the inelastic nuclear interac-
tions, were also considered.

Proton angular distributions were obtained from a phase space file
scored just behind the target, similarly to what was done in penh.

2.3. Comparison with the experimental results

For each experimental situation (proton beam energy, target ma-
terial and slab thickness) the characteristic angles (𝜃MC

0 )𝑖 obtained
rom the Monte Carlo simulations was compared to the corresponding
xperimental value, (𝜃exp0 )𝑖. The degree of agreement was quantified by
eans of the weighted difference:

𝑖 =
(𝜃MC

0 )𝑖 − (𝜃exp0 )𝑖
(𝜎exp𝜃0

)𝑖
, (2)

here (𝜎exp𝜃0
)𝑖 is the uncertainty of the experimental value. It is worth

oting that when the Monte Carlo result exceeds the experimental value
𝜁𝑖 > 0) the simulation will give off-axis absorbed doses higher than the
xperiment. Conversely, when 𝜁𝑖 < 0 the simulated absorbed doses will
e concentrated nearer the beam axis.

Assuming that the experimental data follow the normal distribution
ith mean (𝜃exp0 )𝑖 and standard deviation (𝜎exp𝜃0

)𝑖, characteristic angles
0 such that |𝜃0 − (𝜃exp0 )𝑖| > 5(𝜎exp𝜃0

)𝑖 are expected to be very unlikely.
onsequently, simulated characteristic angles that give 𝜁𝑖 > 5 are

considered to differ significantly from the measurement.
To assess the overall agreement of the results from the Monte Carlo

codes with the experimental data, reduced 𝜒2 values were evaluated
by considering different groups of data consisting of cases with a given
proton beam energy, with the same slab material, or from the same
experiment. The reduced 𝜒2 statistics is defined as

2 = 1
𝑁

𝑁
∑

𝑖=1
(𝜁𝑖)2, (3)

where the index 𝑖 runs over the 𝑁 data included in the comparison
group. Evidently, the smaller the value of 𝜒2, the better the over-
all agreement between Monte Carlo and experimental characteristic
angles.

The uncertainty of each 𝜒2 value was estimated from the statistical
ncertainties of the Monte Carlo results by considering a set of 1000
seudo-data that were generated by sampling the normal distributions
[(𝜃MC

0 )𝑘, (𝜎MC
𝜃0

)𝑘] for each Monte Carlo run and calculating the corre-
ponding 𝜒2 using Eq. (3). The uncertainty of 𝜒2 was obtained from the

distribution of the 𝜒2 values calculated from the pseudo-data set.
To compare with the experimental results, we calculated the relative

ifferences

𝑖 =
(𝜃MC

0 )𝑖
exp − 1 (4)
4

(𝜃0 )𝑖 𝜒
etween Monte Carlo and experimental characteristic angles, as well as
he ranges of these relative differences, their averages

𝛿 = 1
𝑁

𝑁
∑

𝑖=1
𝛿𝑖, (5)

and the average of the absolute values of the relative differences

|𝛿| = 1
𝑁

𝑁
∑

𝑖=1
|𝛿𝑖|, (6)

by considering the data grouped according to the slab composition or
the proton energy. In these equations, 𝑁 is the number of data included
in each comparison group.

All the uncertainties quoted throughout the present work were
rounded to one digit in the decimal part.

3. Results

Fig. 1 shows the 𝜁𝑖 values, obtained from Eq. (2), as functions of the
thicknesses of the target slabs. Results obtained in the comparison with
the data of Gottschalk et al. for 158.6 MeV protons (Gottschalk et al.,
1993) are shown as red circles. Those resulting from the comparison
with the angles quoted by Verbeek et al. for protons with energies of
100, 160 and 220 MeV (Verbeek et al., 2021) are shown as blue, black
and green squares, respectively. The gray bands represent the limits
𝜁𝑖 = ±3 and 𝜁𝑖 = ±5.

For most of the characteristic angles derived from the Monte Carlo
simulations |𝜁𝑖| < 5. The resulting average 𝜁 values are 0.5±2.0 for penh,
1.7 ± 4.0 for fluka, and 0.8 ± 2.6, for topas. About 60% of the 𝜁𝑖 values
are positive (in each of the three codes) indicating that, in these cases,
the Monte Carlo simulations produce angular distributions that show
larger spreads than the experimental ones.

Table 4 lists the cases giving |𝜁𝑖| > 5, within the uncertainty: out
of the 151 experimental data analyzed, we found 5 cases in penh, 23
in fluka and 11 in topas. Interestingly, for 100 MeV protons, there are
no cases with |𝜁𝑖| > 5 for the three codes. In the results from fluka and
100 MeV protons, only three cases (Al with 𝑡 = 8.100 g cm−2 and brass
with 𝑡 = 6.776 g cm−2 and 𝑡 = 8.470 g cm−2) gave |𝜁𝑖| > 3. The largest |𝜁𝑖|
alue for each code (indicated in boldface in Table 4) was found for the
ame target, brass, with 𝑡 = 24.398 g cm−2 and for 158.6 MeV protons.
he large positive values obtained in that case indicate some kind of
xperimental difficulty for that target. It is also worth noting that the
hree codes gave the negative 𝜁𝑖 with the largest absolute value for the
u target with 𝑡 = 10.130 g cm−2 and 158.6 MeV protons: 𝜁𝑖 = −8.5±0.8,
3.9 ± 0.6, and −6.4 ± 0.8 for penh, fluka, and topas, respectively.

It has been argued (Fuchs et al., 2017) that the agreement between
onte Carlo and experimental characteristic angles worsens with in-

reasing thickness. To check whether this feature is confirmed by our
imulation results, the data in Fig. 1 were grouped in 15 thickness
ubintervals, each one containing 10 data (except the first one that
ncluded 11) and the average of the 𝜁𝑖 values in each interval was

calculated. The result is shown in Fig. 2. The fluka values do show
an increasing trend for 𝑡 > 5 g cm−2, reaching the value 𝜁 ∼ 8 in the
last subinterval. The growth of 𝜁 is less pronounced for topas, and even
less for penh that gave |𝜁 | < 2 in all cases. Our results confirm the
claimed worsening in the agreement with experiment when the target
thickness increases beyond a certain value, which is smaller for the
class-II code penh. The thinnest target producing 𝜁 𝑖 > 5 in fluka is brass
with 𝑡 = 4.004 g cm−2, while in penh and topas is Pb with 𝑡 = 0.907 g cm−2

(see Table 4).
Table 5 shows the values of the reduced 𝜒2 statistics obtained by

grouping the data in different ways according to the target composition,
the proton energy, or the experiment. The cases in which 𝜒2 > 10,

ithin the uncertainty, are shown in boldface; there are 4 cases for penh,
5 for fluka, and 7 for topas. When all data available are included, the
2 value obtained for fluka is 4.4 and 2.5 times larger than the values
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Fig. 1. Values of the weighted differences 𝜁𝑖, defined in Eq. (2), as functions of the
target thickness 𝑡. Red circles represent the values obtained for the data of Gottschalk
et al. (1993) for 158.6 MeV protons, and squares are for the data of Verbeek et al.
(2021) for 𝐸p = 100 MeV (blue squares), 𝐸p = 160 MeV (black squares) and 𝐸p =
220 MeV (green squares). Uncertainties (for a coverage factor 𝑘 = 1) are included. The
dark and clear gray bands correspond to the values 𝜁𝑖 = ±3 and ±5, respectively. Results
for (a) penh, (b) fluka and (c) topas are shown. The fluka value for 𝑡 = 24.398 g cm−2

has been divided by 2 to fit on the scale of the figure.

for penh and topas, respectively. For the 158.6 MeV proton beams, there
are two targets, uranium and brass, where all three codes yield 𝜒2 > 10.
In the case of uranium, 𝜒2

f luka is ∼ 3.7𝜒2
PENH and ∼ 1.5𝜒2

TOPAS. In the case
of brass, the fluka 𝜒2 value is roughly 10.1 and 4.8 times larger than
the values obtained with penh and topas, respectively. Precisely, the 𝜒2

value obtained for 158.6 MeV protons in brass are the largest ones for
any data group with the three codes. Notice that results from fluka for
brass produced 𝜒2 values larger than the other two codes.

The various materials studied were also grouped into light and
heavy targets. The group of light materials consisted of the elements
Be, C, and Al, and the compounds lexan, nylon, polysterene, lucite, and
teflon, all of them composed of elements with atomic numbers 𝑍 < 29.
The group of heavy materials included the elements Cu, Zn, Sn, Pb,
and U (all with 𝑍 ≥ 29), and brass. The reduced 𝜒2 values obtained
for various proton energies are shown in Table 6. As in the experiment
by Verbeek et al. (2021) the only heavy material was brass, the rows
‘‘all’’ and ‘‘elementary’’ for 100, 160 and 220 MeV proton beams are
empty.
5

Table 4
List of cases with |𝜁𝑖| > 5 within the uncertainty. The proton beam energies, the slab

thicknesses and the codes are indicated. The 𝜁𝑖 values shown in boldface are the largest
ones for each code .
𝐸p (MeV) target 𝑡 (g cm−2) 𝜁𝑖

penh fluka topas

158.6 Be 17.862 4.9 ± 0.5

20.313 5.0 ± 0.7

Al 13.569 5.3 ± 0.4

Cu 10.130 −8.5 ± 0.8 −6.4 ± 0.8

Pb 0.907 5.2 ± 0.7 8.1 ± 0.7

1.823 4.6 ± 0.5

9.517 3.8 ± 1.2 9.4 ± 1.0 5.7 ± 1.2

17.516 5.5 ± 0.4

20.196 4.9 ± 0.6

22.756 8.0 ± 0.4

U 3.630 5.6 ± 0.8

7.720 5.8 ± 0.8 9.1 ± 0.6 7.9 ± 0.8

13.750 5.5 ± 0.5

17.430 8.2 ± 0.8 4.7 ± 0.6

Brass 4.004 8.0 ± 0.5

5.466 7.0 ± 0.2

8.008 9.5 ± 0.7

10.868 8.9 ± 0.5

21.714 9.6 ± 0.3 4.5 ± 0.5

24.398 𝟏𝟎.𝟏 ± 𝟏.𝟗 𝟑𝟒.𝟎 ± 𝟏.𝟖 𝟏𝟓.𝟑 ± 𝟐.𝟎

160.0 Brass 12.710 5.9 ± 0.3

16.940 7.2 ± 0.4

21.180 5.5 ± 0.3

220.0 Al 29.700 7.0 ± 0.7 6.0 ± 0.9

Brass 16.940 6.0 ± 0.5

25.410 8.3 ± 0.6

33.880 12.5 ± 0.5 6.6 ± 0.7

Fig. 2. Averages of 𝜁𝑖 values obtained by classifying the data in 15 subintervals
spanning the whole 𝑡 range analyzed. Results for penh (black squares), fluka (red circles)
and topas (green triangles) are shown. Uncertainties for a coverage factor 𝑘 = 1 are
displayed as gray bars. The dark and light gray bands correspond to 𝜁𝑖 = ±3 and +5,
respectively.

It is worth pointing out that the 𝜒2 values obtained for light targets
are systematically smaller than those found for the heavy targets in
all data groups. This indicates that the three codes describe multiple
scattering in light materials better than for heavy materials. This trend
was already pointed out by Gottschalk et al. (1993) and Fuchs et al.
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Table 5
Reduced 𝜒2 values, as given by Eq. (3), from the comparison between Monte Carlo
nd experimental characteristic angles for the indicated groups of data. Uncertainties
ere evaluated as described in Section 2.3 with a coverage factor 𝑘 = 1. The values
ith 𝜒2 > 10 within the uncertainty are given in boldface .
Target 𝐸p (MeV) 𝜒2

penh fluka topas

all all 4.2 ± 0.3 𝟏𝟖.𝟔 ± 𝟎.𝟗 7.4 ± 0.5

all 158.6 5.2 ± 0.4 𝟐𝟏.𝟎 ± 𝟏.𝟐 8.4 ± 0.6

Al/Lucite/Brass 100.0/160.0/220.0 1.8 ± 0.2 𝟏𝟑.𝟏 ± 𝟎.𝟓 5.1 ± 0.4

100.0 1.5 ± 0.2 4.7 ± 0.3 2.0 ± 0.2

158.6 𝟗.𝟖 ± 𝟐.𝟎 𝟖𝟑.𝟐 ± 𝟔.𝟔 𝟏𝟖.𝟕 ± 𝟑.𝟐

160.0 1.9 ± 0.2 𝟏𝟎.𝟎 ± 𝟎.𝟔 4.2 ± 0.4

220.0 2.0 ± 0.3 𝟐𝟑.𝟓 ± 𝟏.𝟑 8.7 ± 1.0

Be 158.6 3.2 ± 0.4 6.7 ± 0.7 3.1 ± 0.5

C 158.6 0.8 ± 0.1 2.4 ± 0.3 0.4 ± 0.1

Al all 2.7 ± 0.2 6.8 ± 0.6 4.9 ± 0.6

100.0/160.0/220.0 2.1 ± 0.3 8.8 ± 0.9 5.8 ± 0.9

100.0 1.3 ± 0.4 4.9 ± 0.7 2.0 ± 0.5

158.6 3.6 ± 0.5 3.7 ± 0.5 3.5 ± 0.5

160.0 1.8 ± 0.4 6.8 ± 1.2 3.9 ± 1.0

220.0 3.1 ± 0.6 𝟏𝟑.𝟖 ± 𝟐.𝟎 𝟏𝟎.𝟕 ± 𝟐.𝟐

Cu 158.6 7.5 ± 1.0 1.9 ± 0.4 5.1 ± 0.8

Zn 158.6 0.1 ± 0.1 0.1 ± 0.1 0.2 ± 0.1

Sn 158.6 0.4 ± 0.1 0.8 ± 0.1 1.3 ± 0.2

Pb 158.6 6.2 ± 0.9 𝟏𝟔.𝟕 ± 𝟏.𝟓 𝟏𝟐.𝟗 ± 𝟏.𝟑

U 158.6 𝟏𝟎.𝟒 ± 𝟐.𝟏 𝟑𝟖.𝟒 ± 𝟑.𝟔 𝟐𝟔.𝟎 ± 𝟑.𝟓

Lexan 158.6 0.4 ± 0.1 0.6 ± 0.1 0.9 ± 0.2

Nylon 158.6 1.4 ± 0.2 1.9 ± 0.2 0.9 ± 0.2

Polysterene 158.6 4.3 ± 0.5 2.2 ± 0.3 7.6 ± 0.7

Lucite all 1.1 ± 0.2 1.5 ± 0.2 1.9 ± 0.2

100.0/160.0/220.0 1.2 ± 0.2 1.7 ± 0.3 2.2 ± 0.2

100.0 0.8 ± 0.3 1.4 ± 0.4 1.5 ± 0.3

158.6 0.3 ± 0.2 0.1 ± 0.1 0.5 ± 0.3

160.0 1.6 ± 0.3 1.9 ± 0.4 3.1 ± 0.4

220.0 0.9 ± 0.3 1.7 ± 0.7 1.4 ± 0.4

Teflon 158.6 2.0 ± 0.4 1.9 ± 0.3 1.3 ± 0.3

Brass all 𝟗.𝟐 ± 𝟐.𝟎 𝟗𝟗.𝟏 ± 𝟔.𝟔 𝟐𝟏.𝟕 ± 𝟑.𝟑

100.0/160.0/220.0 2.3 ± 0.4 𝟑𝟑.𝟒 ± 𝟏.𝟓 8.5 ± 0.9

100.0 2.7 ± 0.3 𝟗.𝟗 ± 𝟎.𝟔 2.8 ± 0.3

158.6 𝟐𝟏.𝟗 ± 𝟓.𝟑 𝟐𝟐𝟏.𝟏 ± 𝟏𝟕.𝟎 𝟒𝟔.𝟐 ± 𝟖.𝟑

160.0 2.5 ± 0.5 𝟐𝟔.𝟎 ± 𝟏.𝟓 6.3 ± 0.8

220.0 1.9 ± 0.7 𝟓𝟒.𝟖 ± 𝟑.𝟐 𝟏𝟒.𝟎 ± 𝟐.𝟎

(2017). The ranges of the ratio 𝜒2
heavy∕𝜒

2
light are [0.9; 10.6] for penh,

[2.0; 140.1] for fluka, and [1.6; 17.0] for topas.
The role of nuclear reactions was also investigated by switching

them off and repeating the simulations for the energies and targets of
the experiment of Verbeek et al. (2021). Table 7 shows the 𝜒2 values
obtained by comparing the characteristic angles of the angular distri-
butions found in the simulations including and excluding the nuclear
reactions. As expected because of the proton energies considered, the
effect is rather small, with maximum 𝜒2 values of 0.5 for PENH, 1.6
for fluka and 1.0 for TOPAS.

In the last few years, the experimental data considered in the
present work have been compared to Monte Carlo results by different
authors. Fuchs et al. (2017) carried out a detailed analysis of the results
obtained with the 10.1 and 10.2 versions of Geant4. Specifically they
6

quoted the average values and the ranges of the relative differences d
Fig. 3. Relative differences, 𝛥𝑖, as defined in Eq. (7), between the characteristic angles
quoted by Makarova et al. (2017) for Geant4.10.2 with the Urban (red solid squares)
and Wentzel (black solid triangles) multiple scattering models and those obtained with
topas in the present work, for some of the data from the experiment by Gottschalk
et al. (1993) with 158.6 MeV protons. The gray band indicates the range ±5%.

etween the Monte Carlo characteristic angles and the experimental
nes obtained by Gottschalk et al. (1993).

The results of Fuchs et al. (2017) indicate that the description
f the data improved with the successive versions of the code. The
verage relative differences 𝛿 obtained with topas are compared to those

quoted by Fuchs et al. (2017) in Table 8. The variation intervals of
the relative difference 𝛿𝑖 are also listed. The inclusion of the Wentzel
model for multiple scattering (now the standard model in the Geant4
since version 10.2) produced a relevant improvement in the description
of data. Our results are in good agreement with those of version 10.2;
this is not surprising because, as indicated in Section 2.2.3, the Wenztel
model was also used in the present simulations with topas. We also note
that the results corresponding to the other two codes used (included in
Table 8 for completeness) almost coincide with those of topas, although
the range of differences obtained from fluka is slightly wider.

Makarova et al. (2017) compared the results of two calculations
carried out with Geant4 (v.10.2), by using the Urban and the Wentzel
multiple scattering models, to those obtained within the Molière–Fano–
Hanson theory, for 𝐸p = 158.6 MeV and the material and thicknesses
of the measurements by Gottschalk et al. (1993). They gave the char-
acteristic angles obtained in their calculations for some of the cases
analyzed. The relative differences

𝛥𝑖 =
(𝜃Geant40 )𝑖
(𝜃TOPAS0 )𝑖

− 1, (7)

between the (𝜃Geant40 )𝑖 values corresponding to their calculations and
hose we obtained with topas, (𝜃TOPAS0 )𝑖 are displayed in Fig. 3. In our
imulations, topas generally produces larger values than those obtained
y Makarova et al. and, as a consequence, most of the 𝛥𝑖 values are
egative. The agreement between topas and Geant4-Wentzel results
black solid triangles) is fairly good (|𝛥𝑖| ≤ 5%), although it seems to
orsen with increasing target thickness. topas and Geant4-Urban results

red solid squares) differ more significantly, confirming the observation
y Fuchs et al. (2017) discussed above.

Verbeek et al. (2021) compared their measurements with results
rom simulations with penh and topas, although they did not mention
he versions of the codes used. Their simulation parameters differ from
hose we choose in our simulations, being more stringent than ours. The
|𝛿| values given by Verbeek et al. (2021), for the three target materials
nd the three proton energies, are compared with the averages of the
bsolute values of the relative differences obtained from the present
imulations in Table 9. The reason of our larger uncertainties is that,
hile the data of Verbeek et al. include only the statistical uncertainties
ue to the Monte Carlo procedure, we have also accounted for the
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Table 6
Reduced 𝜒2 values obtained by comparing the Monte Carlo and the experimental characteristic angles after grouping the
targets into light and heavy materials (see the text), elements and compounds, and for different values of the proton energy.
Note that for 100, 160 and 220 MeV the only light elementary target is Al, the only light compound target is lucite and the
only heavy compound target is brass. For these energies no elemental heavy targets were available .
𝐸p (MeV) Targets 𝜒2

penh fluka topas

light heavy light heavy light heavy

all all 2.2 ± 0.1 7.3 ± 0.7 3.8 ± 0.2 41.8 ± 2.2 3.1 ± 0.2 14.2 ± 1.1
elementary 2.7 ± 0.2 6.4 ± 0.5 6.2 ± 0.4 12.5 ± 0.7 3.8 ± 0.3 10.4 ± 0.7
compound 1.7 ± 0.1 9.2 ± 2.0 1.6 ± 0.1 99.1 ± 6.6 2.5 ± 0.1 21.7 ± 3.3

100.0/160.0/220.0 all 1.6 ± 0.2 – 4.8 ± 0.4 – 3.8 ± 0.4 –
elementary 2.1 ± 0.3 – 8.8 ± 0.9 – 5.8 ± 0.9 –
compound 1.2 ± 0.2 2.3 ± 0.4 1.7 ± 0.3 33.4 ± 1.5 2.2 ± 0.2 8.5 ± 0.9

100.0 all 1.1 ± 0.3 – 3.0 ± 0.4 – 1.7 ± 0.3 –
elementary 1.3 ± 0.4 – 4.9 ± 0.7 – 2.0 ± 0.5 –
compound 0.8 ± 0.3 2.7 ± 0.3 1.4 ± 0.4 9.9 ± 0.6 1.5 ± 0.3 2.8 ± 0.3

158.6 all 2.5 ± 0.2 8.8 ± 1.0 3.2 ± 0.2 44.2 ± 2.7 2.7 ± 0.2 15.9 ± 1.5
elementary 2.9 ± 0.3 6.4 ± 0.5 5.0 ± 0.4 12.5 ± 0.7 2.8 ± 0.3 10.4 ± 0.7
compound 2.1 ± 0.2 21.9 ± 5.3 1.6 ± 0.1 221.1 ± 17.0 2.7 ± 0.2 46.2 ± 8.3

160.0 all 1.7 ± 0.3 – 3.8 ± 0.5 – 3.4 ± 0.5 –
elementary 1.8 ± 0.4 – 6.8 ± 1.2 – 3.9 ± 1.0 –
compound 1.6 ± 0.3 2.5 ± 0.5 1.9 ± 0.4 26.0 ± 1.5 3.1 ± 0.4 6.3 ± 0.8

220.0 all 2.0 ± 0.3 – 7.8 ± 1.1 – 6.1 ± 1.2 –
elementary 3.1 ± 0.6 – 13.8 ± 2.0 – 10.7 ± 2.2 –
compound 0.9 ± 0.3 1.9 ± 0.7 1.7 ± 0.7 54.8 ± 3.2 1.4 ± 0.4 14.0 ± 2.0
.
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Table 7
Reduced 𝜒2 values, as given by Eq. (3), for the various groups of data indicated,
rom the comparison between Monte Carlo characteristic angles found in simulations
ncluding and excluding nuclear reactions. The cases considered are those of the
xperiment by Verbeek et al. (2021). Uncertainties are given with a coverage factor
= 1 .
Target 𝐸p (MeV) 𝜒2

penh fluka topas

Al/Lucite/Brass 100/160/220 0.2 ± 0.3 0.6 ± 0.3 0.5 ± 0.3

100 0.2 ± 0.5 0.7 ± 0.7 0.4 ± 0.5
160 0.2 ± 0.4 0.3 ± 0.5 0.6 ± 0.5
220 0.3 ± 0.4 0.9 ± 0.7 0.4 ± 0.4

Al 100/160/220 0.1 ± 0.4 0.7 ± 0.7 0.3 ± 0.4

100 0.1 ± 0.7 0.3 ± 1.1 0.2 ± 0.7
160 0.1 ± 0.6 0.2 ± 0.8 0.5 ± 0.8
220 0.1 ± 0.6 1.6 ± 1.5 0.3 ± 0.6

Lucite 100/160/220 0.3 ± 0.4 0.7 ± 0.5 0.8 ± 0.5

100 0.3 ± 0.7 1.0 ± 0.9 0.6 ± 0.9
160 0.2 ± 0.6 0.3 ± 0.6 1.0 ± 0.9
220 0.4 ± 0.8 1.0 ± 1.2 0.6 ± 0.9

Brass 100/160/220 0.3 ± 0.4 0.4 ± 0.6 0.3 ± 0.5

100 0.2 ± 0.8 0.6 ± 1.1 0.4 ± 1.0
160 0.1 ± 0.7 0.5 ± 0.9 0.3 ± 0.7
220 0.5 ± 0.7 0.1 ± 0.8 0.3 ± 0.7

Table 8
Comparison between the average relative differences 𝛿 ob-

tained by Fuchs et al. (2017) with various versions of Geant4
and those found in the present work, for the data of Gottschalk
et al. (1993). The last column shows the corresponding ranges
of relative differences .

Code 𝛿 (%) Range (%)

Geant4.10.1 4.8 ± 5.5 [-22.7; 8.1]
Geant4.10.1 - Wentzel 0.7 ± 4.8 [-17.9;11.2]
Geant4.10.2 0.6 ± 4.9 [-17.8;10.9]

topas 0.9 ± 4.5 [-15.7;11.6]
penh 0.9 ± 4.0 [-14.5;12.0]
fluka 1.2 ± 4.8 [-18.0;15.0]

variability of the data of each group (by summing up quadratically
the Monte Carlo statistical uncertainty and the standard deviation of
7

Table 9
Comparison of the averages of the absolute values of the relative differences between

Monte Carlo and experimental characteristic angles for the experiment of Verbeek et al.
(2021). Only the Monte Carlo uncertainties are included in the data of Verbeek et al.,

Target 𝐸p (MeV) |𝛿| (%)

penh topas

this work Verbeek et al. (2021) this work Verbeek et al. (2021)

Al 100 2.2 ± 1.4 1.9 ± 0.3 2.7 ± 1.7 2.7 ± 0.3
160 2.4 ± 2.3 3.2 ± 0.3 2.9 ± 2.1 3.0 ± 0.3
220 2.4 ± 2.1 3.1 ± 0.3 3.1 ± 1.9 2.8 ± 0.3

Lucite 100 1.4 ± 1.3 1.2 ± 0.3 2.1 ± 2.0 2.5 ± 0.3
160 2.1 ± 1.6 2.7 ± 0.3 3.0 ± 2.0 3.6 ± 0.3
220 1.9 ± 1.7 2.4 ± 0.3 2.3 ± 2.0 2.8 ± 0.3

Brass 100 6.4 ± 3.3 6.1 ± 0.3 6.5 ± 3.4 7.2 ± 0.3
160 3.6 ± 1.7 2.3 ± 0.3 5.0 ± 2.0 4.0 ± 0.3
220 1.5 ± 1.0 1.1 ± 0.3 3.9 ± 2.0 3.0 ± 0.3

the data in the group). Globally, the trends of the results from the two
works are similar.

Androulakaki et al. (2021) carried out simulations with fluka, phits,
eant4 (v. 10.5.p01) and mcnp6.1. They did not give the numerical
alues of the characteristic angles or the relative differences with
espect to the data of Gottschalk et al. (1993), but showed them only in
raphical form. Although this makes a detailed analysis difficult, their
lotted values are of the same order of those found in the present work
nd in other publications mentioned above.

. Summary and conclusions

We have analyzed the reliability of multiple elastic scattering mod-
ls implemented in the Monte Carlo transport codes penh, fluka, and
opas. Characteristic angles obtained from simulations of the transport
f proton beams with energies between 100 and 220MeV impinging
ormally on slabs of different thicknesses and materials have been com-
ared to available measured values. Quantitative comparisons through
eighted differences, relative differences and reduced 𝜒2 statistics have

been presented.
The weighted differences 𝜁𝑖 between simulation results and experi-

mental data are smaller than 5 in most of the 151 cases studied. Values
of 𝜁 larger than 5 were found only in 5, 23 and 11 cases, for penh,
𝑖
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fluka, and topas, respectively. The 𝜁𝑖 value clearly grows with the target
hickness 𝑡 in case of fluka for 𝑡 > 5 g cm−2; the increase is much less

pronounced for topas and penh.
The magnitude of the relative differences obtained from our cal-

culations are similar to those obtained from similar simulations with
other versions of the codes. It is worth pointing out that in Geant4, and
topas, the Wentzel multiple scattering model produces results in better
agreement with measurements than those from the Urban model.

The reduced 𝜒2 statistics complemented and confirmed the informa-
tion provided by the weighted differences and the relative differences.

Summarizing, the code that better reproduces the experimental
characteristic angles from the measurements by Gottschalk et al. (1993)
and Verbeek et al. (2021) is penh. Topas gives slightly less reliable
results than penh, while results from fluka showed substantially larger
discrepancies.
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