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ABSTRACT 
A preventative approach is crucial for adolescents’ mental well-
being, as problems often arise at a young age. Acceptance and 
Commitment Therapy (ACT) is an evidence-based intervention 
approach used to enhance psychological fexibility, a central factor 
in adolescents’ mental well-being. Conversational interfaces are re-
cently being experimented with in mental health promotion. Their 
conversational style plays a signifcant role in creating meaningful 
experiences to achieve positive intervention outcomes. In this study, 
our objective was to understand adolescents’ expectations of the 
conversational style of a text-based virtual coach being developed 
as part of an ACT-based online program to support intervention 
engagement. We evaluated eight conversation scripts by collecting 
qualitative and quantitative data through an online survey from 
over 200 adolescents. Our fndings provide insights on preferred 
conversational interface features regarding conversational style, 
including language use, artifciality, and empathy in the domain of 
adolescent mental well-being. 
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1 INTRODUCTION 
Adolescence can be a challenging period in life, with substantial 
developments in personal identity, emotional experiences, and so-
cial life [10]. Research has shown that the peak age for the onset of 
any mental health disorder is 14.5 years, and approximately 14% of 
adolescents between 10-19 years of age experience a mental health 
problem [47, 55]. The availability and accessibility of counseling 
services often do not meet the increasing need: a preventative ap-
proach is a vital part of the solution. To complement traditional 
one-on-one counseling services or to provide self-guided preven-
tative support for mental health, digital technology applications 
in the domain of adolescent mental health and well-being have 
become more widespread, including web-based interventions, mo-
bile applications, serious games, and virtual reality applications 
[20, 32]. Web-based interventions to promote adolescents’ mental 
health show promise, but self-guided interventions with no hu-
man support often sufer from low adherence and high dropout 
[20, 32, 52]. 

Text-based conversational interfaces, also called chatbots or con-
versational agents, have a long history in human-computer interac-
tion. Conversational interface refers to a text-based or voice-based 
user interface that allows interaction in natural language based 
on conversational turns, as in human-human communication [35]. 
While conversational interfaces and chatbots have been studied 
as a stand-alone support for adolescents [e.g., 18, 50] with promis-
ing adherence rates [52], they have been proposed as one possible 
solution to also increase user engagement in web-based mental 
health interventions [43, 44]. However, to our knowledge, the role 
of conversational style used in conversational interfaces to promote 
intervention engagement has been less studied in the context of 
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adolescent mental health promotion. A preventative approach also 
appears less studied in the research about conversational agents in 
health context [7]. 

In this paper, we report a study conducted during the develop-
ment phase of a conversational interface, i.e. “a virtual coach”, as a 
component for a guided online psychological intervention. Youth 
Compass is a structured and interactive web-based intervention 
program developed to support adolescent psychological fexibility 
and well-being by taking the participants through exercises and 
activities over fve weeks. The content is based on Acceptance and 
Commitment Therapy (ACT), an evidence-based psychological ap-
proach stemming from Cognitive Behavioral Therapy (CBT), where 
acceptance and mindfulness-based techniques are used together 
with commitment and behavior change strategies [25, 26]. The aim 
of the program is to promote psychological fexibility by teach-
ing life skills to young people and helping them deal with various 
challenges and demands of everyday life. Psychological fexibility 
refers to the ability to commit to values-based actions and to accept 
inner experiences, that research has shown to be crucial factors 
in preventing and alleviating mental health issues and supporting 
psychological well-being among children and adolescents [15]. 

The present study addresses the following research question: 
“How do adolescents evaluate the conversational style related features 
of a conversational interface aimed at supporting intervention en-
gagement?” In addressing this question, we provide a deepened 
understanding of adolescents’ expectations of conversational inter-
faces in mental health promotion and prevention. The fndings can 
beneft both designers and researchers who wish to enhance the 
quality of human-computer interaction in the context of promoting 
adolescent mental well-being. 

2 RELATED WORK 
In this section, we present an overview of research on conversa-
tional interfaces for mental health and well-being, including ACT-
based approaches, and cover related work about conversational 
style in conversational interfaces. 

2.1 Conversational interfaces for mental health 
Most psychological web-based interventions worldwide, including 
many of the conversational agents for mental health such as Woebot 
[57] and Wysa [56], are based on Cognitive Behavioral Therapy 
(CBT) [22, 27]. Acceptance and Commitment Therapy (ACT) is a 
“new wave” of CBT and has also been recently used in conversational 
agents, such as Kai.ai [50]. Some conversational agents use several 
diferent treatment modalities. 

Research in conversational agents for mental health has shown 
promising fndings, but mechanisms of action are unclear [19] and 
robust evaluation studies are scarce [7]. A recent review [19] identi-
fed 13 studies in which conversational agents had been used in the 
context of treatment of mental health problems, with most studies 
reporting reductions in psychological distress. However, the infu-
ence of a conversational agent’s design on participant engagement 
or intervention outcomes was not assessed in the reviewed stud-
ies, and the therapeutic basis for the agents varied [19]. Studies 
were also heterogeneous in terms of problems addressed, includ-
ing depression, anxiety, phobia, loneliness, psychological distress, 

and generally improving mental well-being. Similarly, two other 
reviews [1, 49] have noted that while chatbots show potential in the 
delivery of mental health care, their change-promoting mechanisms 
are not well understood. Moreover, most of the studies covered by 
these reviews were conducted with adult populations. 

Few studies have focused on examining user experience and en-
gagement with conversational agents for mental health. Dosovitsky 
et al. analyzed interactions with a text-based mental health chatbot 
called Tess that is composed of 12 modules that utilize multiple 
treatment modalities such as CBT, ACT and psychoeducation to 
support users emotionally [12]. Tess was perceived as useful and 
supportive in a feasibility study conducted with 23 adolescents [48]. 
In the study, the analysis of module use showed that the ACT-based 
values module had the highest time spent by the users, although 
the module was used only by 11% of the users [12]. However, the 
study could not infer reasons for utilization of diferent modules 
of Tess, and the demographics of participants were not collected. 
User experience data collected from 13 adolescents in a one-session 
study of Beth Bot, a CBT-based chatbot for depression, suggests that 
some adolescents fnd mental health chatbots acceptable but that 
chatbots should be able to give personalized responses [11]. Kai.ai 
is a chatbot that has been designed with the broader aim of mental 
health promotion, utilizing ACT as well as adapting tools from pos-
itive psychology [38, 50]. A longitudinal study over a period of four 
months indicated an increase in the well-being of participants, but 
the study did not provide insights into how or why the increase took 
place, and the disengagement from the use of Kai.ai was high [50]. 
Thus, more in-depth research in user experiences and expectations 
of conversational interfaces in the domain of mental well-being is 
warranted. 

In the context of promotion of mental health and well-being, 
only some studies have investigated the experiences of emotional 
support from a chatbot among adolescents. A two-week study of 
the CBT-based Woebot used by 16 participants (16-21 years old) 
focused specifcally on how young people experienced diferent 
types of social support [4], categorized into appraisal, emotional, in-
formational and instrumental support according to House et al. [29]. 
In ACT context, a particularly relevant form of social support is ap-
praisal support that manifests e.g., as feedback, social comparisons 
and afrmations that are relevant for a person’s self-evaluation. 
The fndings of the Woebot study suggest that emotional support 
requires designing a conversational interface to communicate in a 
more humanlike manner than informational or appraisal support 
[4]. 

KIT is a text-based chatbot that has been designed to support 
positive body image among people with eating issues, and its con-
tent is based on psychoeducation, CBT, ACT, and mindfulness [5]. 
In a qualitative online focus group study, it was found that adoles-
cents appreciated KIT’s non-gendered, non-human and cheerful 
appearance, but criticized its lengthy content chunks and formal 
language style [5]. The study also indicated that inserting pictures 
of the chatbot character into the conversation made participants 
feel they were having a conversation with a real ‘someone’, even 
though they were aware that the ‘someone’ was a programmed 
entity. 
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2.2 Conversational style in conversational 
interfaces 

An experimental study by Mariamo et al. [34] addressed specifcally 
the communication style of a mental health chatbot for adolescents: 
the fndings were inconclusive regarding the tone of voice, with 
some participants appreciating the friendly tone that made the 
chatbot more relatable, but some criticizing an ‘overly friendly’ 
chatbot as ‘trying too hard’ [34]. Conferring to the fndings of the 
KIT chatbot study [5], adolescents appear to prefer a conversational 
interface with an informal and friendly tone. In another study about 
a mental health chatbot for young people, it was found that ado-
lescents wanted the chatbot to use adolescent slang [23]. Fadhil 
et al. discovered that using emojis instead of plain text made the 
study participants, mainly young adults, more confdent in shar-
ing information about their mental well-being, but the result was 
inverted when discussing physical well-being [14]. The fndings 
regarding the use of emojis by chatbots for adolescents are mixed, 
as emojis were preferred by adolescents in a study about chatbot 
co-development [23], but negatively perceived in a more recent 
study about chatbot user testing [11]. 

In the domain of adolescent sexual and reproductive health, Rah-
man et al. [40] evaluated a chatbot prototype with adolescents, 
university frst-year students and medical personnel. In terms of 
communication style, adolescents seemed to appreciate the chatbot 
providing authentic information, asking counter-questions from 
them, and giving concise answers. Pragmatic attributes of conver-
sational agents, such as how useful the content is perceived by the 
user, are important factors in conversation design [17]. However, 
the quality of information is not everything: hedonic aspects of 
experience, such as fun and pleasure, are essential to consider when 
designing for user engagement [51]. Interestingly, younger people 
highlighted hedonic aspects more often than older participants in a 
questionnaire study of users’ experiences with chatbots by Følstad 
& Brandtzaeg [17]. 

It is well established that people tend to apply humane char-
acteristics and social rules to computers as with other people in 
real-life social situations, known as the CASA (Computers as so-
cial actors) paradigm [39, 41]. More humanlike is not necessarily 
better when it comes to conversational interfaces: in a study regard-
ing emotional needs of teenagers, the agent’s lack of emotion was 
perceived as benefcial for being a good, non-judgmental listener 
the user could confde in [30]. A study on Vivibot, a chatbot for 
promoting psychological well-being after cancer treatment, had 
similar results among young people in terms of having the bot as 
a non-judgmental listener [21]. In a study by Lucas et al. [33] con-
cerning health screenings, adult participants were more willing to 
self-disclose to a virtual interlocutor: their fear of being evaluated 
was lower than with a human interlocutor. Humanlike features may 
also backfre due to a phenomenon known as the uncanny valley 
where an artifcial agent causes an unpleasant emotional reaction 
due to being very humanlike, but not quite there [36]. However, 
Skjuve et al. [45] found no support that text-based conversational 
agents would likely cause an uncanny valley efect. Moreover, prior 
research indicates that conversational agents that disclose infor-
mation about themselves are better received by users, increasing 
engagement and self-disclosure [6, 31, 33]. In a study by Bickmore 
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et al. [6], participants did not perceive a text-based agent as dishon-
est when it disclosed personal information, even though it could 
not be true for a virtual entity. 

Research suggests that empathy and relational behavior dis-
played by a conversational agent strongly contributes to positive 
user experience in virtual health assistants, helping to build trust 
and rapport [9]. Perception of empathy also contributed to positive 
user experience among young adults in a study concerning Woebot, 
a text-based conversational agent delivering CBT [16]. However, 
displaying empathy in a text-based interface is more difcult with-
out an avatar displaying nonverbal, empathetic behaviors, and must 
rely only on verbal content [9]. In the present study, we investigate 
how adolescents perceive the conversational style of a text-based 
virtual coach in terms of empathy, artifciality, and friendliness, 
among other features. 

3 METHODS 
We conducted a mixed-method questionnaire study in the context 
of an online event aimed at adolescents. We selected eight pre-
generated conversation scripts between a virtual coach and an 
interlocutor from the Youth Compass program in development 
for evaluation. In this section, we describe the participants, study 
procedure, conversation scripts, survey questions and data analysis. 

3.1 Participants 
The main target group of the program is Finnish-speaking ninth-
graders. To reach our target population, we collected the data during 
an online event targeted at students attending the ninth grade 
of Finnish secondary schools in Tampere, Finland. Permission to 
conduct research on adolescent participants was granted by the 
city of Tampere. The participants’ approximate age was 15 years, 
and they attended four diferent secondary schools. Age was not 
collected in the survey as the approximate age of the students was 
known. 

Circa 216 students participated in the study. Of all 419 responses, 
50.6% were from female participants, and 38.4 % from male partici-
pants. The rest were from participants identifed as “other” (2.1%) 
and those who did not share their gender (8.8%). The number of 
individual respondents is approximate due to the nature of the data 
collection: two optional surveys were available for the participants 
to complete each day over the course of the four-day event. A par-
ticipant could choose to complete one of the surveys and skip the 
other, or to complete both surveys. 

3.2 Procedure 
Vaikuta! is an online event that roughly translates to Make an 
impact! from Finnish. The purpose of the event that was repeated 
on four separate days was to allow the participants to familiarize 
themselves with societal activities and to voice their opinions on 
real-life issues. The event was arranged on a digital education 
platform Seppo.io where the students participated by playing a 
game that consisted of completing surveys, creative assignments, 
and sharing opinions. After each activity, the participants were 
rewarded with points counting towards a fnal score in the game. 
The participants had 1.5 hours to play the game, during which they 

https://Seppo.io
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Table 1: Logged-in players, completed surveys, and the response rates. 

Day Logged-in players Responses to Response rate Responses to survey 2 Response rate 
survey 1 

1 14 7 50% 7 50% 
2 101 62 61% 57 56% 
3 70 53 76% 52 74% 
4 117 83 71% 80 68% 

302 205 196 

Table 2: Youth Compass program module themes, conversation script (CS) topics, their descriptions, and the day of the event 
when they were assigned to study participants. 

Module # Module theme CS # CS Topic CS Description Event Day 

1 Values and 1A Goal setting Identifying the user’s values-based goals and 2 
values-based planning values-based action. 
actions 

1 〃 1B Life satisfaction Recognizing what is valuable in daily life 4 
and exploring if changes are warranted. 

2 Acceptance 2A Unpleasant thoughts Acknowledging that experiencing 3 
unpleasant thoughts is a common 
experience. 

3 Defusion: 3A Social media and Social media use and questioning 1 
observing and comparison self-critical thoughts that may arise from 
accepting comparing oneself to others. 
thoughts 

3 〃 3B Social media and Recognizing which social media content 4 
inspiration evokes emotional responses, and if the user 

wishes to seek those things in their personal 
life. 

4 Self-compassion 4A Self-talk Exploring and questioning self-critical 3 
thoughts and attitudes. 

5 Relationships and 5A Academic Noticing perfectionistic strivings and stress 2 
prosocial performance and anxiety related to schoolwork. 
behavior 

5 〃 5B Self-compassion Contrasting compassion towards others and 1 
self-compassion. 

could freely choose the activities they wanted to complete. They 
were not required to complete all the activities. 

According to the event organizer’s guidelines, one activity was 
allowed to take approximately 5 minutes. We designed two surveys 
for each event day, both including one conversation script, alto-
gether eight surveys. They were presented on the Seppo.io platform 
as separate activities: each participant could choose to complete 
one, both, or neither of the two surveys. Each day was dedicated 
to one of the four student groups attending diferent schools. The 
average response rates for the frst and the second survey were 
64.5% and 62%, respectively (see Table 1). 
On the frst day of the event, only one class of students participated 
in the game instead of four classes planned beforehand. This re-
sulted in a signifcantly smaller number of survey respondents on 
the frst day afecting two surveys that were assigned on that day 
(see Table 2). 

Before the event commenced, the frst survey was completed by 11 
respondents, and the second survey by 7 respondents for testing 
purposes to ensure that the questions were understandable, pictures 
appeared correctly, and that the online form was working properly. 
The surveys that were completed before the actual event were 
counted in the total number of 425 completed surveys. Six were 
removed as they were deemed to be duplicates, resulting in 419 
responses. 

3.3 Virtual coach and the conversation scripts 
The virtual coach (VC) of the Youth Compass program is a chat-
bot character named Rami, with a static fox avatar. We selected a 
non-human avatar as a neutrally aligned character was preferred 
in testing with a pilot group of four adolescents. We assumed that 
an animal, such as a fox, would be more neutral than a human 

https://Seppo.io
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character, that could potentially alienate some users due to identif-
able human-like features [cf. 5]. The VC is designed as a rule-based 
conversational interface that allows the user to respond through 
predefned responses. It also allows a limited amount of uncon-
strained input at certain stages of the program. During the data 
collection, the VC was being developed and the current scripts do 
not represent the fnal conversation scripts implemented in the 
online program as the fndings presented in the current paper were 
used to iterate the conversation designs before their technical im-
plementation. 

The purpose of the VC is to guide the users through the exer-
cises and encourage them to complete the program while providing 
appraisal support [cf. 4]. The conversational style of the scripts 
was designed to refect the content and goals of exercises and other 
content already implemented in the online program. The script 
drafts used in the current analyses were developed in an iterative 
manner and at the time of the event we were focused on the conver-
sational style of the VC. For the purposes of this study, we selected 
eight hypothetical, noninteractive conversation scripts (presented 
in Figures 1 to 8 translated from the original language) between the 
VC and an interlocutor. There was no actual interaction between 
the VC and an interlocutor as the scripts were pre-generated. The 
content of the scripts, i.e. the VC responses and the predefned 
responses for the interlocutor, was designed by a group of psy-
chologists at University of Jyväskylä based on ACT. We selected 
the script topics to adequately represent the themes of the Youth 
Compass program in our study. The content of the scripts follows 
the content of the fve modules in the program (see Table 2). The 
themes of the modules are typical in ACT-based programs and ap-
proaches, which promote values clarifcation, value-based actions, 
mindfulness, acceptance, and defusion to increase psychological 
fexibility [15]. Likewise, the individual scripts follow the typical 
content of an individual exercise or task in an online ACT-program. 
The content refects themes that were previously presented in a 
traditional form in the online program, e.g., in the form of a written 
exercise, an audio exercise or a behavioral task. 

3.3.1 Design rationale of the virtual coach’s conversational style. In 
all scripts, the VC’s conversational style was designed to feel as 
natural as possible, as if talking with a real coach. The language was 
aimed to be kept simple and clear to avoid confusion, and to keep 
an informal and colloquial tone for easier relatability. The coach 
sometimes uses emojis to enhance the message. Throughout all 
scripts, the coach was always designed to seem friendly, empathetic 
and non-judgmental toward the interlocutor. To keep the conversa-
tion interesting, the coach sometimes discloses their own personal 
experiences and asks the interlocutor specifc questions about their 
life related to the topic at hand, to make the conversational ex-
change more personal and allow the interlocutor’s self-refection. 
The scripts were all 1-2 turns long to keep them concise for the 
survey. Below, we provide further details of individual conversation 
scripts and the design rationale behind them. 

Goal setting (1A). In 1A, VC is designed as encouraging and 
enthusiastic to support the interlocutor in setting goals and making 
them excited about it. 

Figure 1: Goal setting script (1A). 

Figure 2: Life satisfaction script (1B). 
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Figure 4: Social media and comparison script (3A). 
Figure 3: Unpleasant thoughts script (2A). 

Life satisfaction (1B). In 1B, the goal of the conversational style 
is similar as in 1A, and the VC is aiming to guide the interlocutor 
in exploring their satisfaction with current life situation and to 
provide encouraging praise when the interlocutor says they are 
happy with their life. 

Unpleasant thoughts (2A). In 2A, the VC aims to provide peer 
support to the interlocutor while sharing its own experience of hav-
ing unpleasant thoughts. Hence, the VC’s conversational style is 
designed as slightly moody for the interlocutor to relate to, and per-
haps encourage them to open about their unpleasant thoughts too. 
By providing a comment about everyone having similar thoughts, 
the VC aims to bring up an important point of how common it is 
to have such thoughts, possibly providing relief to the interlocutor. 

Social media and comparison (3A). In 3A, the VC’s conversational 
style is designed as refective, guiding the interlocutor to consider 
their social media use and its infuence on them. 

Social media and inspiration (3B). In 3B, the VC adopts a refective 
and even slightly inquisitive conversational style as it tries to elicit 
information from the interlocutor. 

Self-talk (4A). In 4A, the VC is designed as enthusiastic and 
giving peer support to the interlocutor. With its comment about 
not having to believe one’s own thoughts, it aims to introduce the 
concept of defusion to the interlocutor in a supportive manner. 

Figure 5: Social media and inspiration script (3B). 
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Figure 6: Self-talk script (4A). 

Academic performance (5A). In 5A, the VC is ofering peer sup-
port by sharing its own experiences, and the approach is rather 
distressed as the VC expresses its strong feelings related to the 
topic of academic performance. This is to allow the interlocutor to 
relate to the shared experience and encourage them to share their 
genuine feelings on the topic. 

Self-compassion (5B). Here, the VC aims to provide empathy 
and understanding to the interlocutor regarding the topic of self-
compassion, while using an example on the notion that it is often 
easier to be compassionate toward others than oneself. 

3.4 Survey questions 
Each survey contained an image of one conversation script that was 
evaluated by the participants. Conversation scripts are described 
and displayed in section 3.3. 

To evaluate participants’ expectations regarding the conversa-
tional style of the virtual coach, we collected quantitative data 
with semantic diferential and qualitative data with an open-ended 
question. Semantic diferential is an established and well-validated 
method for measuring the respondent’s perceptions of things and 
concepts [46]. Respondents can indicate their experience of a prod-
uct or a service on a fve or seven-point scale that consists of bipolar 
evaluative dimensions. The participants were guided to read the 

Figure 7: Academic performance script (5A). 

script and then evaluate the VC’s utterances on a fve-point se-
mantic diferential scale across six dimensions: Interesting – Boring, 
Empathetic – Indiferent, Clear – Confusing, Encouraging – Discour-
aging, Friendly – Rude, and Natural – Artifcial. The survey items 
were selected to refect the desired characteristics of the VC and its 
conversational content. A higher numerical value was assigned to 
the positive endpoint of the scale, e.g., 5=Clear and 1=Confusing. 
Cronbach’s Alpha value for the six survey items was � = .882. 

The participants were also asked to elaborate on their impres-
sions of the virtual coach in an open-ended question with the fol-
lowing prompt: “Please elaborate how Rami sounds to you and what 
do you think about Rami’s utterances.” All survey content, responses 
and participant quotations have been translated from Finnish to 
English. 

3.5 Data analysis 
Responses to the semantic diferential were entered into IBM SPSS 
Statistics (Version 28.0.1.0) [53] for descriptive analysis. The frst 
author also conducted a manual sentiment analysis to the open-
ended qualitative evaluations, applying a label of positive, neutral 
or negative to each response containing a valid input. The labels and 
responses were then collated as a list and discussed between three 
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Figure 8: Self-compassion script (5B). 

researchers to reach a common understanding of the expressed 
sentiments, after which it was decided which label to use for any 
given response. A positive label was applied if the participant’s 
response consisted of mostly positive reactions. A neutral label 
was applied if the reactions were ambiguous or contained only 
neutrally aligned reactions. Finally, a negative label was applied if 
the response contained mainly negative reactions. Finally, the frst 
author conducted a qualitative content analysis of the open-ended 
responses to refect the participants’ perceptions of the virtual 
coach’s conversational style. To get acquainted with the data, the 
frst author repeatedly read all the responses to the open-ended 
question and then created the initial codes and categories using 
inductive coding [13]. As the content analysis progressed, the codes 
and categories were revised as needed. To increase the validity of 
the analysis, the participant quotations and the codes and categories 
assigned to them were collated as a list and sent to two other authors 
for cross verifcation. The codes and categories were discussed 
between three researchers in various stages of the analysis to fnd a 
common understanding and select the fnal interpretation. ATLAS.ti 
Windows (Version 22.1.5.0) [54] software was used to assist in 
coding and interpreting the data. 

4 RESULTS 
In this section, we present the results for the quantitative and 
qualitative conversation script evaluations. A total of N=419 survey 
responses were analyzed. We present the results of the semantic 
diferential, sentiment analysis, and the content analysis. 

4.1 Quantitative evaluations of conversation 
scripts 

In the overall semantic diferential results (Figure 9), friendliness 
and artifciality of the VC stood out. Across all conversation scripts, 
the Natural – Artifcial dimension received the lowest mean rating 
of 3.09 (SD=1.14) whereas the Friendly – Rude dimension received 
the highest rating of 3.89 (SD=1.06). 
Self-compassion script (5B) was evaluated as the most interesting, 
encouraging and natural. Social media and comparison (3A) was 
evaluated as the most friendly and clear. Academic performance 
(5A) was rated as the least friendly. Unlike in most of the other 
scripts, female participants found the virtual coach less encourag-
ing than male participants in Academic performance (5A) and 
Unpleasant thoughts (2A). The coach was considered the most 
empathetic in Goal seting (1A). Unpleasant thoughts (2A) was 
rated the least interesting, empathetic, encouraging and natural. 

The highest mean rating for both male and female participants 
was in the Friendly – Rude dimension (3.63 and 4.07 respectively), 
and the lowest rating in the Natural – Artifcial dimension (2.82 
and 3.26 respectively). All dimensions were rated higher by female 
participants. 

4.2 Sentiment analysis of qualitative 
evaluations 

All participant responses to the open-ended question “Please elabo-
rate how Rami sounds to you and what do you think about Rami’s 
utterances.” were analyzed in a manual sentiment analysis where a 
label of positive, neutral or negative was applied to each response 
(see Table 3). 
Sentiment analysis revealed diferences in participants’ reactions 
between various scripts. Also gender diferences were evident. Fe-
male participants had more positive sentiments (45.8%) in their 
qualitative evaluations than male participants (34.8%). Male par-
ticipants also had more negative sentiments (37.3%) than female 
participants (30.2%). 

Conversation scripts Goal seting (1A), Self-talk (4A) and Life 
satisfaction (1B) divided opinions among the participants: female 
participants reacted more positively to them whereas Social media 
and inspiration (3B) was received better by the male participants. 
Goal seting (1A) had the most positive overall response. In re-
sponse to Academic performance (5A), female participants gave 
more negative sentiments (43.5%) than male participants (27.3%). 
Unpleasant thoughts (2A) received the highest number of neg-
ative sentiments (47.2%) as well as the least number of positive 
sentiments (18.9%) among all scripts. See Table 4 for all the results. 

4.3 Content analysis of qualitative evaluations 
4.3.1 Most common impressions. The participants’ qualitative eval-
uations of the virtual coach were coded for further analysis of the 
data. The most often found positive impression (N=71) was related 
to the coach being friendly, nice or approachable, which were all 
placed under the same coding category. The most often found neg-
ative impression (N=69) was related to the coach being artifcial, 
unnatural or robotic. We could also see other concurrences with 
the semantic diferential results, such as natural and empathic (see 
Table 5). 

https://ATLAS.ti
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Table 3: Sentiment analysis labels, their descriptions, example quotations and frequencies. 

Label Description Example quotation Frequency 

Positive 

Neutral 

Negative 

A mostly positive perception of 
the VC 
A neutral or ambiguous 
perception of the VC 
A mostly negative perception of 
the VC 

“Rami sounds friendly and 
encouraging.” (5B) 
“[The VC] tells about things and 
the words are quite okay.” (2A) 
“Rami’s words seem rude and 
indiferent.” 

168 (44.1%) 

80 (21%) 

133 (34.9%) 

Table 4: Sentiment analysis results for each conversation script. 

Conversation script Sentiment: pos N (%) Sentiment: neutral N (%) Sentiment: neg N (%) Missing sentiments 
1A: Goal setting (N=57) 35 (61.4%) 4 (7%) 13 (22.8%) 5 (8.8%) 
Female (N=25) 18 (72%) 2 (8%) 4 (16%) 1 (4%) 
Male (N=29) 15 (51.7%) 2 (6.9%) 9 (31%) 3 (10.3%) 
Other (N=2) 1 (50%) 0 0 1 (50%) 
No answer (N=1) 1 (100%) 0 0 0 
1B: Life satisfaction (N=83) 32 (38.6%) 19 (22.9%) 26 (31.3%) 6 (7.2%) 
Female (N=49) 23 (47%) 11 (22.4%) 12 (24.5%) 3 (6.1%) 
Male (N=27) 5 (18.5%) 7 (25.9%) 13 (48.1%) 2 (7.4%) 
Other (N=2) 1 (50%) 1 (50%) 0 0 
No answer (N=5) 3 (60%) 0 1 (20%) 1 (20%) 
2A: Unpleasant thoughts 10 (18.9%) 17 (32.1%) 25 (47.2%) 1 (1.9%) 
(N=53) 
Female (N=30) 5 (16.7%) 10 (33.3%) 14 (46.7%) 1 (3.3%) 
Male (N=21) 5 (23.8%) 6 (28.6%) 10 (47.6%) 0 
No answer (N=2) 0 1 (50%) 1 (50%) 0 
3A: Social media and 5 (27.8%) 10 (55.6%) 2 (11.1%) 1 (5.6%) 
comparison (N=18) 
Female (N=5) 3 (60%) 2 (40%) 0 0 
Male (N=1) 0 1 (100%) 0 0 
Other (N=1) 0 0 1 (100%) 0 
No answer (N=11) 2 (18.2%) 7 (63.6%) 1 (9.1%) 1 (9.1%) 
3B: Social media and 32 (40%) 14 (17.5%) 26 (32.5%) 8 (10%) 
inspiration (N=80) 
Female (N=48) 19 (39.6%) 9 (18.8%) 15 (31.3%) 5 (10.4%) 
Male (N=26) 12 (46.2%) 4 (15.4%) 7 (26.9%) 3 (11.5%) 
Other (N=1) 0 0 1 (100%) 0 
No answer (N=5) 1 (20%) 1 (20%) 3 (60%) 0 
4A: Self-talk (N=52) 25 (48.1%) 2 (3.8%) 21 (40.4%) 4 (7.7%) 
Female (N=27) 17 (63%) 0 9 (33.3%) 1 (3.7%) 
Male (N=23) 7 (30.4%) 2 (8.7%) 11 (47.8%) 3 (13%) 
No answer (N=2) 1 (50%) 0 1 (50%) 0 
5A: Academic performance 24 (38.7%) 14 (22.6%) 19 (30.6%) 5 (8.1%) 
(N=62) 
Female (N=23) 8 (34.8%) 4 (17.4%) 10 (43.5%) 1 (4.3%) 
Male (N=33) 12 (36.4%) 9 (27.3%) 9 (27.3%) 3 (9.1%) 
Other (N=2) 1 (50%) 1 (50%) 0 0 
No answer (N=4) 3 (75%) 0 0 1 (25%) 
5B: Self-compassion (N=14) 7 (50%) 2 (14.3%) 1 (7.1%) 4 (28.6%) 
Female (N=5) 4 (80%) 0 0 1 (20%) 
Male (N=1) 0 0 1 (100%) 0 
Other (N=1) 1 (100%) 0 0 0 
No answer (N=7) 2 (28.6%) 2 (28.6%) 0 3 (42.9%) 
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Figure 9: Semantic diferential results for each conversation script (CS). 

Table 5: Overview of the most common impressions of the virtual coach in the qualitative evaluation. 

Impression Example quotation Frequency 

Friendly “He sounds nice and friendly.” (5A) 71 
Artifcial “Sounds like a machine.” (2A) 69 
Good wording “Rami’s words were really good.” (3B) 57 
Encouraging “It’s encouraging, but not too enthusiastic.” (1A) 44 
Natural “Rami sounds as if you’re talking with your own friend.” (1A) 42 
Empathic/interested “Rami sounded very empathic.” (3A) 41 
Unempathetic/self-centered “Rami sounds like they don’t care about other people’s afairs, but their 29 

own.” (2A) 
Unhelpful “Rami’s diction is transient and not helpful in any way.” (2A) 25 
Forced “I think Rami’s words are not appropriate, but they seem forced 19 

somehow.” (3B) 

4.3.2 Language use. Table 6 presents the results of the content 
analysis related to the evaluations of language use in the scripts, 
with example quotations. Several participants (N=14) preferred the 
virtual coach to talk in colloquial language, which was mentioned 
most about Life satisfaction script (1B), whereas only two partici-
pants preferred standard language. Some participants (N=9) said 
that the VC is trying to imitate the way young people talk which 
contributed to the perception of artifciality. Remarks related to 
grammar and vocabulary were mostly given by female participants 
(N=11) across all scripts, while only one male participant made such 
a remark. Emojis evoked positive feelings in some and negative in 
a few participants. Too many or too long messages were criticized 
by some participants, especially in Unpleasant thoughts (2A) 
where the coach shares its experiences of negative thinking. In Life 
satisfaction (1B), six participants (N=6) mentioned that the VC 
should have further elaborated its questions by giving more details 

or asking further questions or giving further comments regarding 
the subject of conversation. 

4.3.3 Conversational style. Table 7 presents conversational style re-
sults with example quotations from participants. Goal seting (1A) 
had the most mentions of the coach being empathetic and caring 
(N=14), especially by female participants (40%). Of all participants 
evaluating this script, 19.3% said that the coach seemed interested in 
the conversation. However, four participants (7%) found the VC too 
inquisitive with its questions. The coach’s encouraging approach 
divided opinions in 1A and was also considered artifcial (N=6) and 
even arrogant by one respondent. 
In Life satisfaction (1B), six participants found the coach to resem-
ble an authority fgure such as a teacher or a school psychologist, 
and fve viewed the VC as boring, more than in any other script. 
Another six participants found the coach’s comment “That’s lovely! 
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Table 6: Content analysis results in language use. 

Theme Example quotation Frequency Target scripts 
Colloquial language preferred “Modern vernacular, which is good! Sounds like a N=14 1A (N=1), 1B (N=8, 9.6%), 2A 

lovely normal young person.” (2A) (N=2), 3A (N=1), 3B (N=1), 5A 
(N=1) 

Standard language preferred “I think Rami could have talked a bit diferently. If N=2 1B (N=1), 3A (N=1) 
Rami is trying to help, then standard language 
wouldn’t hurt in that situation. Some words just 
didn’t ft in.” (3A) 

Emoji preferred “I think incorporating emojis such as “<3” and “:)” N=4 1A (N=1), 1B (N=2), 4A (N=1) 
into the text emphasizes friendliness and 
empathy, so it doesn’t seem so rude.” (1B) 

Emoji not preferred “A heart from a bot that cannot feel love is a bit N=2 1A (N=1), 1B (N=1) 
too much.” (1B) 

Grammar or vocabulary not “Rami’s word choices are quite declarative and N=14 1A (N=1), 1B (N=2), 2A (N=3), 
liked generic. Rami sounds friendly, but in the end 3A (N=3, 16.7%), 3B (N=2), 4A 

quite neutral (‘that’s good’, ‘quite a lot’). I think (N=1), 5A (N=2) 
Rami could be even more encouraging with its 
words.” (3A) 

Correct grammar makes the “Too correct grammar in the messages makes the N=2 3A (N=1), 4A (N=1) 
VC seem artifcial or ofcial person sound a little too ofcial.” (2A) 
Messages are too long or too “I don’t like it how the messages are too long and N=4 2A (N=3), 3B (N=1) 
many too many in a row.” (2A) 
Messages are too short “Rami sounds rude and indiferent because his N=2 3B (N=1), 5A (N=1) 

responses are short.” (5A) 
The VC should ask more “Rami sounds good, but I think he should ask N=10 1B (N=6, 7.2%), 2A (N=1), 4A 
subsequent questions for about things more.” (1B) (N=1), 3B (N=1), 5A (N=1) 
elaboration 
The VC is trying to talk like “Sounds exactly like an adult who tries to talk in N=9 1A (N=1), 1B (N=1), 2A (N=3, 
young people youth language, even though there is no such 5.7%), 3A (N=1), 3B (N=2), 4° 

thing these days.” (2A) (N=1) 

<3 Well done. :)" arrogant, too friendly, tacky, or artifcial. For one 
participant it seemed odd that the coach was asking what more 
would the interlocutor want, when the request was to think about 
positive things in life. Another participant also said that the coach 
is trying hard to fnd something negative from the interlocutor’s 
life. 

In Social media and inspiration (3B), 10 participants (12.5%) 
described the coach as forced, inquisitive or aggressive, which was 
the highest among all scripts. One respondent felt that the coach is 
imposing his agenda on the interlocutor. Also in 3B, 13 respondents 
(16.3%) found the coach unhelpful, feeling that he was uncapable of 
providing solutions and even negatively infuencing the interlocu-
tor to compare themselves with others in social media. However, 
fve participants found it helpful when the coach asked questions 
on how to discover and do inspiring things. In Life satisfaction 
(1B), Unpleasant thoughts (2A) and Self-talk (4A) the coach was 
considered unnatural or artifcial by over 20% of all respondents. 
Utterances that seemed poorly worded likely contributed to this 
efect. In 4A, fve participants found the coach’s comment about 
not having to believe one’s own thoughts unhelpful. Similarly, in 
2A, three participants said the coach’s comment “Yup, I feel it’s the 
same with everyone” was unhelpful. Three participants referred to 

the coach’s personal experiences as disingenuous. One participant 
liked the coach’s messaging style in 4A labeling it “robotic”: “This 
was somehow really sweet in all its roboticness! Probably no real hu-
man would send individual statements to another person and ask to 
think about them, but it suits Rami the bot very well.” 

In Academic Performance (5A), the VC shared their academic 
grievances, which many participants disliked: 39.1% of female par-
ticipants labeled the coach as self-centered, unempathetic or indif-
ferent whereas only 3% of male participants did so. It seemed to 
trigger impressions of the coach turning too much attention on 
themself, not being interested in the interlocutor, and even being ar-
rogant or annoying with some of its comments. However, six female 
participants liked the coach’s approach in 5A and two said that the 
coach was successful in giving peer support to the interlocutor. In 
Unpleasant Thoughts (2A) where the coach talks about dealing 
with negative thoughts, 16.7% of female participants considered 
the coach as self-centered whereas only 4.8% of male participants 
did so. Two people specifed that the comment about everyone 
having similar problems made the coach seem unempathetic and 
indiferent towards the interlocutor. 
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Table 7: Content analysis results in conversational style. 

Theme Example quotation Frequency Target scripts 
The VC is empathetic, “Rami is clearly interested. With subsequent questions N=41 1A (N=14, 25.6%), 1B (N=10), 
caring and interested in they show their interest and that they have read the 2A (N=1), 3A (N=1), 3B 
the interlocutor’s afairs messages carefully.” (1A) (N=5), 4A (N=4), 5A (N=6) 
The VC is self-centered, “Rami shouldn’t have praised themself when they didn’t N=29 1A (N=1), 1B (N=3), 2A 
unempathetic or yet know how the other person fares at school. They (N=7), 3A (N=1), 3B (N=2), 
indiferent shouldn’t have said the last comment; I’ve been told the 4A (N=4), 5A (N=11, 17.7%), 

same and it’s really annoying.” (5A) 5B (N=1) 
The VC is encouraging “I think Rami is friendly and encouraging, and he tries N=44 1A (N=10, 17.5%), 1B (N=6), 

to help.” 2A (N=1), 3B (N=12), 4A 
(N=8), 5A (N=3), 5B (N=4, 
28.6%) 

The VC is too inquisitive, “I think Rami sounded like they want to incorporate N=19 1A (N=4), 1B (N=1), 3B 
aggressive or forced these features into the interlocutor’s life by force.” (3B) (N=10, 12.5%), 4A (N=1), 5A 

(N=3) 
The VC is friendly, nice or “Rami sounded friendly and encouraging.” (1B) N=71 1A (N=13), 1B (N=24, 28.9%), 
approachable 2A (N=4), 3A (N=5, 27.8%), 

3B (N=8), 4A (N=6), 5A 
(N=9), 5B (N=2) 

The VC is helpful “[Rami sounds] friendly and very helpful when they N=9 1A (N=2), 1B (N=1), 3B (N=5, 
start to think together with the interlocutor what to do.” 6.3%), 5A (N=1) 
(3B) 

The VC is unhelpful “It’s nice how it gets the young person to ponder, but it N=25 1A (N=1), 2A (N=3), 3B 
also clearly made the person to compare themself to (N=13, 16.3%), 4A (N=5), 5A 
others in social media, which is probably not that good.” (N=3) 
(3B) 

The VC is natural or “Sounds very natural. You wouldn’t even believe that N=42 1A (N=7), 1B (N=11, 13.3%), 
unrobotic the respondent is not a real human.” (1B) 2A (N=4), 3A (N=2), 3B 

(N=9), 4A (N=3), 5A (N=4), 
5B N=2 (14.3%) 

The VC is artifcial, “Sounds a bit like a robot because some of the responses N=69 1A (N=6), 1B (N=17), 2A 
unnatural or robotic were quite weird and didn’t ft to other person’s (N=11), 3A (N=4), 3B (N=8), 

comments. I think Rami could have elaborated.” (4A) 4A (N=13, 25%), 5A (N=8), 
5B (N=2) 

The VC’s personal “Sounds quite artifcial. It’s surprising how much [the N=3 2A (N=1), 4A (N=1), 5A 
experiences are not VC] talks about itself when you would think that it’s a (N=1) 
convincing machine.” (2A) 

5 DISCUSSION 
In this section, we discuss the main fndings of the study, the iden-
tifed issues to consider in future research and design of conversa-
tional interfaces for supporting adolescents’ mental well-being and 
intervention engagement, and study limitations. 

5.1 Main fndings 
The central aim of our study was to examine how adolescents evalu-
ate the conversational style related features of a conversational inter-
face aimed at supporting intervention engagement. Regarding ado-
lescents’ experiences of positive characteristics of the investigated 
conversational interface, we discovered that while friendliness, em-
pathy, and encouraging character are desired features, they can also 
be considered artifcial by some if used in excess. Empathy seemed 
to be a valued characteristic in our text-based virtual coach, even if 

only conveyed verbally without an animated avatar. Participants 
considered the virtual coach empathetic when it showed interest 
in the interlocutor’s afairs by actively commenting and asking 
questions. 

Regarding adolescents’ criticism of the virtual coach, one recur-
ring theme was the perceived artifciality: the reasons mentioned 
included utterances viewed as poorly worded, formal language, 
fawless grammar, unnatural messaging style (such as sending sev-
eral messages in a row) and attempting to imitate the way young 
people talk. The informal and friendly tone of the virtual coach, 
such as the use of colloquial language, was preferred by the par-
ticipants in our study, concurring with results from many other 
chatbot studies [5, 23, 34]. 

Previous research has suggested that self-disclosing conversa-
tional agents are preferred by users [6, 31, 33], but we also saw 
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in our study that not everyone thinks this way: some participants 
perceived the virtual coach’s personal examples as artifcial, as they 
could not be true. A natural and humanlike virtual coach may not 
be something to aim at, as one participant mentioned: “One could 
perhaps notice that it’s a robot, but I don’t know if that’s necessarily 
a bad thing.” Users might be more comfortable with and willing to 
disclose to a virtual agent that does not resemble another human 
too much, as previous research has suggested [33]. These somewhat 
mixed fndings about artifciality bear similarities to the fndings of 
a scenario study that found that adolescents perceived a social robot 
self-disclosing humanlike emotions and experiences as artifcial 
and unnecessary, suggesting that a robot should express itself in a 
way that is appropriate to a non-human [3]. 

The perceived helpfulness of the content may depend on the 
language used: choice of words and sentence formulation might 
not be appropriate for the content that is otherwise considered 
benefcial, and hence the message might get misinterpreted. In many 
instances, participants reported that the virtual coach’s wording 
was somehow of but could not always explain what was wrong: 
again, individual diferences in interpreting the conversational style 
should be considered. The topic of the Unpleasant Thoughts script 
(2A) was acceptance and acknowledging that having unpleasant 
thoughts is a common experience: the wording of the VC might 
have come across in an undesired way as some participants said 
the VC dismissed their problems when he stated that everyone has 
similar issues, perhaps making the statement sound like a cliché. 
Moreover, previous research has shown that users are signifcantly 
more critical of responses framed as coming from a virtual agent 
rather than a human interlocutor, even when the responses are 
identical [37]. 

In Social media and inspiration script (3B), many participants 
found the coach unhelpful, elaborating that it tried to make the inter-
locutor compare themselves to others. However, the VC’s purpose 
was to give another perspective on how to view others’ updates, 
which can often be a reason for social comparison, and turn things 
around for a more positive outlook. Although our study only fo-
cused on conversational style and not on interventional efects, we 
may argue that despite the negative feedback, a positive outcome 
may still ensue: after all, the goal of the program that the VC would 
be a part of is to enhance adolescents’ psychological fexibility and 
experiencing a variety of emotions is part of the process. Similarly, 
in Unpleasant Thoughts (2A), the topic evoked responses that 
perhaps refected the participants’ own frustration, which does not 
indicate that the content per se would be fawed. We can surmise 
that the script content in 2A was not an ideal way to introduce 
the complex topic of accepting one’s unpleasant thoughts, but it 
is possible that the dialogue would be perceived diferently in the 
context of the program, where the topic is addressed with a variety 
of exercises. 

Gender diferences were evident in our fndings: for example, fe-
male participants were more likely to react positively to the virtual 
coach overall. It could be that women are more likely than men to 
give positive feedback in general. In Academic performance (5A) 
where the coach shared his unpleasant feelings regarding pressure 
at school, female participants reacted to the content more negatively. 
It could be that girls are more likely to feel pressure about their 
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grades and academic performance overall than boys [28] and there-
fore relate to the content diferently. Similarly, the VC’s utterances 
in Unpleasant thoughts (2A), were perceived more negatively by 
female participants. In a study concerning gender diferences in 
connotative word processing, it was found that women tend to rate 
negative words more negatively than men, which could at least 
partially explain such results [8]. 

5.2 Directions for future research 
Our fndings indicate several areas of interest for future research 
and development, in which more evidence is needed for the de-
velopment of design guidelines for conversational interfaces for 
adolescent mental well-being. In Table 8, we present potential issues 
to consider when developing the conversational style of conversa-
tional interfaces for supporting adolescents’ mental well-being and 
intervention engagement based on our fndings and prior research. 

5.3 Limitations 
Our fndings should be interpreted considering the limitations of 
the study. First, survey response rates varied from 50% to 76% which 
could mean biased results, as only the most conscientious students 
might have logged in to the game platform to complete the surveys. 
Moreover, the results may not be comparable between conversation 
scripts, since the participants were from diferent schools on the 
diferent days of the event and thus each participant only evaluated 
one or two scripts. 

Participants completed the surveys as part of a game, having a 
short time to answer the questions. They were rewarded for collect-
ing points for each completed task where some of the participants 
might have been eager to complete the survey as quickly as possible 
to accumulate points, not giving full attention and consideration to 
their responses. 

Iversen et al. [24] found that rewards, endorsements and story-
telling can motivate teenagers, but individual motivations vary. In 
our study, participants might have been extrinsically motivated by 
point accumulation, but also by the task itself that provided possi-
bly interesting and stimulating content, and a possibility to make 
an impact on research. However, the short time to answer very 
likely infuenced the depth of the qualitative evaluations, resulting 
in relatively few participants addressing conversational style or 
content in their responses. 

It was not possible for the participants to see what kind of con-
versational content preceded a script or followed it, and what kind 
of other content an online intervention program would have had 
surrounding the conversation. However, we believe that the stand-
alone, noninteractive scripts were sufcient for measuring user 
perceptions since our study focused on evaluating the conversa-
tional style. The conversational interface was designed to have 
predefned responses for the virtual coach as well as for the in-
terlocutor. Hence, the scripts can be said to adequately represent 
possible real conversations with the virtual coach. 

As the focus of this study was on evaluating conversational 
style as a part of the iterative development of a conversational 
interface, the conversation scripts for the study were not designed 
as complete interventional exercises, and they were not situated 
in the context of the online ACT program, but rather presented 
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Table 8: Issues to consider when developing conversational interfaces for supporting adolescent mental well-being. 

Issue to consider Description Rationale 

Showing interest by asking questions Certain actions such as asking questions and Participants found the virtual coach 
about the interlocutor’s life showing interest may add to the perception of empathetic when it asked questions and 

empathy. showed interest in the interlocutor’s 
afairs. 

Appropriate use of emojis Use of emoijs is likely connected to the context and The use of emojis evoked mixed feelings 
may not always be appropriate. in our study. Previous research has similar 

results [23]. 
Avoiding overt inquisitiveness Being too curious or making too many unnecessary Some participants considered the VC 

and consecutive inquiries might seem inquisitive to inquisitive, or even aggressive when it 
some. asked many questions or sent several 

messages in a row. 
Fine-tuning the amount of Too much encouragement in the messages can Encouraging messages were mostly 
encouragement backfre. positively regarded, but excessive 

encouragement was seen as “motherly” or 
even arrogant. 

Whether the conversational agent Conversational agents are virtual entities that The VC’s personal experiences were seen 
should have “personal experiences” cannot have personal experiences. Thus, when as disingenuous by some participants, 

designing personal experiences, they might need to even though previous studies show 
be believable for an artifcial agent to have. mainly positive response [6, 31, 33]. 

Artifciality can be considered It might be acceptable, sometimes even preferable, In certain cases within our study, 
appropriate for a virtual coach to seem artifcial instead of artifciality was perceived positively, a 

human-like. fnding that is also supported by previous 
research. [21, 30] 

Avoiding cliché-like expressions Instead of generic and overused phrases, it might Phrases perceived as generic and/or 
especially when providing be better to keep it personal and original. overused evoked negative reactions in 
encouragement some participants. 
Using colloquial language but not Using formal language can make the agent seem Colloquial language was preferred by the 
trying to imitate young people’s way artifcial. “Youth language” produced by an adult participants in our study as well as in the 
of speaking can be seen as artifcial too. KIT chatbot study by Beilharz et al. [5] 
Gender diferences It might be benefcial to customize the E.g., female participants paid more 

conversational style for male and female users as attention to grammar mistakes. Some 
they may react to it diferently. content divided opinions between male 

and female participants, such as in scripts 
2A and 5A. 

Being concise with message Users seem to prefer concise messages. Lengthy content chunks were criticized 
content especially when discussing by participants in our study as well as in 
more sensitive topics the KIT chatbot study by Beilharz et al. 

[5] 

as stand-alone scripts. Thus, the generalizability of the fndings 
is limited, and the fndings should be interpreted in the general 
context of the design of engaging conversational interfaces for 
adolescents’ mental well-being. 

Qualitative evaluations might have been infuenced by the se-
mantic diferential dimensions that preceded those evaluations as 
many participants used the same words to describe their impres-
sions of the virtual coach. 

6 CONCLUSION AND FUTURE WORK 
This study contributes to the knowledge of conversational interface 
design for enhancing adolescents’ intervention engagement as a 
part of a preventative approach to mental health. We conducted a 

quantitative analysis of the participants’ evaluations of the conver-
sational style used by the virtual coach in a selection of conversation 
scripts under development from the Youth Compass program. We 
also did a qualitative content analysis of participants’ evaluations 
to reach a fuller understanding of their expectations. The overall re-
sponse toward the virtual coach was positive, but we also discovered 
interesting themes regarding the conversational style that would 
warrant future research, including gender and personality-related 
diferences in user preferences. It is known from prior research that 
users prefer computer systems that match their individual person-
ality traits, such as extroversion and introversion [41]. Our results 
also suggest individual diferences in conversational style prefer-
ences, so personality-adaptive conversational agents might be the 
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best way forward, as previous research has implicated [2, 42]. The 
results of this study and the proposed directions for future research 
can be utilized when planning further studies and designing the 
conversational style of conversational interfaces for adolescents, 
especially in the context of mental well-being. 
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