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Abstract
What algorithm to choose for customer segmentation? Should you use one algorithm or many? How many customer segments 
should you create? How to evaluate the results? In this research, we carry out a systematic literature review to address such 
central questions in customer segmentation research and practice. The results from extracting information from 172 relevant 
articles show that algorithmic customer segmentation is the predominant approach for customer segmentation. We found 
researchers employing 46 different algorithms and 14 different evaluation metrics. For the algorithms, K-means clustering 
is the most employed. For the metrics, separation-focused metrics are slightly more prevalent than statistics-focused metrics. 
However, extant studies rarely use domain experts in evaluating the outcomes. Out of the 169 studies that provided details 
about hyperparameters, more than four out of five used segment size as their only hyperparameter. Typically, studies generate 
four segments, although the maximum number rarely exceeds twenty, and in most cases, is less than ten. Based on these find-
ings, we propose seven key goals and three practical implications to enhance customer segmentation research and application.

Keywords  Customer segmentation · Machine learning · AI · Algorithms

Introduction

Business success depends on understanding customers and 
their needs. A key method to achieve this is customer seg-
mentation, i.e., dividing individual customers into groups 
based on their similarities and differences (Cooil et  al. 
2008). As postulated by Punj and Stewart (1983: 135), “All 
segmentation research, regardless of the method used, is 

designed to identify groups of entities (people, markets, 
organizations) that share certain common characteris-
tics (attitudes, purchase propensities, media habits, etc.)”. 
Customer segmentation, in particular, allows businesses 
to create targeted marketing strategies, improve customer 
experience, and ultimately, increase revenue (Hosseini and 
Shabani 2015; Simões and Nogueira 2022; Spoor 2022). As 
the potential benefits are plentiful, most firms perform cus-
tomer segmentation across industries, irrespective of their 
size (Zhou et al. 2021). With the rise of artificial intelligence 
(AI) and machine learning (ML) technologies (Mustak et al. 
2021), firms are increasingly turning to more advanced AI 
and ML algorithms (we refer to these as AI/ML algorithms 
henceforth; for the reader interested in the conceptual dis-
tinction of these two terms, we recommend reading Kühl 
et al. 2022) to perform customer segmentation. To this end, 
customer segmentation undoubtedly represents a cornerstone 
application of AI for business purposes, as it represents an 
unsupervised learning problem where AI/ML algorithms are 
known to be applicable (Joung and Kim 2023; Ranjan and 
Srivastava 2022). This relationship is illustrated in Fig. 1.

However, at the same time, firms struggle to understand 
these novel AI/ML methods and their implementation in 
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everyday customer segmentation—for example, what algo-
rithm to choose for their given data? Should they use one 
algorithm or many? How many customer segments should 
be created? How to evaluate the results? These motivational 
questions reveal a practical research gap for customer seg-
mentation research. Simultaneously, extant academic 
research lacks a synthesis of how customer segmentation is 
carried out in research studies, in terms of methods, param-
eters, evaluation, and so on—in other words, there is a theo-
retical research gap. Taken together, these two gaps hinder 
the development of the body of knowledge around the prac-
tice and theory of customer segmentation, especially in the 
light of novel AI technologies (the most cited article assess-
ing the use of clustering in marketing, by Punj and Stewart, 
is from 1983, so there is a need for an updated study). It 
becomes harder for firms and researchers to develop better 
approaches, evaluate them, and implement them if we do 
not know adequately well how customer segmentation has 
been done in the past.

We address this knowledge gap by exploring the various 
customer segmentation methods used in business practices 
and then delve into the various AI/ML algorithms used for 
customer segmentation. Therefore, this research emphasizes 
algorithmic approaches to study what we term algorithmic 
customer segmentation (ACS). The central premise of our 
treatise is that AI/ML methods have become increasingly 
commonplace in marketing, specifically in customer seg-
mentation. However, the extant academic literature lacks a 
holistic view of how customer ACS is done. Offering such 
a view is valuable for scholars (in terms of identifying pat-
terns and gaps) and practitioners, as lessons from previous 
work are likely to offer a useful starting point for robust cus-
tomer segmentation while helping to identify novel angles 
for future work in this domain.

Overall, this study aims to increase knowledge of cus-
tomer segmentation research, and, more explicitly, the role 
of algorithms and AI in customer segmentation, toward 
understanding the theory and practice of ACS. In addi-
tion, based on our analysis of the extant literature, we offer 
a detailed and comprehensive agenda for future academic 
inquiry. To this end, we formulate specific research ques-
tions (RQs) that are addressed by a systematic literature 
review (SLR):

•	 RQ1: What algorithms are typically used for customer 
segmentation? To understand ACS, we must familiarize 
ourselves with the different algorithms applied for the 
customer segmentation task in scholarly literature.

•	 RQ2: Does customer segmentation typically use one or 
many algorithms? When many, what algorithms emerge 
in combination? The interaction among different algo-
rithms poses an impactful question, as the field of cus-
tomer segmentation migrates toward interactive systems 
that enable stakeholders to interact with the customer 
segments directly—thus, one algorithm might not be suf-
ficient for more advanced systems (Jung et al. 2018).

•	 RQ3: How many customer segments are typically cre-
ated? There could be two, three, or ten segments—but it 
is unclear what the optimal number of customer segments 
should be. Furthermore, this number will likely vary by 
the dataset in question (Salminen et al. 2022). The cur-
rent body of knowledge lacks systematic insights into 
how many customer segments are created in research, so 
we investigate this RQ.

•	 RQ4: How is customer segmentation typically evalu-
ated? ‘Evaluation’ means determining the quality of an 
algorithmic process; so, how well the customer segmen-
tation worked (Thirumuruganathan et al. 2023). This typ-
ically measures the segmentation algorithm’s ability to 
clearly distinguish one group of customers from another 
group. As evaluation is an essential part of the customer 
segmentation process, we investigate this RQ.

•	 RQ5: What hyperparameters are used in algorithmic 
customer segmentation? A ‘hyperparameter’ refers to 
a parameter external to the model (Jansen et al. 2021). 
The human (or an automated script) selects the “optimal” 
hyperparameters based on manual viewing or some tech-
nical measure. The most central hyperparameter for cus-
tomer segmentation is the number of segments created 
(i.e., the segment size). However, there could be other 
relevant hyperparameters, which is why we are investi-
gating this RQ.

•	 RQ6: How frequently are subject matter experts used for 
evaluating the customer segments? The quality of cus-
tomer segmentation can be ascertained using both auto-
matic and manual means. ‘Automatic’ implies that the 
decision-making relies on technical metrics. However, 
at least of equal importance is exposing the customer 
segments to human decision-makers, e.g., managers, 
software developers, designers, and others that rely on 
customer segmentation as inputs in their decision-mak-
ing. To this end, it is worthwhile to investigate how these 
stakeholders are involved in the customer segmentation 
process.

Fig. 1   The hierarchy of key concepts in this study. AI is a general 
concept referring to (pseudo-)intelligent algorithms performing tasks 
that require intelligence. Machine learning is an application of AI. 
Unsupervised learning is a type of machine learning, of which clus-
tering is the most common approach. Clustering, when applied to a 
customer dataset, then becomes the customer segmentation task
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Methodology

Overview

We adopt the SLR methodology to discover and analyze 
pertinent existing studies. The SLR process provides a pre-
cise and reliable appraisal of the topic under examination, 
acknowledges existing flaws, and is less biased than typical 
judgment-based evaluations done by professionals in a spe-
cific field. In our approach, we adhered to the review proce-
dure described by Kitchenham et al. (2009) and conducted 
the review in three sequential stages: (a) literature search, 
(b) assessment of the evidence base, and (c) analysis and 
synthesis of the findings.

Literature search

In this study, we have included literature from various busi-
ness domains, for instance, marketing and management. 
Further, as a high degree of relevant knowledge is available 
in the field of computer science, it is worthwhile to pursue 
knowledge developed there while concurrently examining 
its marketing implications (Mustak et al. 2021; Salminen 
et al. 2019). Predominantly, we focus on customer segmen-
tation, not market segmentation. Although these two con-
cepts appear similar, they are not: Market segmentation is 
the process of dividing a market into different subgroups 
of consumers with similar needs, wants, behavior, or other 
characteristics. In turn, customer segmentation is the process 
of dividing customers into groups based on their qualities, 
attributes, and behaviors. So, the former deals with the over-
all market and the latter with the specific, current customer 
base.

To identify relevant literature, we used four prominent 
academic databases: Web of Science (WoS), Emerald 
Insight, ACM Digital Library, and ABI/INFORM Collec-
tion (ProQuest). WoS is the most comprehensive generic 
database, encompassing more than 12,000 high-impact jour-
nals and research articles from more than 3,300 publishers. 
The Emerald Insight and ABI/INFORM Collection (Pro-
Quest) are also similar—as generic databases, they offer a 
collection of many relevant journals and scientific articles. 
The ACM Digital Library is a specialized database focus-
ing on technical disciplines and thus helps uncover the arti-
cles focused on technical aspects of customer segmentation. 
Combined, these four databases offer balanced coverage of 
the existing literature on customer segmentation from mul-
tiple scientific disciplines.

We conducted detailed searches in each of the four data-
bases. We did not want to pre-limit the searches with highly 
specific keywords and narrow terms, which may exclude 
crucial articles, as those articles may address the very same 

topic but use different terms. Rather, to identify a wide range 
of publications that may shed light on customer segmen-
tation, we used only the following keywords: “customer 
segmentation*”, “user segmentation*”, and “audience seg-
mentation*” (‘*’ denotes plural forms) and identified all the 
associated articles. However, in the case of WoS, after the 
initial search, which resulted in 574 entries, we kept articles 
from the fields of business and computer science (as cat-
egorized by WoS) and excluded articles from other fields 
that we deemed outside the scope of this study. These fields 
included, for example, materials science, physics, chemistry, 
or integrative complementary medicine. The specific search 
details, along with the assessment of the evidence base, are 
presented in Table 1.

Assessment of the evidence base

We carried out the article screening in two stages. In the first 
stage, we focused on “hygiene factors” (see Table 2), such 
as removing duplicates, articles with missing information, 
those written in a language other than English, and articles 
published before the year 2000, as we considered the past 
20 years or so to contain most relevant work for our research 
purpose. Figure 2 illustrates the general interest in segmenta-
tion among studies in or related to marketing.

After the first round of screening, we checked the remain-
ing 204 articles based on their contents, i.e., assessing their 
relevance to our research purpose. We found that 32 (15.7%) 
articles were irrelevant to our research purpose (e.g., they 
were literature reviews or did not use empirical data to con-
duct customer segmentation). This reduction left us with 172 
(84.3%) articles, 134 (77.9%) of which contained algorithm-
based approaches to customer segmentation (i.e., represent-
ing ACS), while 38 (22.1%) articles applied non-algorithm-
based customer segmentation (see Fig. 3). In our analysis, 
for RQ1-2 and RQ4-RQ5, we focus on the 134 articles that 
were algorithm-based. For RQ3 and RQ6, we focus on the 
full 172 articles that passed the pre-screening as these RQs 
do not require the articles to be algorithm-based.

Article coding

After the screening, we extracted information from the arti-
cles to address our RQs using a data extraction sheet. The 
information fields were designed to correspond with the RQs 
(see Table 3). The coding was carried out by one researcher, 
with another researcher verifying the quality of the coding 
outcomes by randomly investigating a sample of 20 articles. 
This inspection was carried out successfully and revealed 
that the data was coded following the guidelines in Table 3. 
The results (see Section "RQ2: does customer segmentation 
typically use one or many algorithms?") were obtained by 
carefully reviewing the full-text articles.
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Results

RQ1: What algorithms are typically used 
for customer segmentation?

After a thorough overview of the ACS literature, we identi-
fied 46 different algorithms used for customer segmentation, 
whose usage frequencies are illustrated in Fig. 4.

As can be seen in Fig. 4, K-means clustering is the most 
frequently used algorithm, as it is used 27 times (20.1%) 
in our sample of reviewed literature. Other prominent 
algorithms include variants of K-means clustering with a 
frequency of 10 (7.5%), fuzzy algorithms, and latent class 
analysis models are all used 8 (6.0%) times, respectively. 
The recency-frequency-monetary gain (RFM) and its vari-
ants have been used 6 (4.5%) times, while Self-Organizing 
Maps (SOM) and Genetic Algorithms (GA) have been used 
three times (2.25%) each. Other algorithms, for example, the 
Louvain algorithm, Ward’s algorithm, and hierarchical clus-
tering algorithms have been used two to three times vary-
ingly. Furthermore, some algorithms have only been used 
once, indicating that these approaches may not have been 
thoroughly explored in the context of customer segmenta-
tion. Examples include direct grouping iterative merge and 
consistency-based clustering algorithms, suggesting that 
there is scope for further nuanced research in these areas.

Overall, the results highlight the wide range of algorithms 
available for customer segmentation and the need for further 
exploration and comparison of these methods to determine 
the most effective approach for different business scenarios.

RQ2: Does customer segmentation typically use one 
or many algorithms?

After a thorough overview of the ACS literature, it appears 
that in most cases, researchers have utilized one algorithm 
for customer segmentation (i.e., in roughly 80% of them). 
However, there are also instances where multiple algorithms 
have been combined for more effective results. For example, 
K-means clustering, SOM, and RFM approaches have been 
applied in combination with other approaches (see Table 4).

In general, the employment of multiple algorithms in 
combination may aid in addressing the shortcomings spe-
cific to each algorithm and may also help in the creation of 
more robust and distinct customer segments. Furthermore, 
technical reasons hailing from the domain of applied ML 
can explain the use of multiple algorithms. It is expected 
that AI/ML research studies compare and evaluate multi-
ple algorithms for one task; this involves experimenting 
with combinations of different algorithms and calculating 
the accuracy/performance among them. This is often done 
by conducting an ablation study (Symeonidis et al. 2018). 
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An ablation study is a form of experimental design used 
to study the effect of removing a specific part or feature 
of a model on its overall performance, typically used in 
the field of ML and AI. It can involve removing individual 
components of a larger model or system, a subset of data 

features, or hyperparameters to see how they affect the 
accuracy, cost, and other metrics of the ML model. Simi-
larly, the researchers developing new customer segmen-
tation algorithms are required to demonstrate the value 
of their approach; for this reason, algorithms are often 
compared against one another.

RQ3: How many customer segments are typically 
created?

Our analyses show that various numbers of customer seg-
ments have been suggested/created by researchers based on 
the application area and/or target market and objectives of 
the research (see Fig. 5). Most commonly, researchers have 
suggested/created four customer segments (n = 32, 21.2%). 
On average, researchers created 5.7 segments (SD = 3.9). 
Interestingly, no study produced more than 20 customer 
segments (apart from the outlier study mentioned in Fig. 1 
caption), while the lowest number of segments produced 
was one (in this particular study, the researchers applied a 
decision-rule algorithm to discover the most ideal customer 
type (Lee, J. H. & Park, 2005)). Interestingly, more than half 
(n = 103, 68.2%) of the studies generated between two and 

Table 2   Inclusion/exclusion 
steps applied in the first stage 
of screening, along with the 
number of articles remaining 
after each step

Step Measures taken N Remains

0 INITIATE: Start of screening 479 479
1 MISSING INFORMATION: Remove articles with missing informa-

tion (publication year, source title)
8 471

2 PUBLICATION TYPE: Remove conference proceedings, book chap-
ters, theses, and other non-journal articles

232 239

3 RECENCY: Remove articles published before 2000 5 234
4 DUPLICATES: Remove duplicates 26 208
5 LANGUAGE: Remove non-English articles 3 205
6 DISCIPLINES: Remove articles from the geography discipline 1 204
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Fig. 2   Approximate search results when searching Google Scholar for 
[+ segmentation + marketing]. The results indicate a general increase 
in interest in segmentation among studies in or related to marketing. 
The vertical line (the year 2000) indicates our sample’s cut-off year

Fig. 3   Research process leading 
to article coding. Essentially, 
this took place in four stages: 
Screening, Relevance Assess-
ment, Algorithm Assessment, 
and Data Extraction
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five segments (see Fig. 5). Furthermore, 92.1% of the studies 
generated ten or fewer segments.

Typically, the number of segments is not determined 
beforehand but in a data-driven way (Hiziroglu 2013; Hong 
and Kim 2012), which means determining the segment size 
based on quantitative evaluation metrics (i.e., the number of 
segments is such that best fits the data based on an evaluation 
metric when experimentally varying the segment size). For 
example, the researchers may attempt multiple numbers for 
k where k indicates the number of segments, and then visu-
alize at what number of k the obtained information notice-
ably decreases—the so-called elbow method where elbow 
indicates this decrease (Syakur et al. 2018). So, the number 
of clusters is neither random nor determined a priori, but all 
the reviewed articles used some quantitative metrics/criteria 
to validate or choose the number of segments.

RQ4: How is customer segmentation typically 
evaluated?

In ACS, the evaluation of the customer segments is crucial 
for the effectiveness of the segmentation process. As ACS 
tends to be an unsupervised ML task (where there is no sin-
gle “correct” value for a segment, but instead, the algorithm 
aims to organize the data into groups, i.e., segments), accu-
racy is used more rarely in ACS than in other types of ML 
tasks, including supervised learning tasks such as prediction. 
Hence, there are several measures and criteria that research-
ers have used to evaluate the quality of customer segments. 
Overall, we identified 14 different metrics for evaluating cus-
tomer segmentation outputs, of which six (42.9%) focused 
on statistical indicators and eight (57.1%) focused on dis-
tances and/or similarity calculation (see Table 5). We dis-
cuss the metrics in alphabetical order.

Accuracy (ACC) is used to evaluate the quality of seg-
ments, i.e., how well “unseen” or new members (customers) 
the segmentation algorithm can allocate to the correct seg-
ment (Wu, S. et al., 2021). ACC is typically calculated by 
dividing the number of correct values by the total number 

Table 3   Data extracted from the research articles

ID Information field Possible values RQ

01 ALGORITHM-BASED: Is the article algorithm-based? In other words, does it apply 
algorithms on a dataset about customers or people to create segments of the customers or 
people

Yes/No (Article selection)

02 METHOD: Empirical (E), Conceptual (C), or Other (O) E/C/O (Article selection)
03 ALGORITHMS: Name of the algorithm or algorithms used for customer segmentation (open) RQ1, RQ2
04 SEGMENT SIZE: Number of customer segments created (integer) RQ3
05 EVALUATION: Approach or approaches used for evaluation (open) RQ4
06 METRIC: Evaluation metric or method for the number of segments (open) RQ4
07 HYPERPARAMETERS: Did the study involve other hyperparameters than the number of 

segments? (If “No”, what other hyperparameter(s) were used?)
Yes/No RQ5

08 EXPERTS: Were subject matter experts used for validating the segments? Yes/No RQ6

Fig. 4   Frequency chart for the 
algorithms used. The y-axis 
represents the name of the 
algorithms used for customer 
segmentation, and the x-axis 
shows the frequency, i.e., the 
number of times each algorithm 
has been used in the literature 
for customer segmentation. The 
‘Other’ class contains all the 
algorithms that were used only 
once

K-means Clustering

Variants of K-Means Clustering

K-means Clustering with other algorithms

Fuzzy Algorithm

Latent Class Analysis Model

RFM and Its variants 

Self Organizing Map SOM

Wards algorithm with other algorithms

Genetic Algorithms

Hierarchical Clustering Algorithms

Louvain Algorithm

Other (N = 34)

0 5 10 15 20 25 30 35 40
Frequency
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of predicted values. The use of ACC requires that there are 
‘ground truth’ values or labels against which the predictive 
ability of an algorithm is compared.

The Adjusted Rand Index (ARI) measures the similar-
ity between two segmentations (Xu, X. et al., 2007). The 
ARI considers the random chance that objects between the 
segmentations might be similar. It compares object pairs in 
two sets of segments and computes the difference between 
the observed agreement and the expected agreement under 
random labeling. The value of -1 indicates perfect dissimi-
larity, and + 1 indicates perfect similarity. So, the higher the 
ARI, the more similar the two customer segmentations are.

The Analysis of Variance (ANOVA) test is a statistical 
method used to test the difference in means between two or 
more groups. In customer segmentation, ANOVA can test 
for significant numerical differences in customer character-
istics between the segments (Ballestar et al. 2018; Kashwan 
and Velu 2013).

The Average Clustering Error (ACE) evaluates the aver-
age distance between data points within each segment (Man-
junath and Kashef 2021). The ACE is calculated by taking 
the average of the sum of the distances from each point in 
the dataset to its closest segment center. It indicates how 
well the segmentation algorithm has been able to group 

Table 4   Examples of combining 
customer segmentation 
algorithms

Main algorithms Auxiliary algorithms

K-means clustering RFM and LRFPM (Zhu et al. 2015; Nisan et al. 2022)
K-medoids (Nie et al. 2020)
Semi-Supervised Affinity Propagation (Deng and Gao 2020)
Genetic Algorithm, Artificial Bee Colony, Particle Swarm Opti-

mization (Kuo et al. 2016)
Ward’s method (Güçdemir and Selim 2015; Repschlaeger et al. 

2013)
Expectation Maximization EM (Tsai et al. 2015)

Self-Organizing Maps (SOM) Fuzzy C-Mean (Hiziroglu 2013)
Ward’s method (Yao et al. 2014)
K-means clustering (Hong and Kim 2012; Seret et al. 2015)
Decision Trees (Lee and Park 2005)

Recency Frequency Monetary gain 
(RFM)

Customer Lifetime Value (CLV) modeling (Wong and Wei 2018)
Logistic regression, Decision Tree (Coussement et al. 2014)
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Fig. 5   Number of customer segments created in research articles. 
The numbers are based on 151 articles (87.7% of the total 172) that 
expressed the number of segments created. In the case the research-
ers presented multiple segmentations with different numbers (e.g., 
7, 7, 8), as was sometimes the case when experimenting with multi-
ple algorithms or datasets, we have taken the average of the reported 

numbers and rounded it either up or down based on standard round-
ing rules (e.g., 7, 7, 8 would yield the average of 7.3 which rounds to 
the segment size of 7). Twenty-one articles (12.2%) did not report the 
segment size. Also, we omitted one outlier article from the analysis, 
as the researchers created 1209 and 8984 segments from two datasets, 
respectively (Böttcher et al. 2009)
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points with similar characteristics. If the ACE is low, this 
indicates an effective segmentation algorithm.

The Bayesian Information Criterion (BIC) is a measure 
used for model selection and comparison, including in seg-
mentation (Bhade et al. 2018). To calculate the BIC, the 
log-likelihood of the segmentation model is adjusted by 
penalizing complex models. The BIC score is obtained by 
subtracting the penalty term from the maximum log-likeli-
hood, where a lower BIC value indicates a better-fitting and 
more parsimonious model.

The Calinski-Harabasz Index (CHI) evaluates the separa-
tion between the segments and the compactness within each 
segment (Kandeil et al. 2014). The CHI is calculated by 
comparing the within-segment dispersion to the between-
segment dispersion. A higher value indicates that the seg-
ments are well-defined and that the dataset has been well-
split into distinct segments.

The Davies Bouldin Index (DBI) assesses the similarity 
between the segments based on the distance between their 
centroids (i.e., midpoints). The lower the DBI score, the bet-
ter the segmentation result, indicating that the segments are 
more compact and less scattered (Aryuni et al. 2018). The 
DBI penalizes algorithms that produce segments with a wide 
variety of sizes and shapes, with larger diameters relative to 
the separation between the segments.

The Dunn Index (DI) evaluates the separation between the 
segments and the compactness within each segment (Khaj-
vand and Tarokh 2011). The calculation of the DI is done by 
taking the ratio of the minimum intra-segment distance to 
the maximum inter-segment distance. A higher value indi-
cates that the segments are better separated.

The Fukuyama and Sugeno method (FS) is an approach to 
evaluate segmentation results based on fuzzy sets and fuzzy 
logic. The FS involves assigning membership values to data 
points indicating their degree of belongingness to each seg-
ment. The process incorporates expert knowledge through 

the formulation of fuzzy rules, which guide the decision-
making process. These membership values are then used to 
calculate a validity index, which measures the quality of the 
segmentation by considering their compactness and separa-
tion (Nemati et al. 2018).

The Mann–Whitney rank test (MW) is a non-parametric 
statistical test used to compare the difference in the median 
between two groups. In customer segmentation, the MW 
can be used to test whether there are significant differences 
in customer characteristics between the different segments 
(Jiang and Tuzhilin 2009).

The Silhouette Index (SI) is a metric used to measure how 
well-defined a segment is and how strongly a data point is 
assigned to its associated segment (Dzulhaq et al. 2019). The 
SI ranges from − 1 to 1, with a score of 1 indicating that the 
data point is perfectly matched to its own segment, a score of 
− 1 indicating that the data point is more closely associated 
with another segment, and a score close to 0 indicating that 
the data point does not have a clear segment assignment. 
The SI is calculated by taking the average of the difference 
between the data point’s own segment similarity and the 
lowest segment similarity with the other segments.

The Total Clustering Effectiveness (TCE) is a metric 
used by Lu and Wu (2009). The TCE combines an inter-
cluster correlation indicator and an inner density indicator. 
The numerator represents the sum of densities for two seg-
ments, where a higher value indicates better performance. 
The denominator represents the correlation coefficient 
between the two segments, with a smaller value indicating 
better results. Incorporating both values, a higher TCE indi-
cates better results.

The Validity Index (VI) is a measure that evaluates the 
quality of the segmentation result based on specific criteria 
(Pramono et al. 2019). These criteria can include factors 
such as intra-segment cohesion (compactness), inter-seg-
ment separation, or the overall structure of the segments. 
VIs provide a numerical score or value that indicates the 
goodness of fit of the segmentation solution, with higher 
values suggesting better quality or validity. Different VIs 
employ distinct formulas or methodologies to capture dif-
ferent aspects of segmentation performance.

Finally, the Xie-Beni Index (XBI) is a validity index used 
to evaluate the quality of segmentation results (Munusamy 
and Murugesan 2020). The XBI quantifies the trade-off 
between segment compactness and separation by calculat-
ing the ratio of the sum of squared distances between data 
points and segment centroids to the product of the segment 
compactness and the number of data points. A lower value 
indicates better segmentation with tighter and well-separated 
segments.

A few conclusions can be made. First, the metrics can 
be divided into statistics- and separation-focused met-
rics, with the latter being slightly more typical. Second, 

Table 5   Segmentation evaluation metrics

The acronyms can be found in the body text following the table
1 Deals with correlation
2 Typically relies on separation measurement

Statistics-focused
(compare two or more groups 
using statistical testing or prob-
abilities)

Separation-focused
(calculate distances or similarities 
between items and centroids)

ACC​
ANOVA
ARI
BIC
MW
TCE1

ACE
CHI
DBI
DI
FS
SI
VI2

XBI
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statistics-focused metrics emphasize segment-to-segment 
differences, while separation-focused metrics emphasize low 
intra-segment distance (i.e., compactness) and high inter-
segment distance (i.e., separation). Third, customer segmen-
tation evaluation is centered on using metrics derived from 
clustering practices, rather than using metrics especially 
tailored to customer segmentation, business outcomes, or 
ecological validity.

RQ5: What hyperparameters are used 
for algorithmic customer segmentation?

In ML, a hyperparameter refers to a configuration setting 
(i.e., a numeric value) that is external to the model itself and 
is typically set before the learning process begins (Jansen 
et al. 2021). Unlike model parameters, which are learned 
from the training data, hyperparameters are predefined 
choices (range of values when experimenting with multiple 
hyperparameter values) that affect the model’s performance 
and behavior. These parameters can include things like the 
learning rate, the number of hidden layers in a neural net-
work, or the regularization parameter. Selecting appropri-
ate hyperparameter values is crucial for achieving optimal 
model performance, and it often involves experimentation, 
trial and error, or using techniques like grid search or Bayes-
ian optimization (Jansen et al. 2021).

In our review, out of the 169 studies that offered infor-
mation about hyperparameters, more than four out of every 
five articles (n = 138, 81.7%) applied only segment size as 
a hyperparameter, while less than one out of five (n = 31, 
18.3%) applied additional hyperparameters. In ACS, the 
algorithms may combine technical and business hyperpa-
rameters, with the technical parameters stemming from 
the inputs required by the algorithm (most commonly, the 
number of segments to create, i.e., the segment size and the 
distance measure—how the distance between the segments 
is calculated) to perform its computation and the latter aris-
ing from the particular business scenario the segmentation 
aims to address. For example, Munusamy and Murugesan 
(2020) performed customer segmentation based on the 
Fuzzy C-mean clustering algorithm and defined U matrix 
parameters to make their data compatible with the Fuzzy 
C-mean algorithm.

In contrast, Peker et  al. (2017) formulated a hybrid 
approach for customer behavior prediction and used many 
AI/ML algorithms, including Neural Networks, SVM, 
Decision Tree, and Radial Basis Functions that make use 
of different hyperparameters, for instance, cost, gamma, 
number of hidden layers, weights, number of leaf nodes and 
number of trees, etc. In another contribution, the authors 
formulated a hybrid big data model for analyzing customer 
patterns in an integrated supply chain network (Wang et al. 
2020). They applied Linked Based Bloom Filters (LBF) 

that served as parameter functions directly linked with cus-
tomer segmentation. Liu et al. (2009) formulated a hybrid 
approach for a product recommendation that directly relates 
to customer segmentation. Their proposed approach used 
learning rate, grid structure, and distance normalization as 
hyperparameters.

Although these parameters are not directly linked with 
customer segmentation, they contribute to the overall seg-
mentation process in terms of providing a method for ascer-
taining a technically optimal number (and structure) of the 
segments. In turn, the business parameters aim to provide 
more information about the domain-specific business con-
text. These may include the likes of Length of customer 
involvement (L) and Periodicity (P) that were applied by 
Nemati et al. (2018). Zhu et al. (2015) applied Profitability 
(prof), Accuracy (acc), and lead time as hyperparameters 
that contribute to customer segmentation in demand ful-
fillment of customers in case of supply shortage. Wu and 
Liu (2020) incorporated group preferences and linguistics 
parameters into their Type 2 fuzzy customer segmentation 
models and concluded that these parameters greatly affect 
the customer segmentation task.

Overall, the hyperparameters applied by most articles 
stem from the standard/default hyperparameters used by 
these algorithms in any dimensionality reduction context, 
of which customer segmentation is a special case.

RQ6: How frequently are subject matter experts 
used for evaluating the customer segments?

In this study, we encountered only seven cases (4.1%) where 
subject matter experts were used to evaluate the quality of 
customer segmentation and provide expert opinions. In other 
words, it is a rare, perhaps too rare, practice to invite stake-
holders and subject matter experts to validate the results 
of the customer segmentation process in academic research 
articles. Out of the rare examples that do exist, Nemati et al. 
(2018) formulated a customer lifetime value (CLV) approach 
for prioritizing marketing strategies in the telecom indus-
try. The experts were first asked through a questionnaire 
to provide different parameters for the said tasks. Once the 
segmentation was done, the experts were again consulted 
to evaluate and validate the results. Safari et al. (2016) for-
mulated an RFM-based CLV determination approach that 
performs customer segmentation based on the RFM values. 
To do so, subject matter experts were asked through a ques-
tionnaire, and once the segmentation was carried out, a total 
number of 16 experts expressed their opinions about the 
accuracy of the segments.

Similarly, Sun et  al. (2021) introduced a heuristic 
approach to customer segmentation. The experimental 
results show that the customer segmentation output by 
their proposed method was consistent with the customer 
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segmentation result given by experts. Manidatta et al. (2021) 
introduced an integrated approach for customer segmenta-
tion and evaluated their approach through experiments. They 
collected responses from nine subject matter experts from 
the Indian retail industry regarding their perception of the 
relative importance of four CLV criteria and evaluated the 
weights of each criterion using fuzzy AHP. Transaction data 
for 18 months was analyzed to segment 1,600 customers into 
eight segments using the fuzzy c-means clustering analysis 
technique. The segmentation results of their proposed inte-
grated method were further validated by the nine experts 
from the Indian retail industry.

In another study, Li et al. (2011) formulated an agglom-
erative clustering-based approach for customer segmenta-
tion, and as a result of their proposed approach, the customer 
was segmented into four distinct groups/segments. Subject 
experts validated and evaluated the experimental results for 
customer segmentation by their approach (Li et al. 2011). 
Lee and Cho (2021) formulated a customer segmentation 
approach based on the Leuven algorithm. To verify and vali-
date the segmentation results of their proposed approach, 
they consulted a subject matter expert, and the algorithm 
determined the modularity for ten segments, which was the 
same number of segments identified by the domain expert. 
Warner (2019) conducted a study on audience segmenta-
tion using a survey approach. Before conducting the study, 
a seven-member expert panel was asked to review the instru-
ment and provide their expert opinion on the number of seg-
ments created. The domain expert team validated the audi-
ence segmentation results.

Thus, our analysis indicates that most often, the results 
of customer segmentation (including both algorithmic and 
non-algorithmic customer segmentation research) are not 
validated using external feedback, but the authors tend to 
rely on technical evaluation metrics to justify the quality of 
their work. This practice likely stems from the ML research 
tradition, in which metrics such as accuracy, precision, 
recall, etc., are used to evaluate the performance of an algo-
rithm (Bell 2014; Kühl et al. 2022), rather than “subjective” 
human feedback. However, when they are used, most typi-
cally, multiple subject matter experts participate in evaluat-
ing the created segments.

Discussion

Study highlights

Here, we discuss the highlights of our findings.
We identified 46 different algorithms applied by research-

ers for customer segmentation. This finding highlights not 
only the methodological (algorithmic) plurality within cus-
tomer segmentation studies but also the influence of the 

current AI and ML technologies in this domain, as these 
algorithms overwhelmingly stem from the ML research 
tradition.

Most of the reviewed studies used one segmentation 
algorithm, making multi-algorithm customer segmenta-
tion a minority endeavor. The promise in multi-algorithms 
customer segmentation is that, in theory, it is better able 
to handle the plurality of segmentation criteria and be 
more responsive to organizational requirements for chang-
ing the segmentation parameters with updating business 
requirements.

In ACS, the number of segments is not pre-assigned, but 
it is inductively determined based on quantitative evalua-
tion metrics. On average, researchers create 5.7 customer 
segments per study (SD = 3.9, Mode = 4, Median = 5). So, 
even though creating four segments is the most common, 
the number of segments created varies substantially across 
the reviewed studies. No analyzed study created more than 
20 segments (Min = 1, Max = 20).

Few studies explicitly define the concept of customer seg-
mentation. Instead, the concept is often treated implicitly, 
as “everyone knows what it is”. This conceptual vagueness 
can hinder the development of scientific advances in cus-
tomer segmentation, as ‘customer segmentation’ might not 
be a similar task to other clustering tasks [the (dis)similarity 
of customer segmentation to other clustering tasks remains 
unaddressed in the literature].

Research outlines numerous ‘theoretical’ use cases and 
benefits for customer segmentation. These benefits, ranging 
from pricing to targeting and personalization of offerings 
and messaging, emphasize the central role of customer seg-
mentation as a key business application of AI and ML tech-
nologies. Concurrently, few studies show empirical evidence 
of these benefits in organizational use cases or systems (i.e., 
ecological validity).

There is no one set of customer segmentation criteria, but 
the studies vastly vary in terms of the segmentation criteria 
applied. In fact, no two studies may have a single criterion 
(i.e., customer attribute) in common. This plurality of crite-
ria partially explains the algorithmic or methodological plu-
rality, as different criteria represent different data types that 
require distinct preprocessing and analysis approaches to 
apply the algorithms. Therefore, it is unlikely that we would 
end up in a situation where only one (or even a few) algo-
rithms would cover all use cases for customer segmentation.

Researchers developing novel customer segmentation 
algorithms tend to see customer segmentation as a compu-
tational task. This viewpoint is visible in how algorithms 
are used, studies are structured, and outputs are evaluated. 
Machine learning studies follow a particular paradigm of 
benchmark comparison, which may explain why a large 
portion of literature puts less emphasis on conceptual and 
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theoretical aspects of customer segmentation and instead 
focuses on it as a technical problem or ‘task’.

We identified 14 unique evaluation metrics for the quality 
of customer segmentation, all technical. The many metrics 
are the consequence of multiple algorithms: because the sta-
tistical and mathematical properties of different algorithms 
vary, one metric cannot be applied to evaluate the (internal) 
success of the modeling task. However, it would be valuable 
to have more centralized evaluation metrics for customer 
segmentation success; as the internal evaluation is affected 
by computational specificities, perhaps researchers could 
shift their focus on external (ecological) evaluation metrics, 
focusing on the business outcomes and the customer dynam-
ics of applying customer segmentation rather than the seg-
ments’ creation process.

Business orientation separates customer segmentation 
from other clustering tasks. In addition to ML-dependent 
technical hyperparameters (e.g., number of segments, dis-
tance function), researchers utilize business-specific hyper-
parameters (e.g., length of customer involvement, profit-
ability) for customer segmentation inputs. However, most 
studies reviewed (82%) only applied segment size as the 
hyperparameter.

Considering the historical development of the use of 
clustering in marketing, the post-2000 sample we analyzed 
shows some progress compared to the previous analysis 
made by Punj and Stewart in 1983. Specifically, the research-
ers indicated then that there is a “failure of numerous authors 
in the marketing literature to specify what clustering method 
is being used.” (p. 134). In our more recent sample, this con-
dition does not take place as the authors are more explicit on 
the precise method being used—so, there has been progress 
in the reporting of clustering details in marketing work.

However, our results confirm the fundamental challenges 
of clustering (segmentation) as stated by Punj and Stewart 
(1983): “choice of an appropriate metric, selection of vari-
ables, cross- validation, and external validation” (p. 134). 
As then, these challenges remain topical and fundamentally 
unresolved. There are many metrics to choose from. The 
selection of segmentation variables is arbitrary. Cross-vali-
dation and external validation (ecological validity) are dif-
ficult to execute and thus often omitted. So, the fundamental 
nature of segmentation has not changed with the novel AI 
technologies, at least yet.

Interestingly, there can be seen as a continuation of 
knowledge. That is, the analysis by Punj and Stewart from 
1983 (see their Table 4 on pp. 141–142) indicates K-Means 
as one of the most popular algorithms. Forty years later, 
this algorithm still maintains its position as the leading seg-
mentation algorithm. We can interpret this finding as either 
proof of its superiority in this problem, or as traditionalism. 
However, either way, the conclusion remains that the novel 

AI-based approaches have not been able to replace the “old 
AI” approaches, at least when it comes to K-Means.

In addition to the above highlights, in the following sub-
section, we provide a taxonomy of algorithms for customer 
segmentation.

Central goals and directions for future research

From our review, there are multiple avenues for future 
research to advance customer segmentation research. In the 
following, we outline seven key goals (KG) for future work:

•	 KG01: Providing taxonomies of algorithms and metrics. 
There is a need for conceptual frameworks, classifica-
tions, and taxonomies that help address the undeniable 
plurality of algorithms in the domain of customer seg-
mentation research, which includes at least (a) algorithm 
selection plurality, (b) segmentation criteria plurality, (c) 
hyperparameter plurality, and (d) evaluation metric plu-
rality. Our taxonomy of algorithms for customer segmen-
tation provides a starting point and an example of outputs 
that can help address this gap. We invite other research-
ers to provide conceptual work (not only empirical!) that 
systemically categorizes the extant work on customer 
segmentation. Additionally, consensus on some funda-
mental concepts is much needed—for instance, how can 
‘high-quality’ customer segmentation be distinguished 
from ‘low-quality’ customer segmentation? Should we 
focus on the quality of the process, the quality of the 
evaluation metrics, or the quality of the actual customer 
segments? Propositions (or even discussions) concerning 
these matters are direly needed.

•	 KG02: Providing empirical evidence on customer seg-
mentation outcomes. Based on our literature review, we 
observed that few studies provide an empirical analysis 
of the actual application of ACS in organizations. Algo-
rithmic studies tend to stop at the stage of creating the 
customer segments; their application in companies is 
not explored. On the one hand, this casts shadows on 
whether the potential benefits of customer segmenta-
tion mentioned in the studies are rather hypothetical, or 
whether they can be backed up with empirical evidence. 
Therefore, we encourage researchers to shift their focus 
from creating segments to applying them in firms and 
other organizations. This not only represents an exciting 
research gap but efforts in this regard can help further 
enhance and incentivize research projects on customer 
segmentation, as they would be more strongly linked to 
key performance metrics that firms and other organiza-
tions value. To this end, case studies, field studies, A/B 
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tests, experiments, and longitudinal studies would be 
welcome to address this vast knowledge gap.

•	 KG03: Integrating algorithms into customer segmen-
tation systems. One central direction for segmentation 
research is developing more comprehensive pipelines that 
can handle multiple different data types (i.e., customer 
segmentation criteria of different types) and changing 
business requirements. A key direction in this regard 
would be merging customer segmentation research with 
intelligent systems research (i.e., research that focuses 
on developing systems that can think, reason, and make 
decisions independently, without human intervention, 
interacting with the environment and making decisions to 
optimize quantitative outcomes (Bauer and Dey 2016)) to 
generate and empirically investigate more comprehensive 
customer segmentation systems that stakeholders can 
interact with, not merely isolated attempts of testing how 
‘Algorithm X’ fares with the customer segmentation task. 
Again, this corresponds to our postulation that, based on 
our review, customer segmentation research would ben-
efit from a higher degree of ambition and scope, as the 
current body of work focuses on developing and testing 
algorithms instead of systems.

•	 KG04: Proposing a standardized framework for evalua-
tion. Due to methodological plurality, there is a lack of 
consensus on what constitutes ‘quality’ in customer seg-
mentation. However, the consensus from prior research 
indicates that quality is perceived as models’ internal 
consistency and evaluated using technical performance 
metrics focused on this internal consistency. ACS has 
inherited its evaluation metrics from the ML research 
tradition, essentially adopting the metrics used in other 
clustering and data dimensionality tasks to customer seg-
mentation as well. While we do not deny the merits of 
these technical metrics—they provide useful information 
about the model’s fit with the customer dataset—we call 
for further extensions and contributions to broaden the 
hierarchy of evaluating customer segmentation outputs. 
In addition to technical metrics, we ought to consider 
other metrics as well, such as stakeholder perception 
(“Are these segments useful? How useful?”) and organi-
zational outcomes (e.g., the “ROI of customer segmen-
tation”, i.e., how much does the implementation of cus-
tomer segmentation improve the profit of the company?). 
A more holistic and nuanced, hierarchical way of meas-
uring the quality of customer segmentation would further 
develop the field in academic and practical circles.

•	 KG05: Exploring organizational challenges of cus-
tomer segmentation. Challenges in customer seg-
mentation arise, on the one hand, from organizational 
realities such as culture, capabilities, and individual 
experience and, on the other hand, from technical 
rationale such as data availability, selection of algo-

rithms, and validating the quality of customer segmen-
tation. The organizational aspect of applying customer 
segmentation in decision-making is a clear and present 
research gap. Again, qualitative studies can help gener-
ate rich insights into how customer segmentation algo-
rithms transit into organizational adoption. So, we need 
a more collaborative approach to customer segmenta-
tion research. This means not giving up on developing 
better algorithms, but in addition to that, engaging with 
social science researchers in a pursuit to discover the 
impact of applying these algorithms in the real world. 
Such extension presents an exciting new field of study.

•	 KG06: Providing more critical analyses. Researchers 
typically do not discuss the fundamental limitations 
of using AI and ML in customer segmentation, such 
as the fact that clustering algorithms were not origi-
nally developed for customer segmentation. Questions 
such as “What are the downsides of using AI for cus-
tomer segmentation?” are not asked. Yet, they should 
be asked, as critical analyses can reveal insights into 
transformative improvements in this field. As a start-
ing point for such analyses, we offer some ideas: first, 
the use of algorithms may distance the stakeholders 
from the data, especially if the creation of the seg-
ments is not a participatory process but outsourced to 
a group of analysts/data scientists who will not be part 
of the eventual use of the segments. So, there can be a 
problem of detachment and silos. Second, algorithms 
may cause segmentation to become overly rigid and 
resistant to change, so the same criteria used to group 
customers may not be relevant after a certain amount 
of time. Third, customers may resent being “put into a 
box” and may not appreciate feeling like just another 
anonymous statistic; thus, customer perceptions regard-
ing customer segmentation could be explored. These 
and other negative aspects of ACS should be studied 
much more.

•	 KG07: Making the role of humans explicit. Currently, 
humans play a central role in ACS; they select the algo-
rithms and evaluation metrics, program the experiments, 
interpret the results, and choose final hyperparameter 
combinations. They also evaluate the results and make 
the final judgment of whether an algorithm did a good 
job at the segmentation. Finally, humans apply the seg-
ments in practice and make decisions based on them. 
Yet, we speak of ‘algorithmic customer segmentation’ 
and seem to delegate a lot of responsibility for the seg-
mentation process to algorithms, often obfuscating the 
role of humans. As the field of customer segmentation is 
increasingly reliant on AI to do this work, a vital ques-
tion is, what can AI learn from non-AI-reliant customer 
segmentation? In other words, there is a need to better 
understand human factors in the segmentation process 
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and how these can support or bias the process when co-
existing with algorithms.

Practical implications

There are three main practical implications (PI) for research-
ers and practitioners:

•	 PI01: Segmenting Beyond K-means: Although nearly 
fifty algorithms were identified, k-means or a derivative 
is by far the most popular (27.6%) algorithmic approach 
for customer segmentation. This situation presents an 
opportunity and a need for exploring and comparing 
these algorithmic approaches to determine the most 
effective approach for different business scenarios—ear-
lier research has partially done this (Punj and Stewart 
1983), but not in a completely systematic way and not 
considering business scenarios. To do this comparing, it 
would entail both algorithmic investigation and business 
context research to identify characteristics for different 
business scenarios and how these relate to the selection 
of the best scenarios to address such analysis.

•	 PI02: Sensemaking of the Segments: In addition to inves-
tigating approach algorithms given the attributes of busi-
ness scenarios, there is a general lack of evaluation of 
the resulting segment, with most of the evaluations done 
using technical measures related to the chosen algorithm. 
However, given the algorithmic plurality, this results in 
a plurality of evaluation techniques as well. This calls 
for standard evaluation criteria for customer segments 
extending across the various algorithms. Finally, there 
is a critical and unmet need for evaluating segmentation 
beyond the algorithmic nuances, using broader criteria 
of accuracy, fairness, diversity, or coverage. For these, 
investigations of segmentation hyperparameters would 
most likely be needed.

•	 PI03: Finding the “X” in [Segmentation + X]: The rich-
ness of segmentation criteria implies a nearly infinite 
number of ways of dividing a customer population into 
segments and these segments into sub-segments. Also, 
the segmentation criteria can be modified by adding or 
removing specific criteria at any time. Each of these seg-
mentations offers one view of the segmentation that most 
likely has many possible views. So, which one is correct? 
This question is probably impossible without an ‘X’, i.e., 
some criteria external to the data for which to evaluate 
the segmentation. For this, the segmentation results need 
to be placed within the given business scenario, as dis-
cussed above, and the segments validated using external 
feedback, organizational key performance indicators, or 
achievement of business scenario goals.

Overall, customer segmentation, especially when apply-
ing AI and ML algorithms, is a socio-technical problem. 
In other words, both ‘technical’ (algorithm choice, data 
availability) and ‘social’ aspects (culture, goals) affect the 
success of customer segmentation projects. Therefore, mere 
technical solutions or more sophisticated algorithms are not 
adequate for ensuring successful customer segmentation 
projects. Thus, it is vital to understand customer segmenta-
tion projects as long-term processes that require stakeholder 
buy-in and effective implementation plans (i.e., the segmen-
tation process does not end with creating the segments but 
only begins).

The current body of ACS literature focuses on the tech-
nical application of algorithms but largely omits the role of 
humans in this process, whether the role deals with various 
aspects of using the AI/ML algorithms (i.e., using judgment 
for the hyperparameter selection), evaluating the results, and 
eventually applying the results of ACS. Given the predomi-
nant focus on technical metrics and algorithms, there is a 
need to go beyond these aspects into the realm of inspecting 
the technology’s impact on actual organizations. According 
to our understanding, this can best be achieved by cross-
disciplinary collaboration with social scientists, marketers, 
and other stakeholders who understand the qualitative side 
of customer segmentation and have access to organizational 
performance data. So, while this step of expanding ACS 
research into the realm of application is likely to involve a 
certain exit from the ML paradigm’s “comfort zone”, it is 
a necessary step to establish true scientific progress in this 
domain. Fernández-Delgado et al. (2014) famously asked in 
the context of classification, “Do we need hundreds of clas-
sifiers to solve real world classification problems?” (cited 
3594 times at the time of writing this); we can paraphrase 
this question: Do we really need 46 different customer seg-
mentation algorithms? Given the discrepancy between the 
large number of algorithms and the scarce number of articles 
applying subject matter experts for the evaluation of success-
ful customer segmentation, the answer might be negative.

Study limitations

We did not include articles published before the year 2000 
in our sample. We did not include keywords dealing with 
market segmentation or consumer segmentation (e.g., Kam-
akura and Russell 1989)—conceptually, these are different 
goals, as ‘market’ includes non-customers as well. However, 
it could be interesting to compare the methods and variables 
used in these different segmentation tasks. We leave this for 
future work.
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Conclusion

Customer segmentation has been a major focus in academic 
literature for many years and continues to be one. It is also 
of high value to marketers in industry. However, due to a 
myriad of different approaches, the field suffers from the 
lack of clarity that we aimed to address with this study. We 
found that researchers have used 46 different algorithms 
for customer segmentation. Interestingly, around 80% of 
them utilized a single algorithm for this purpose. On aver-
age, they created about 5.7 customer segments, deciding the 
exact number inductively based on quantitative evaluation 
metrics. Surprisingly, few articles offer empirical evidence 
of the benefits of customer segmentation. Our results point 
the way for future research, as addressing the proposed 
key goals helps successfully develop customer segmenta-
tion algorithms, make sense of the customer segments, and 
evaluate the impact of the segmentation.
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