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Abstract: This thesis presents the current discourses in artificial intelligence ethics and es-

tablishes the relationships between different discourses, topics, and themes. Towards this 

end relevant literature is collected for analysis using a snowballing approach. The collected 

data is structured into a map of citation that is analyzed using discourse analysis as the cho-

sen research method. The results obtained in this thesis indicate that the discourses in AI 

ethics are diverse, containing numerous topics, with both convergent and divergent themes. 

AI ethics can be regarded as encompassing some overarching focal points, as similar topics 

and themes with significant overlap are established in the analysis for this thesis. Focusing 

on discourses revealed the nature and amount of overlap. Conceptualizing the interconnect-

edness of discourses is one of the achieved results. The citation mapping completed for this 

thesis revealed that discourses are largely isolated with publications within discourse pri-

marily referencing and citing other publications in their respective clusters. 
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Suomenkielinen tiivistelmä: Tämä tutkielma käsittelee tekoälyn etiikan nykyisiä diskurs-

seja ja määrittää eri diskurssien, aiheiden ja teemojen väliset yhteydet. Tämän tavoitteen 

saavuttamiseksi tutkielmassa kerätään olennaista kirjallisuutta analyysiä varten lumipal-

lomenetelmän avulla. Kerätty data strukturoidaan viittausten kartaksi, jota analysoidaan 

diskurssianalyysin menetelmällä. Tutkielmassa saavutetut tulokset viittaavat siihen, että 
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tekoälyn etiikan diskurssit ovat moninaisia, sisältäen lukuisia aiheita, jotka ovat temaattisesti 

niin yhteneviä, kuin myös erkanevia. Tekoälyn etiikan voidaan mieltää kattavan joitain 

yhteisiä keskipisteitä, sillä tutkielman analyysissä aiheiden ja teemojen väliltä löydettiin 

limittäisyyttä. Keskittymällä diskursseihin voitiin aiheiden päällekkäisyys ja toistuvuus yli 

diskurssien määrittää. Diskurssien välisten kytkösten käsitteellistäminen on yksi tutkielman 

saavutetuista tuloksista. Viittausten kartoittaminen paljasti diskurssien eristäytyneisyyden, 

sillä tutkimusjulkaisut diskurssien sisällä viittasivat pääasiassa toisiin tutkimusjulkaisuihin 

omien klusteriensa sisällä. 

Avainsanat: Tekoäly, Etiikka, Periaatteet, Diskurssi, Diskurssi Analyysi 
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AS Autonomous System 
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1 INTRODUCTION 

Artificial Intelligence (AI) has been a part of public discourse for ages, and public perception 

of AI has been affected by dystopian depictions in science fiction. Academic discourse on 

AI has changed in the last half century, as the ability to test theoretical possibilities in the 

form of experimental machines has become feasible (Buchanan 2005). Recent advances in 

Machine Learning (ML) and AI have however brought renewed interest in AI and especially 

its impact on society (Paraman and Anamalah 2022). Discourse has shifted from futuristic 

scenarios to how AI is affecting our daily lives. The impact of AI has been on an unprece-

dented scale and presented challenges in diverse areas of social life ranging from labor mar-

kets (Graetz, Restrepo and Nordström Skans 2022) to health care (World Health 

Organization 2021). 

Mainstream adoption of AI based technologies has transferred long-standing philosophical 

debates, pertaining to the ethical aspects and considerations in designing AI systems or Au-

tonomous Systems (AS), from academia to the purview of public discourse and scrutiny 

(Othman 2021). Prominent failures in the governance of AI systems and the ethics of algo-

rithms have resulted in an aura of uncertainty around AI (Brown, Davidovic and Hasan 

2021). Highly publicized failures, as seen in the case of Microsoft’s chatbot becoming ver-

bally abusive after conversing with users on Twitter (Yampolskiy 2019), and the transform-

ative capabilities of AI systems have the potential to polarize future narratives regarding AI. 

The ramifications of such media coverage can be seen in public discourse and shape the 

development and regulation of AI (Ouchchy, Coin and Dubljević 2020). The risks surround-

ing AI are amplified by a lack of understanding of AI systems and their inner workings 

(Curtis, Gillespie and Lockey 2022). 

1.1 Motivation 

The research field of AI ethics is multidisciplinary ranging from philosophical topics per-

taining to artificial general intelligence and machine consciousness to technological topics 

relating to the design of ethical autonomous vehicles. This diverse range of topics contains 
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an abundance of ethical considerations, which has resulted in several initiatives from re-

searchers and practitioners alike to combat these topical challenges (Dignum 2018b). The 

primary outcome of these initiatives has been the issuance and publication of guidelines and 

frameworks for the ethical design, development, deployment, adoption, and decommission-

ing of Autonomous and Intelligent Systems (A/IS). This project towards ethical AI has been 

a combined effort by organizations, governments, companies, and research institutes. Guide-

lines have been issued by for instance IEEE (2019), ACM (2017), Future of Life Institute 

(2017), European Commission (2018) and (2021), IBM (2018), with several studies attempt-

ing to map the principles proposed in these guidelines, as seen in Larsson (2020), Hagendorff 

(2020), Ryan and Stahl (2021). 

The principles advocated for approximately correspond to those highlighted by Jobin, Ienca 

and Vayena (2019) in their mapping of principles and guidelines on ethical AI. The research-

ers found a global convergence on the principles of transparency, justice and fairness, non-

maleficence, responsibility, and privacy in AI ethics guidelines. These results correspond to 

results attained in later studies, as seen in Ryan and Stahl (2021) and Fahmideh, et al. (2022). 

These principles are however interpreted in different ways, requiring a considerable amount 

of ethical analysis and strategies for implementation to support their integration into existing 

practices (Jobin, Ienca and Vayena 2019). 

A principle-based approach, despite its popularity and initial credibility, is concerning in 

some respects as Mittelstadt (2019) argues, an approach to AI ethics based on principles is 

problematic, as it suffers from a lack of specificity. Abstract and vague concepts such as 

beneficence can be interpreted in a myriad of ways. The result of such ambiguity, that is 

seemingly inherent in guidelines created by AI ethics initiatives, is incoherence (Munn 

2022). This property has been built in by design to address the use of AI across varying 

contexts. From a practitioner’s perspective ambiguity presents a challenge, as contested no-

tions of ethical design in guidelines contain inherent disagreements about their normative 

content (Mittelstadt 2019). Thus, the need for high-level all-encompassing principles and 

action-guiding recommendations stand in relative opposition to each other.  
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The problematization of the principle-based approach has revealed inherent deficiencies in 

tackling AI ethics through principles. This has raised questions about the efficacy of pre-

dominantly using principles to guide the development of AI ethics, with its proponents ar-

guing for the merits of high-level principles as guiding forces for the creation of behavioral 

norms and cultural values (Seger 2022). The realization of the inherent shortcomings of the 

principle-based approach could serve as a catalyst for the adoption of alternate approaches. 

Thus, a key issue in this thesis will be determining whether the current discourses in AI 

ethics have shifted away from principles and a marked influx of interest towards other ap-

proaches in recent research can be seen. 

1.2 Research problem 

The amount of literature on AI ethics has increased significantly in recent years (Borenstein, 

et al. 2021). Due to its ubiquitous nature, AI ethics has attracted interest from a diverse field 

of researchers with varying backgrounds and methodological approaches. This multidisci-

plinarity has the potential to obfuscate discourse about the ethics of AI and decrease the 

intelligibility of the research field. As the predominant principle-based approach to AI ethics 

has been scrutinized and received substantial criticism, a pathway for alternate approaches 

has emerged. An overview of the current discourses and issues within AI ethics would po-

tentially alleviate these concerns. Thus, the purpose of this thesis is to research the central 

discourses in AI ethics and examine whether a shift from establishing principles has oc-

curred. The first research question is: 

• What are the current discourses in AI ethics? 

The secondary objective for this thesis is to ascertain whether these discourses constitute a 

coherent field of research with a meaningful amount of interaction or diverge into separate 

topics of interest. Understanding the current state of research in AI ethics requires an analysis 

of these discourses for prevalent topics, themes, and the connections between them. Studying 

the discourses and the interconnectivity between them can reveal whether research has pro-

gressed in a meaningful way or whether alternate approaches towards AI ethics are simply 
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reinventing the wheel. Additionally, this will reveal where future research should be focused. 

Therefore, the second and third research questions are: 

• What are the prevalent themes and topics? 

• How do they relate to each other? 

Through studying these questions, a summary of the current discourses and their relations 

can be created, which in turn can serve as a compass providing clarity and structure for 

researchers and other parties interested in the ethics of AI. 

1.3 Research methods 

This thesis adapts the guidelines for systematic literature reviews by Kitchenham and Char-

ters (2007) and guidelines for snowballing in literature studies advocated for by Wohlin 

(2014) to collect relevant literature for analysis. Snowballing approaches are the preferred 

procedure to conducting literature reviews, when researching topics with varied terminology 

(Wohlin 2014). AI ethics being a novel research field with a substantial amount of concep-

tual ambiguity warrants the use of such an approach. The start set for the snowballing pro-

cedure consists of Mittelstadt’s (2019) paper as it directly relates to the first research ques-

tion, while simultaneously being arguably the most impactful critique of a principle-based 

approach and an influential and cited paper. Additional research literature is collected using 

the snowballing approach. The collected data is visualized as a map of citations and refer-

ences. Chapters 3 and 4 elaborate on the research methods used and describe the research 

process in detail. 

The collected literature is analyzed using Discourse Analysis (DA) as a research method 

with the objective of identifying and studying the main themes and topics in current AI ethics 

discourses. The research method is applied following the methodology advocated for by 

Yazdannik, Yousefy and Mohammadi (2017). DA is a qualitative research method primarily 

used to analyze diverse collections of media in the social sciences and in medical research. 

DA was chosen as the research method for its inductive approach, which enables the study 

of a subject matter with varied and contested theoretical perspectives. The objective of this 

approach is to establish categories of discourses and identify the central themes and topics 



 

11 

 

within the field of AI ethics without them ex ante guiding the research. Previous analyses 

have primarily been either systematic literature reviews or systematic mapping studies, that 

have focused on establishing the current state of research in AI ethics. The upshot of a focus 

on discourses is the discovery of the interconnectedness or separateness of different dis-

courses and topics within AI ethics. Thus, the approach adopted in this thesis can provide 

novel and complementary results to previous analyses. The identified discourses, topics, and 

themes are visualized in chapter 5. 

1.4 Structure of work 

Chapter 2 examines the history of AI and discusses common terminology and their defini-

tions. The chapter introduces popular approaches to intelligent systems and discusses the 

technologies that are commonly regarded as AI. The rest of the thesis will build upon this 

foundation and the discussion in chapter 2 will provide context for the current issues dis-

cussed in later chapters. The chapter progresses into examining the current state of AI ethics 

research with the objective of grounding this thesis in the larger context of the research field. 

The chapter will mainly explore the literature of the 21st century, as the central interests of 

this thesis are the current discourse in AI ethics. 

Chapter 3 introduces discourse analysis and its related theoretical foundations. The research 

method is reviewed in detail by discussing the different schools of thought within discourse 

analysis and their respective approaches and developments. The research process is docu-

mented with critical reflection using relevant literature on methodology. The chapter ends 

with a discussion on the chosen methodology’s relation to discourses in AI ethics. 

Chapter 4 presents the research design and data collection methodology for this thesis. The 

research method used for the literature search is introduced and analyzed. Each phase of the 

process is documented, and the results of these phases are visualized. Relevant literature on 

methodology is used to reflect on the process and design choices made during this thesis. 

Chapter 5 reviews the results of this thesis. The prominent discourses, topics and themes 

identified in the collected data for this thesis are examined in detail. The chapter begins with 
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a general overview of identified discourses and their relationships. Subsequently, particular 

discourses are analyzed with an outline of the articles that are the primary contributors to-

wards the discourse. Each section includes a figure representing the discourse and the articles 

and their relationships that form the discourse. 

Chapter 6 relates the research results to previously obtained results and conclusions drawn 

in the current literature. The impact and validity of the obtained results are critically exam-

ined and reflected on using relevant research literature. The chapter ends with a discussion 

of the limitations in data collection and analysis performed for this thesis. 

Chapter 7 concludes the thesis. The research process and results are summarized with rele-

vant topics for further study being briefly discussed. The chapter provides pathways for com-

plementary and further research, while covering topics that were excluded from this thesis. 
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2 BACKGROUND 

This chapter contains a brief review of AI and its history, which serves as a foundation for 

the discussion of the present-day issues and topics in the ethics of AI. The chapter introduces 

the established terminology related to intelligent systems and approaches that are commonly 

regarded as AI. This context will function as the basis that the rest of this thesis builds upon. 

2.1 Artificial Intelligence 

Colloquially AI is used to refer to computer systems and algorithms exhibiting some manner 

of intelligence and autonomy. There are a multitude of approaches in the research field of 

AI that attempt to create a foundation for the understanding and creation of intelligent sys-

tems (Goertzel and Wang 2007a, 75-76). A prominent approach has been the modelling of 

human problem-solving and the cognitive processes and mental capabilities related to intel-

ligent behavior, which could be represented in computerized models serving as pathways to 

the creation of AI (Korteling, et al. 2021). At the other end of the spectrum attempts to for-

malize intelligence and rationality have also seen prominence (Dobrev 2003). Depending on 

the approach a different focus is chosen, with some researchers studying internal processes 

such as reasoning and others external ones such as behavior (Russell, Chang, et al. 2022, 

19). Artificially intelligent systems can generally be separate into four distinct categories: 

systems that think like humans, systems that act like humans, systems that think rationally, 

systems that act rationally (Kok, et al. 2009). This variety has caused inevitable terminolog-

ical confusion, with a core issue being the definition of intelligence itself (Dobrev 2003). 

This thesis will use the previously discussed categorization, which is based on Russell, et al. 

(2022, 19-22), as the grounding for the discussion on AI. 

Intelligence as its commonly understood refers to the mental or intellectual capability dis-

played by human beings (Bhatnagar, et al. 2018). This perspective intrinsically links intelli-

gence with fidelity to human performance. Viewed in this way, parallels between artificial 

intelligence and human intelligence can be drawn in a self-evident manner. This notion is 

exemplified in the Turing test, which stems from Alan Turing’s (1950) thought experiment. 

According to this view a computer programmed in the right way, with the capabilities of 



 

14 

 

natural language processing, knowledge representation, automated reasoning and learning 

would be considered intelligent, if it could convince a human interrogator by producing in-

distinguishable responses from a human (Russell, Chang, et al. 2022, 20). Additional re-

quirements of computer vision, speech recognition and object manipulation via robotics have 

been added by later researchers. 

Evaluating the intelligence of an AI based on human task performance benchmarks has pro-

vided researchers with a useful metric in determining the breadth and flexibility of these 

systems (Simon 1995). The approach has however been criticized for its inherent anthropo-

centrism, which according to its detractors misconstrues AI with human intelligence 

(Korteling, et al. 2021). They argue that AI should not be the simulation of human intelli-

gence as the architecture and underlying substrate of artificial intelligence differs from bio-

logical intelligence. 

An alternative approach that has received considerable attention is modelling the cognitive 

functions of a human mind. Through modelling human cognition researchers can build test-

able theories of the human mind, unveiling the processes behind intelligence, which in turn 

can be expressed as computer programs leading to AI (Lieto, et al. 2018). The caveat of these 

human-centric approaches is that AI is tinted through an anthropomorphized lens and takes 

on characteristics commonly attributed to humans, which has the inevitable effect of biasing 

expectations and restricting research (Salles, Evers and Farisco 2020). 

At the other end of the spectrum, intelligence can be defined in a formal way through ration-

ality. Rational agents act in a way that achieves the best expected outcome in an environ-

ment, striving for optimal action in any situation. In complex environments perfect rational-

ity i.e., taking the optimal action, becomes unfeasible as processing information and taking 

the appropriate actions requires time (Russell 1997). Thus, a key issue related to optimal 

action concerns bounded rationality, i.e., rational choice given certain limitations regarding 

knowledge and computational capacity (Simon 1990, 15-18).  

The hitherto discussed approaches are ordinarily categorized under the artificial general in-

telligence umbrella term (McCarthy 2007). Goertzel (2007b) however argues, that constrain-

ing AI to the scale of human performance, might pose overly strict limitations to the future 
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scope and work on general intelligence. Generally intelligent systems or human-level AI is 

currently an out of reach technology. The technologies that are presently operating in society 

and referred to as AI fall commonly under the narrow AI umbrella, which encapsulates the 

more prominent variants of systems exhibiting narrow intelligence and capabilities. These 

systems perform exceptionally well in specific narrowly defined problem domains such as 

can be seen in for example chess playing algorithms (Goertzel and Wang 2007a, 36). 

The previously discussed perspectives constitute and represent some of the more prominent 

approaches to AI. These definitions and approaches are however only some of multitudes of 

conflicting accounts of what should be classified as artificial intelligence (Fast and Horvitz 

2017). With the rise of machine learning technologies, especially neural networks, the re-

search field of AI has changed drastically in recent years (Schmidhuber 2015). The ap-

proaches discussed serve as representations of what the field of AI contains and exemplify 

the kinds of technologies referred to in this thesis as AI, even though the subject matter also 

applies and is pertinent to other kinds of technologies.  

2.2 AI Ethics 

The research field of AI ethics is vast, encompassing a multitude of different technologies 

and related ethical considerations. AI ethics is rooted in computer ethics and machine ethics, 

which are concerned with studying the interaction between humans and machines and the 

operation and creation of artificial intelligence agents, that behave morally (Borenstein, et 

al. 2021). 

AI ethics is multidisciplinary covering both technical and social issues. This abundance of 

perspectives presents challenges in managing AI related impacts. Thus, AI systems and their 

effect on society has been heavily scrutinized. Governing AI systems has become a critical 

issue, as the mechanisms by which AI development is steered towards a socially purposeful 

and beneficial direction have been uncertain (Djeffal, Siewert and Wurster 2022). Different 

organizations have addressed the ethical implications of artificial intelligence by publishing 

policy strategies and frameworks. (Schiff, Biddle and Laas 2021). However, navigating the 

different roles and responsibilities of governments, industry actors and organizations in 
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governing AI has been a challenge. According to Vica, Voinea and Uszkai (2021), the inter-

ests and needs between public and private sector entities are partially incompatibility. 

Nevertheless, there has been an overarching effort by companies, organizations, and gov-

ernments to design, implement, and use AI technologies in a responsible and ethical manner 

(Trocin, et al. 2021). This project applies to both the organizational level and the systems 

level of procedures and mechanisms. In this context, responsible AI development is gener-

ally regarded as denoting AI that is fair, non-biased, transparent, explainable, secure, safe, 

privacy-proof, accountable, and to the benefit of humanity (de Laat 2021). The result of these 

efforts has primarily been research and policy initiatives published by academia, organiza-

tions, and companies (Nabavi and Browne 2022). These efforts and initiatives have had a 

questionable practical impact. As Nababi and Browne (2022) indicate, affecting meaningful 

change is a challenge for industry actors. Additional challenges pertain to managing stake-

holder expectations and involvement in AI development and communicating the risks and 

benefits of AI appropriately (Liao and Sundar 2022). As Varona and Suárez (2022), argue 

attaining trustworthiness and fairness requires involvement in the design of AI systems by 

diverse stakeholders. 

The technical challenges involve developing AI systems that adhere to ethical standards. The 

ethical design of AI technologies can be categorized into three separate focal points, namely 

ethics by design, ethics in design and ethics for design (Dignum 2018b). Dignum’s structur-

ing of the design on AI ethics technologies is not definitive but provides a useful approach 

towards making the topic intelligible. Alternative categorizations are discussed by for exam-

ple Greene, Hoffmann and Stark (2019) or Kazim and Koshiyama (2021). 

According to Dignum (2018b), ethics by design comprises issues related to the integration 

of ethical reasoning capabilities into A/IS through technical or algorithmic means. This in-

cludes studying pathways towards implementing ethical decision-making in AI systems, 

once a set of ethical principles is given. A/IS should be able to consider the varied and con-

flicting societal, ethical, and moral values of all relevant stakeholders and their respective 

priorities in multicultural contexts during operation. Taking these considerations into ac-

count these systems would have the capability to reason about the ethical aspects of their 
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decisions in an autonomous way. Endowed with such capabilities, these systems could be 

considered as Artificial Moral Agents (AMA) with an understanding of right and wrong 

culminating in a system of moral beliefs affecting their decision-making (Dignum, Baldoni, 

et al. 2018a). 

Ethics in design revolves around the engineering methods and related regulation required to 

support the evaluation and study of the ethical implications of these systems as they are 

integrated into society and its structures. Ethics for design is concerned with the codes of 

conduct, standards and certification processes of developers and users, when they are re-

searching, designing, constructing, employing, and managing A/IS. As these systems are 

constructed, certain values are implicitly embedded within them. The explication of these 

values in both deliberation and decision processes requires theories and methods to ensure 

that they are beneficial for society. Therefore, the elicitation of stakeholder values takes on 

a pivotal role. 

2.3 Principles for Ethical AI 

The design of AI systems raises crucial questions relating to accountability, responsibility, 

and transparency. The system’s ability to explain and justify the mechanisms behind its de-

cisions is crucial when operating in the real world. Ensuring accountability and transparency 

requires intelligibility and clarity for the different stakeholders when these systems are in-

teracted with (Zicari, et al. 2022). The reproducibility of decisions and evaluation of fallibil-

ity in different contexts is of paramount importance when establishing a chain of responsi-

bility in human decision-making. In the case of AI systems further complications arise since 

machines might be considered less fallible than humans (Giuffrida 2019). The issue is, how-

ever, anything but straightforward when dealing with ambiguity of objectives and conflicting 

moral considerations. Considering the severity of the potential social implications of AI sys-

tems and their actions, mechanisms that navigate the chain of responsibility from machines 

to humans are required (Trocin, et al. 2021). 

Among the AI ethics literature, a profusion of guidelines and ethical principles have been 

proposed, with a tentative convergence upon a set of common issues (Hagendorff 2020). 
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One of the more prominent among these guidelines is the IEEE (2019) guideline, which 

articulates high-level principles and imperatives for the design, manufacture, and use of A/IS 

to ensure the alignment of these systems with societal and ethical values. The general prin-

ciples proposed in the IEEE (2019) guidelines are those concerning human rights, human 

well-being, data agency, effectiveness, transparency, accountability, awareness of misuse 

and creator competence. These principles are meant to guide the development and operation 

of A/IS to reach beyond the achievement of functional goals and technical problems, pro-

moting trust between the public and automated technology.  

The principles set out in AI ethics guidelines approximately correspond to the core principles 

in principlism, which is a prominent ethical approach in bioethics (Whittlestone, et al. 2019). 

Principlism designates a framework based on basic human rights culminating in four uni-

versal ethical principles, respect for autonomy, nonmaleficence, beneficence, and justice 

(Beauchamp and Childress 2013). 

In the case of AI, respect for human autonomy encompasses navigating the balance between 

human decision-making and the delegation of tasks to artificial agents. As these systems 

approach the status of AMAs with ever-increasing intricacy and fidelity, the risks to human 

autonomy and flourishing escalate (Herzog 2021). Thus, mechanisms that protect or re-es-

tablish human control and autonomy are required. This necessitates the intrinsic restriction 

of machine autonomy and potential to override the decision-making of machines when 

deemed necessary (Floridi and Cowls 2019). The objective should be to empower human 

autonomy through the ability of exercising freedom in decision-making and ceding control 

in the cases where overriding reasons emerge. 

The principle of non-maleficence, typically interpreted as do no harm, assumes several roles 

in relation to AI. Given any degree of autonomy A/IS have the potential to adversely impact 

society and humanity on a grand scale. Thus, enforcing the principle of non-maleficence 

requires considering the different capabilities and potential for misuse of A/IS as a technol-

ogy. Additionally, the principle of non-maleficence can be seen to apply to the developers 

of these systems. Acknowledging the risks and responsibilities related to the creation of A/IS 
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requires careful deliberation and relevant stakeholder participation as the negative external-

ities of these systems can be unpredictable. 

Beneficence is usually seen as an umbrella term for the promotion of the common good or 

well-being and benefit of humanity. In AI ethics guidelines beneficence is at times inter-

preted in a broader sense not only relating to the promotion of human dignity, but also the 

assurance of sustainability as seen in the European Commission’s European Group on Ethics 

in Science and New Technologies report (2018). Viewed this way, beneficence dictates mit-

igating the impact of AI on nature and ensuring the environmental protection and continued 

sustainability of life on earth for future generations.  

Artificial intelligence as a technology has the inherent potential to accentuate existing injus-

tice and discrimination (Villegas-Galaviz and Martin 2022). The ability to utilize emerging 

technologies is fundamentally unequal across society. Thus, ensuring fairness in access and 

non-discrimination in the widespread deployment of AI requires special deliberation. Miti-

gating these risks requires the explicit consideration of the principle of fairness and pathways 

that lead to shared benefit and prosperity from AI (High-Level Expert Group on Artificial 

Intelligence 2019). 

To supplement these four universal ethical principles, some researchers have argued that 

additional principles such as explicability are needed in the special case of AI as they repre-

sent a new dimension of ethical consideration related to computer systems and algorithms 

(Floridi and Cowls 2019). Explicability as a distinct principle constructs and maintains trust 

between AI and its users (High-Level Expert Group on Artificial Intelligence 2019). This 

requires transparency of the internal processes that inform decision-making and communi-

cation and explanation of the AI systems purposes and capabilities, when applicable. Expli-

cability should consequently entail the intelligibility and accountability of decision-making 

processes in AI to the parties directly and indirectly affected (Floridi and Cowls 2019).  

As previous studies have concluded, communication plays a pivotal role in building and 

sustaining ethical practices (Rousi 2022). As Saariluoma, et al. (2018) indicate, trust and 

understanding of a technology are linked in a fundamental way. The prediction of behavior 

and performance dictates the user’s perception of and confidence in the technology being 
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used. In relation to the ethics of AI, principles of accountability, responsibility, and trans-

parency represent a pragmatic necessity and normative obligation for developers to account 

for these communicative aspects of AI systems. In the special case of AI systems, explaina-

bility and transparency require the explication of the systems inner workings. However, the 

explainability of decision-making procedures and mechanisms of AI becomes challenging 

in the case of black box systems, i.e., AI that relies on complex functions learned from large 

datasets that are therefore opaque and inscrutable (Cortese, et al. 2022). In the case of such 

systems alternative methods are needed, such as auditability and traceability measures 

(Cortese, et al. 2022). Therefore, topics relating to Explainable AI (XAI) and the ethical 

issues regarding the transparency of black box systems have received considerable attention 

(Arrieta, et al. 2020). 

According to Mittelstadt (2019), the convergence of AI ethics around principles of bioethics 

provides a pertinent backdrop to draw parallels on. Principlism in bioethics establishes path-

ways towards identifying and conceptualizing ethical challenges and guiding clinical deci-

sion-making and health policy by providing a common language. Mittelstadt (2019) argues, 

that adopting a principle-based approach for AI ethics appears to embed normative consid-

erations into the design and governance of technology. The similarities between AI ethics 

and bioethics extend only to a certain point. Certain key distinctions between the disciplines 

suggest that a principle-based approach, that has seen success in bioethics might not be as 

effective in AI ethics. 

Mittelstadt (2019) highlights the apparent lack of a subject in AI ethics, whereas bioethics 

shares a common goal at a fundamental level, i.e., the health of the patient. This is not the 

case in AI development, as the interests of private sector companies lie in prioritizing profit 

and cutting costs at all junctions. This conflict of interests in AI ethics transforms ethical 

decision-making from a cooperative process into a competitive one, as the purposes of de-

velopers and users misalign. This disconnect is traditionally assuaged through fiduciary du-

ties and commitments to uphold public interests in formal professions. AI development is 

however not considered to be a formal profession and as such doesn’t entail commitment to 

such value statements. To combat these issues, some researchers have suggested a Hippo-

cratic oath for AI researchers and developers (Smith and Shum 2018, 9). As AI development 
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as a profession progresses and A/IS become ever more ubiquitous, equivalent oaths might 

become a necessity (Strümke, Slavkovik and Madai 2022). 

AI ethics is an emerging discipline with a relatively short history compared to bioethics and 

as such good practices are not as established. The standards and norms guiding ethical be-

havior are lacking compared to the accounts of moral obligations that have developed and 

evolved during the long history of health professions (Mittelstadt 2019). This shortcoming 

can be perceived in developer understanding and concern regarding ethical issues in A/IS 

development (Vakkuri, Kemell, et al. 2020b). Remedying this issue would necessitate the 

incorporation of ethical training in curricula as seen in the training of medical students 

(Roberts, et al. 2004). 

This shortcoming is emphasized by the absence of empirically validated methods in trans-

lating principles into practice (Mittelstadt 2019). For AI ethics guidelines to have a real-

world impact, mechanisms that ensure their appropriate adoption accompanied by practical 

efforts of testing, application and implementation are needed. This becomes especially im-

portant, when considering the time and resource cost of pro-ethical design and the ambigu-

ous subsequent return on investment (Morley, Kinsey, et al. 2021b). Compared to bioethics, 

AI ethics is wanting for legal and professional accountability mechanisms (Mittelstadt 

2019). Ensuring the preservation of ethical principles in self-governance therefore demands 

complementary mechanisms that uphold professional standards and enable the possibility 

for redress when deemed necessary. 

The practical implementation of ethical guidelines has been a continuing development in AI 

ethics. As Vakkuri, et al. (2019) indicate, developers are generally not well-informed on 

ethical matters and frameworks for understanding these issues are scarce. This has led to the 

lackluster adoption of guidelines on ethical AI by software companies (Vakkuri, Kemell and 

Kultanen, et al. 2020a). Thus, bridging the gap between principles and practice requires the 

development of new tools and methods that promote tangible ways of implementing ethics. 

Morley, et al. (2020) propose that the fragile consensus on principles among guidelines could 

serve as a common framework in translating high-level ethical principles into actionable 

recommendations. In their view, overcoming the gap between principles and practice 
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requires a multidisciplinary approach, which could alleviate the challenges of social com-

plexity, algorithmic uncertainty, and unpredictability inherent in AI and ML (Morley, 

Floridi, et al. 2020). This multidisciplinary approach has the advantage of accentuating the 

presence and absence of tools and methods available to researchers and practitioners. In ad-

dition, it fosters the development of a common language, which reduces the burden created 

by the use of different terminology and definitions. 

Topics relating to the operationalization of guidelines and the governance of A/IS through 

different mechanisms have been discussed as potential solutions to bridge the gap between 

principles and practice (Mökander and Floridi 2022). In particular ethics-based auditing has 

received attention as a mechanism that facilitates the governance of AI in corporate contexts. 

Ethical auditing of AI systems and impact assessments have been suggested as pragmatic 

approaches to mitigate negative impacts of algorithms throughout their entire life cycle 

(Brown, Davidovic and Hasan 2021). Through the auditing of AI systems for ethical con-

siderations, their alignment to relevant stakeholder metrics and interests can be established 

resulting in increased trustworthiness of algorithms and systems. 
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3 DISCOURSE ANALYSIS 

This chapter introduces discourse analysis, which is the chosen research method used to 

analyze the collected data. The concept of discourse and its related nomenclature is analyzed 

through the prism of pre-eminent discoursal traditions. The different traditions and perspec-

tives of discourse analysis are reviewed with a brief historical accounting of the methodol-

ogy. This chapter additionally grounds the tools and methods of discourse analysis and ex-

plains their suitability for this thesis. 

3.1 Discourse and Related Concepts 

Conceptually discourse takes on different meanings depending on the perspective and con-

text of its use. In a general sense discourse is used to refer to any form of language in use.  

Discourse can be further conceived as denoting structures of language in texts that transcend 

sentences or clauses (Baker and Ellece 2011, 30-31). This conception of discourse relates 

itself to different contexts of language in use and is connected to different genres of texts, 

for instance academic discourse and the language contained within and ascribed to academic 

texts. In a larger context discourse can be interpreted as encompassing the ideas and social 

practices that are circulating in society, establishing and enforcing prudent ways of creating 

meaning (Foucault 1972, 48-49). 

Discourse analysis has its roots in social constructionism, which in turn presupposes that 

understanding reality is a historically and culturally situated process that occurs in social 

situations (Gergen 1985). Social constructionism embraces a critical viewpoint of 

knowledge and the attribution of meaning. According to this viewpoint, rather than being 

reflections of reality our structuring and understanding of phenomena is perpetually open to 

interpretation and therefore mutable (Parker 1998, 88-89). 

The predominant focus of discourse analysis is on the social, political, and semiotic aspects 

of language and its use. Linguists practicing discourse analysis primarily study language in 

use and are interested in the structure and function of texts within the linguistic and social 

context they are deployed in (Eisenhart and Johnstone 2008, 8). Studying the connection 
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between language and social reality and the way in which language acts as reality building 

and as action with consequence is a critical aspect of discourse analysis (Wood and Kroger 

2000, 4). Identifying and studying the existence of parallel and competing systems of mean-

ing within discourses is a key facet of research. This includes discerning the processes that 

lead to these systems and ascertaining their relationship to the contextuality of meaningful 

action.  

The assumption in discourse analysis is that language has different potential uses and related 

meanings. Thus, social actors have differing possibilities and resources available when using 

language and participating in discourse (Holzscheiter 2005). This in turn produces a hierar-

chy of meaning with some discourses in the marginal and others all together excluded. These 

hierarchies can be analyzed through deconstruction and reconstruction, which serve a pivotal 

role in discourse analysis, by providing a means towards analyzing texts for included and 

excluded language or topics (Janks 2005). A text can be analyzed for its ideational, interper-

sonal, or textual role and function. 

Discourse analysis can shift between a focus on specific texts and a focus on the order of 

discourse. The latter encompassing the relatively durable social structuring of language 

which is itself one element of the relatively durable structuring and networking of social 

practices (Fairclough 2003, 3). A texts functions directly relate to the intertextuality of dis-

courses and the order of discourses, which are partially formed through the polyphony of 

language, i.e., the quoting and referencing of other texts (Tannen, Hamilton and Schiffrin 

2015, 44). Through this notion intertextuality becomes interconnected to both the dialogism 

and addressivity of a text, thereby connecting it to the broader literary and cultural context 

it is embedded in. As Bakhtin (1986, 95-96) notes, the construction and style of a text is 

inevitably affected by its writer and addressee. Thus, a text is shaped and formed through its 

relationship to the prevailing conventions and the order of discourse, which their structuring 

constitute (Fairclough 1992, 103). 

Through this process new conversational turns are formulated, with prior texts and remarks 

forming pathways and connections thereby creating a larger category of interconnected texts 

(Johnstone 2008, 164). As Kristeva (1980, 66) argues, any text can be seen as being 
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constructed of a mosaic of quotations, essentially being the absorption and transformation 

of other texts. These connections in turn form common understanding across contexts and 

situations (Agha 2005). To a larger extent they represent systems of thought that represent 

the world from a particular perspective, providing a framework for organizing meaning, 

guiding actions, and legitimating positions (Fairclough 1992, 64-65). 

Scientific articles utilize this process primarily through quotation and referencing of previ-

ous texts, thereby positioning themselves as part of a literature (Bazerman 1994). Thus, a 

consensus regarding the value and meaning of previous studies is achieved through the con-

stant reformulation of prior literature. As Bazerman (1991) points outs, the eventual product 

of this process is codified knowledge comprised of a standard set of associations. This inter-

textual field establishes frames of meaning and is explicitly reconstructed through each novel 

finding, claim or argument (Bazerman 1991). Therefore, analyzing any scientific discovery 

detached from the situating intertext entails only a partial analysis, as the relevance of the 

domains dynamic of established knowledge is abandoned. 

Discourse analysis in the case of information systems consists of studying the interaction 

between technology, individuals, and social entities. Discourses in this context relate to un-

derstanding technologies and their uses, as well as how perceptions and interpretations affect 

technology use (Stahl 2004). Technology is designed and implemented in a societal and his-

torical context with a variety of social considerations impacting its use and development 

(MacKenzie and Wajcman 1999). Therefore, technology takes on characteristics that are 

defined by the socially shared structures of meaning associated with them (Latzko-Toth 

2016). These characteristics reflect the perceptions of various groups of actors towards a 

technological artifact and their interpretations of its functions. The perceptions and modes 

of action in relation to technological artifacts constitute interpretive frames, that govern the 

attribution of meaning (Bijker and Pinch 1987). As such, the impact and social uses of a 

technology are shaped through the assumptions, expectations, and knowledge imbued to it 

by people and their insight into its meaning and purpose (Lindgren and Holmström 2020).  

The transformative process of shaping a technology consists of negotiating the meaning and 

compatibility of a technology with society’s prevailing values and norms. The process, 
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whereby technological artifacts and their users reshape one another, is one of co-construc-

tion. As Orlikowski and Scott (2015) argue, such material-discursive practices constantly 

create and reconfigure the world. AI, as a socio-technical phenomenon is formed by virtue 

of this co-construction process that negotiates and establishes interpretative frames 

(Lindgren and Holmström 2020). The social and ethical impacts of AI are generally studied 

from the perspective of the technologies effect on society. The study of these systems is 

predominantly carried out by the same scientists that develop them (Rahwan, et al. 2019). 

This results in a research agenda, that is focused on the technology itself, in favor of studying 

the social and cultural contexts and the impacts of society on AI systems (Lindgren and 

Holmström 2020). Thus, the social and discursive aspects of AI are neglected, resulting in a 

narrow and deterministic perspective. 

Acknowledging the role of discourses and their effect on technology functions as the premise 

for the analysis conducted in this thesis. By analyzing the AI ethics literature through refer-

ences and quotations, research articles can be situated in their respective intertextual fields 

and their relationship to other texts and the larger formation of discourses can be elucidated. 

This process culminates in a map of citations, in which clusters of articles and their respec-

tive dynamics can be analyzed. Performing this analysis requires an understanding of dis-

course analysis on a theoretical and methodological level, which are the respective subjects 

of the following sections. 

3.2 Theories of Discourse 

Theories of discourse can be categorized according to the three traditions of discourse anal-

ysis namely British, French, and German (Remes 2006). The traditions can be differentiated 

by the specific setting of discourse and perspective each is interested in. The British tradition 

studies conversations and the discourses that are formed in them. This perspective is exem-

plified for instance in an individual person’s operation while situated in a particular context, 

such as a teacher’s interactions and conversations in a classroom (Mayes 2010). In this frame 

of reference discourses necessitate attitudes, that are seen as coherent and reasonable in the 

prevailing situation and culture. Analysis in turn determines the avenues through which dis-

course affects the person’s behavior and speech.  
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In the French tradition on the other hand, discourse has a fundamental link to culture, which 

acts as a foundational force for the creation of discourses. This perspective is epitomized in 

Michel Foucault’s notion of discourse, where ideology parallels language in the way it pro-

vides a systematic way of thinking about a topic (Foucault 1972, 98). Thusly viewed, dis-

course governs the mechanisms that make a topic intelligible, and objects of knowledge are 

constituted. According to Foucault (1972, 37-38), a discourse therefore directs reasoning 

about a topic and constrains dialogue pertaining to it. Analysis accordingly unveils the dis-

courses that are formed and upheld through prevailing practices, providing a means towards 

describing the nature of the dominant culture in society. Uncovering the pathways that legit-

imize these prevailing practices enables the understanding of a person’s roles and situated-

ness in a culture. 

The German tradition examines the nature of reality and discourses pertaining to ways of 

influencing it. The most influential discourse theory in this tradition is Jürgen Habermas’s. 

Central to this theory are the notions of communicative action and communicative rational-

ity. Habermas’s theory of rationality abandons the connection of rationality with the posses-

sion of particular knowledge in favor of a view, where rationality is exemplified in the ac-

quisition and usage of knowledge by speaking and acting subjects (Habermas 1984, 11).  

In Habermas’s theory, language takes the role of coordinating action and priming subjects 

with a practical attitude towards mutual understanding. Habermas concept of communicative 

action refers to subjects engaging with this kind of stance. Mutual understanding necessitates 

the establishment of mechanisms that facilitate agreement between rationally motivated sub-

jects. Thus, acceptability conditions, i.e., reasons and justifications that would be considered 

reasonable and convincing and therefore make a speech act understandable, are essential to 

Habermas’s project. This concept of acceptability in Habermas’s account designates a cate-

gory of validity claims, which include in addition to the purely empirically validated truth 

condition, also notions of moral rightness, authenticity, sincerity, and aesthetic value 

(Habermas 1984, 20-22). 

Discourse analysis as discussed by Hodges, Kuper and Reeves (2008) is divided into formal 

linguistic discourse analysis, empirical discourse analysis and critical discourse analysis. 
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Formal linguistic discourse analysis focuses on the meaning of texts and their forms. The 

purpose of this kind of analysis is to describe the use of language within the frame set by the 

material and its writers. Of particular interest are the grammar that is used, the vocabulary, 

the semantics of the text, its cohesion and dialogicality (Hodges, Kuper and Reeves 2008). 

Empirical discourse analysis studies the processes in which social reality is produced and 

maintained. The objective is to uncover shared meanings and interpretations of phenomena, 

which includes discovering the ways in which discourses construct and shape our under-

standing (Hodges, Kuper and Reeves 2008). 

Critical discourse analysis recognizes and analyzes the role of language in structuring power 

relations in society. Critical discourse analysis views ideology as an essential component in 

determining the ways in which meaning is constructed and conveyed. Contained within this 

perspective is the assumption that responsibility accompanies the means and opportunities 

of improving existing conditions and inequalities (Hodges, Kuper and Reeves 2008).  

This thesis will use discourse analysis as a research method focusing on empirical discourse 

analysis utilizing a Habermasian theoretical grounding. The research method is applied fol-

lowing the recommendations by Yazdannik, Yousefy and Mohammadi (2017). Due to the 

interpretative nature of qualitative research and especially discourse analysis, careful docu-

mentation and argumentation about design choices is necessary. According to Yazdannik, 

Yousefy and Mohammadi (2017), establishing the methodological and interpretative rigor 

of research employing discourse analysis necessitates, the appropriate formulation and spec-

ification of the research questions, such that they fit the research method used. The objective 

of this thesis is researching prominent discourses within AI ethics and establishing prevalent 

topics and themes. Thus, discourse analysis is considered an appropriate choice. 

Additional recommendations necessitate suitable research questions for the chosen corpus 

of texts. According to Yazdannik, Yousefy and Mohammadi (2017), the corpus should be 

representative of the studied research area. The collected data for this thesis is arguably rep-

resentative of the academic discourse on AI ethics, as primarily research articles and research 

papers were analyzed. The interpretative paradigm, as well as data-gathering and data 
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analysis methods for this thesis are explicated and documented in a comprehensive manner, 

ensuring the possibility for readers to follow along. 
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4 DATA COLLECTION 

The data collection for this thesis is conducted following phases of the guidelines for litera-

ture review by Kitchenham and Charters (2007) and guidelines for snowballing in literature 

studies by Wohlin (2014). Literature studies are a form of secondary studies that collect and 

synthesize previously published studies called primary studies. The purpose of literature 

studies is to identify, evaluate and interpret previous research related to a particular research 

area or phenomenon of interest (Kitchenham and Charters 2007). Literature studies, includ-

ing both reviews and maps, present researchers the possibility of synthesizing evidence in a 

research area and consequently form a joint understanding of its status (Wohlin 2014). The 

chosen research method belongs to the evidence-based software engineering paradigm 

(Kitchenham, Dybå and Jørgensen 2004).  

The snowballing procedure provides an alternative approach to conducting a literature re-

view. In this thesis the snowballing approach was used to acquire a perspective on the current 

state of the AI ethics literature. The snowballing approach should be preferred, when re-

searching topics for which regular database searches are unsuited for (Wohlin 2014). AI 

ethics is a novel and emerging research field, with inconsistent and varying terminology, 

which complicates the conduction of a systematic literature review. Systematic literature 

studies should conventionally encompass all or most of the relevant research (Kitchenham 

and Charters 2007). This however poses practical difficulties, especially in broad and unde-

fined research areas such as AI ethics. Thus, a systematic literature review was considered 

unfeasible. 

The purpose of this thesis was to create a perspective of the research area. The snowballing 

approach provided an avenue to research and map the interconnectivity of discourses in AI 

ethics. For this objective a partial adaptation of the literature review guidelines by Kitchen-

ham and Charters (2007) was considered prudent. The data collection was completed during 

October 2022. The data collection process consisted of several stages, which are depicted 

below:  

1. Planning the Review 

• Identification of the need for a review 
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• Commissioning a review 

• Specifying the research question(s) 

• Developing a review protocol 

• Evaluating the review protocol 

2. Conducting the Review 

• Identification of research 

• Selection of primary studies 

• Study quality assessment 

• Data extraction and monitoring 

• Data synthesis 

4.1 Planning the Review 

Planning the review consists of identifying the need for a review, defining appropriate re-

search questions and a review protocol. Commissioning a review was not relevant for this 

thesis as the review was not performed on a commercial basis. Furthermore, evaluating the 

review protocol was deemed unnecessary, which is the researcher’s prerogative according 

to Kitchenham and Charters (2007). The motivation for this thesis was discerning the current 

discourses in AI ethics, since the recent notable increase in publications. The chosen research 

questions reflect this objective. To answer the research questions the snowballing procedure 

starts with Mittelstadt’s (2019) article and continues to identify additional literature using 

both backward and forward snowballing. The obtained literature is screened using eligibility 

criteria that determine if a publication is suitable to be included in the review. 

The eligibility criteria define characteristics that a candidate publication must exhibit to be 

considered for inclusion. For a candidate to be included in the literature review it needs to 

fulfill all the inclusion criteria and none of the exclusion criteria. The eligibility criteria are 

depicted in Table 1. The literature review conducted in this thesis focuses on research pub-

lished between 2019 and 2022. The cut-off point was chosen, since the publication of Mit-

telstadt’s (2019) article was considered a landmark. The objective of this thesis was analyz-

ing the prevalent themes and topics in current AI ethics discourse. Thus, only candidates that 

were published in this time period were considered relevant (I1). Furthermore, English was 

set as a language requirement for candidates (I2). As the purpose of this thesis was to analyze 
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the literature for prevalent themes and discourses, full access to the publications was set as 

a requirement (I3). The focus of the analysis was on academic discourse related to the ethics 

of AI, which resulted in the exclusion of publications that were not either research articles 

or research papers (E1). Duplicates were removed in the final step (E2). These inclusion and 

exclusion criteria were applied iteratively to make the screening process more efficient.  

Table 1 Eligibility Criteria 

Inclusion Criteria Exclusion Criteria 

[I1] Publication Year: 2019-2022 [E1] Publication Type  

[I2] Language: English [E2] Duplicate 

[I3] Full Access  

 

4.2 Conducting the Review 

Conducting the review consists of identifying relevant literature through a chosen search 

strategy. For this thesis the chosen search strategy employs the snowballing procedure. 

Snowballing as discussed by Wohlin (2014) refers to performing a literature review by using 

the references or citations of a publication to identify potential additional candidates for in-

clusion in the review. The procedure can be started once an appropriate start set is identified, 

which serves as the basis for the procedure. Several approaches can be utilized in forming 

the start set, for instance choosing a seminal paper in the research field or conducting a search 

in a general database like Google Scholar (Wohlin 2014). A suitable start set preferably 

contains publications that have the potential to encompass the area being researched. For 

this thesis the start set contains one publication, namely Mittelstadt’s (2019) article. The 

article was chosen as it directly pertains to the ethics of AI, while simultaneously being 

highly cited and influential. For this thesis the citations were studied using Google Scholar, 

as it contained the most citations out of the Google Scholar, Semantic Scholar and Web of 

Science databases that were analyzed, as depicted in Table 2.  
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Table 2 Number of Citations in Each Database 

Database Number of Citations 

Google Scholar 384 

Semantic Scholar 341 

Web of Science 152 

 

Once a start set has been established, the snowballing procedure can be undertaken. The 

procedure is depicted in Figure 1. During the snowballing procedure each reference and ci-

tation related to a publication is analyzed. Analyzing the references and citations, henceforth 

referred to as candidates, are called backward and forward snowballing respectively. The 

snowballing procedure consists of several steps, which are iterated until further candidates 

are no longer identified. In each iteration the evaluated candidates are screened for eligibility. 

The publications passing the eligibility criteria are then included in the literature review and 

further iterations of snowballing. 
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Figure 1 Snowballing Procedure 

Backward snowballing refers to examining the reference list of a publication for further pub-

lications to include in the review and as candidates for the next iteration of snowballing. 

Each of these references should be screened using predefined eligibility criteria (Wohlin 

2014). The first step in the procedure entails examining the reference list for publications 

that do not fulfill the inclusion criteria. For the first iteration of backward snowballing the 

references in Mittelstadt’s (2019) article were analyzed for publications published before the 

cut-off point. After the publications outside of the time period were excluded, the next step 

was checking the references for publications not written in English. The remaining publica-

tions were checked for access in available databases. The accessible publications were 

screened for publication type, with research articles and research papers being included in 
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the review. The results for the first iteration of backward snowballing are depicted in Table 

3 and an in-depth documentation can be found in Appendix A. 

Table 3 Excluded Papers in Backward Snowballing 

Eligibility Criteria Number of Excluded Publications 

[I1] Publication Year: 2019-2022 72 

[E1] Publication Type 6 

 

Forward snowballing in turn refers to identifying new publications through citations to the 

original publication being examined. For the first iteration of forward snowballing each ci-

tation to Mittelstadt’s (2019) article was examined starting with the information provided in 

Google Scholar. The publications in the database not written in English were excluded. The 

remaining publications were checked for access in available databases. The accessible pub-

lications were screened for publication type, with research articles and research papers being 

tentatively included in the review. Once all the citations were examined, the tentatively in-

cluded publications were checked for duplicates. The results for the first iteration of forward 

snowballing are depicted in Table 4 and an in-depth documentation can be found in Appen-

dix B. 

Table 4 Excluded Papers in Forward Snowballing 

Eligibility Criteria Number of Excluded Publications 

[I2] Language: English 33 

[I3] Full Access 35 

[E1] Publication Type 34 

[E2] Duplicate 16 
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Appendix A and B contain a detailed documentation of the publications excluded during the 

search. Table 5 contains the results of both backward and forward snowballing.  

Table 5 Publications included 

Backward Snowballing Forward Snowballing Total 

5 263 268 

 

Table 6 contains the results of the screening with each eligibility criteria and its impact. 

Table 6 Excluded Papers in Total 

Eligibility Criteria Number of Excluded Publications 

[I1] Publication Year: 2019-2022 72 

[I2] Language: English 33 

[I3] Full Access 35 

[E1] Research Article or Research Paper 40 

[E2] Duplicate 16 

4.3 Citation Mapping 

The literature included in the review was rendered into a map of citations. The objective of 

this approach was identifying discourses through citations and references, by clustering con-

nected articles together. The result of this procedure is a map, which provides a perspective 

of the research area with the prevalent discourses. This approach had the additional upside 

of revealing the interconnectivity and linkages between different discourses. The citation 

map was created by first linking the collected literature to the start set, resulting in the first 

version of the citation map seen in Figure 2.
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Figure 3 Citation Mapping Phase 2 

Once the direct linkages between articles were established, clusters with connected articles 

were formed. This resulted in several clusters of differing sizes, with some clusters being 

linked through interconnected articles. The formation of clusters was primarily impacted by 

the number of direct citations with bibliographic coupling serving a secondary role. The 

product of this process is the third and final version of the citation map seen in Figure 4. 
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Figure 4 Citation Mapping Phase 3 

Important to note is that this process was interpretative by design, as the mapping was done 

by hand and an alternative clustering could justifiably have been created. The mapping was 

done by hand for the sake of transparency and repeatability. The use of automatic tools was 

considered and dismissed, since the documentation of the progression and design choices 

was considered critical. This approach was considered applicable, as the clusters, articles, 

and their connections were analyzed and documented in detail. 
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5 RESULTS 

This chapter examines the pre-eminent discourses, topics and themes identified in the col-

lected data. The chapter begins with a general overview of identified discourses and their 

relationships in section 5.1. Sections 5.2 through 5.11 examine a particular discourse and 

outline the articles that are the primary contributors towards the discourse as identified in 

the collected literature. Each section includes a figure representing the discourse. The figures 

contain the articles and citations forming the discourse. Citations and references to articles 

outside the discourse are omitted for clarity. The sections are constructed by providing a 

brief general overview of the themes and topics related to the discourse. The themes and 

topics are grounded by presenting the key articles forming the discourse, as identified in the 

collected data. Salient parts of the analyzed articles, that either indicate the relationships to 

other articles, or contribute to the article in a noteworthy way, are directly quoted. These 

direct quotations are marked by indentation and a citation at the end of the quoted paragraph. 

The direct quotations are quoted without editing. 

5.1 AI Ethics Discourses 

AI ethics has become a global topic of discussion containing varied themes with vast impli-

cations and impacts. Figure 4 and Figure 5 indicate the multifaceted nature of AI ethics 

containing a multitude of discourses, topics, and themes. Ten central discourses were iden-

tified in the collected literature encompassing thirty topics and fifty-eight themes, which are 

depicted in Figure 5. Additionally, after the completion of the analysis and clustering, a 

number of articles were identified, that didn’t relate to any of the identified discourses or 

form additional discourses. These articles are clustered together and labeled as unrelated to 

identified discourses in Figure 4 for clarity.
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The primary discourses identified in the collected data relate to: AI ethics principles, AI gov-

ernance, AI ethics praxis, ethics auditing, embedded ethics, trustworthy AI, Responsible AI, 

moral approaches to AI, AI value alignment, and value sensitive design.  

The overarching substructure underlying most discourses identified in the collected literature 

concerns acknowledging or critiquing an approach towards AI ethics based on ethical prin-

ciples. The principle-based approach has been the predominant approach towards ethical AI 

(Villegas-Galaviz and Martin 2022a). Thus, it has received its fair share of acknowledge-

ment and criticism, with subsequent approaches positioning themselves in support or op-

posed to principles as guiding mechanisms for ethical AI (Munn 2022). This dichotomy can 

be seen permeating throughout the discourses in the collected data.  

Discourse pertaining to AI ethics principles concerns examining and evaluating different 

guidelines and establishing a consensus on agreed upon principles. Additionally, the effec-

tiveness of guidelines and principles in guiding AI development towards ethical practices is 

a primary topic of discussion. The discourse contains both articles in support of guidelines 

and principles as guiding mechanisms for ethical AI, as well as articles arguing for their 

uselessness in affecting meaningful change. The AI ethics principles discourse is examined 

in detail in section 5.2. 

AI governance, as discussed in the collected data, focuses on the different roles of social 

actors in the effective governance of AI. Additionally, AI governance comprises the mech-

anisms, such as regulatory and technical standards, in guiding AI development towards a 

socially purposeful and beneficial direction. The AI governance discourse is concerned with 

the emancipation of different stakeholders, acknowledging prevailing power asymmetries, 

and promoting opportunities for different social actors. In the collected data the discourse on 

AI governance is interconnected with multiple other discourses related thematically to the 

different roles and responsibilities in ethical AI development. The scope of governance en-

compasses both the regulatory policies, as well as technical standards established by organ-

izations, thereby having far-reaching implications towards other discourses. The importance 

Figure 5 AI Ethics Discourses, Topics and Themes 
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of AI governance can be seen in the substantial number of articles contained in the discourse. 

The AI governance discourse is examined in detail in section 5.3. 

Producing actionable tools and methods for ethical AI has been challenging (Aastha, et al. 

2022). Adopting ethical principles and guidelines in design practice has proved to be difficult 

for developers, as the necessary tools for translating these innumerable abstract notions of 

ethicality into practical instructions have been lacking (Ryan and Stahl 2021). This rift be-

tween principles and practice has caused a shift towards the production of concrete tools for 

AI practitioners (Georgieva, et al. 2022). This movement towards practical tools can also be 

seen in the data collected for this thesis, as the discourse pertaining to AI ethics praxis con-

tains the largest number of articles. Contained within this discourse are several tools de-

signed to incorporate ethical principles into design processes, as well as research aimed at 

empirically validating the effectiveness of these tools. Additionally, discourse related to or-

ganizational practices and aligning organizational cultures and values is a central topic of 

interest. The AI ethics praxis discourse is examined in detail in section 5.4. 

In the collected literature, the discourse related to AI ethics praxis is connected to several 

other discourses. This interdiscursivity is most prominently seen in the discourse related to 

ethics auditing. Ethics auditing, as discussed in the gathered data, concerns assessing and 

evaluating AI systems and algorithms for ethical concerns, especially negative impacts. Au-

dits are proposed as a practical mechanism and actionable tool in evaluating AI systems. In 

the literature audits are discussed as both an internal tool for stakeholders within organiza-

tion, as well as a tool for external stakeholders in assessing AI systems. The discourse per-

taining to auditing contains several proposed frameworks, in addition to debate about the 

roles of different stakeholders in auditing. Additionally, discourse about the role of commu-

nication in the effective adoption of auditing is a primary issue. The ethics auditing discourse 

is examined in detail in section 5.5. 

The discourse related to embedded ethics provides a different perspective towards operation-

alizing AI ethics, serving as a complementary approach with respect to developer tools and 

ethical auditing. As discussed in the collected literature, embedded ethics refers to both the 

incorporation of ethics into technology and data science education, as well as the integration 
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of ethics into the design and operation of AI systems. In the latter sense, embedded ethics 

resembles the aspirations seen in the developer-oriented praxis literature. Thus, certain over-

lap in themes and interdiscursivity can be noticed between the AI ethics praxis and embedded 

ethics discourses. In comparison to praxis and auditing literatures, embedded ethics com-

prises of only a handful of articles, representing the smallest identified discourse. The em-

bedded ethics discourse is examined in detail in section 5.6. 

Trustworthiness, safety, and responsibility are seen as critical issues in AI ethics discourses, 

as substantiated by the collected data. The overarching point of concern in these discourses 

is the need for stakeholder participation in deliberation and decision-making processes, in 

addition to the explication of varied normative implications and value judgements included 

in the design and implementation of AI systems. The critical points of contestation comprise 

the different roles of social actors in risk management, as well as the relative importance of 

regulation, policy, and guidelines in managing risks and impacts of AI systems. The diffi-

culties, as discussed in the collected literature, are compounded by socio-technical chal-

lenges stemming from the wide-reaching impacts and interconnected nature of AI systems. 

Thus, the discourses related to trustworthy AI and responsible AI share common themes and 

issues with the AI governance discourse. The trustworthy AI discourse specifically focuses 

on AI safety risks in complex social contexts and the role of communication in building trust. 

The trustworthy AI discourse is examined in detail in section 5.7. The responsible AI dis-

course is focused on establishing consensus on contested normative attitudes and navigating 

value disagreements. The discourse on responsible AI is focused on establishing common 

ground and shared goals, despite containing varied topics. The discourse on responsible AI 

is examined in detail in section 5.8. 

Ethical principles and guidelines have been criticized as insufficient guiding mechanisms 

for ethical AI (Mittelstadt 2019). Thus, the principle-based approach has received its fair 

share of criticism. In the discourse on moral approaches to AI, as seen in the collected liter-

ature, alternative approaches towards ethical AI are proposed and discussed. The prominent 

proposals advocate for either a virtue-oriented approach, or an ethics of care approach, as 

these can represent divergent ethical facets, yet can be complementary to a principle-based 

approach. Exemplified especially in the ethics of care approach is the recommendation of 
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stakeholder participation and consideration of stakeholder values (Villegas-Galaviz and 

Martin 2022b). A similar necessity is propounded in the collected literature on trustworthy 

AI and responsible AI. The discourse on moral approaches to AI is examined in detail in 

section 5.9. 

The discourses regarding value alignment and value sensitive design in the collected litera-

ture form distinct discourses, that explore similar topics in considering conflicting value sys-

tems and value trade-offs. From the alignment perspective designing AI systems that adhere 

to human values is portrayed as a complicated process, requiring the establishment of con-

sensus building frameworks and moral exemplars (Lera-Leri, et al. 2022). The value sensi-

tive design discourse approaches values from a more pragmatic perspective. From this per-

spective, the elicitation of relevant stakeholder values and translating these into design re-

quirements are regarded as pivotal issues, as argued by Gan and Moussawi (2022). Despite 

being thematically closely related, the discourses as seen in the collected data form distinct 

clusters and are not connected through references or citations. Therefore, the discourses are 

separated and analyzed in their respective sections. The AI value alignment discourse is ex-

amined in detail in section 5.10. The value sensitive design discourse is examined in detail 

in section 5.11. 

5.2 AI Ethics Principles 

There has been a proliferation of principles and guidelines for ethical AI in the past decade. 

The AI ethics principles discourse is concerned with the ethical development, deployment, 

and use of artificial intelligence, that respects human values, minimizes harm, and promotes 

human well-being. This interest in principles and guidelines can be seen in the collected 

data, which indicates that the discourse is prominent and ongoing. The visualization of the 

principles discourse, as seen in the collected data, is depicted in Figure 6. As Figure 4 and 

Figure 5 indicate, the discourse on principles forms the substructure upon which the other 

discourses are built upon, containing the largest amount of references and citations, and a 

considerable amount of articles. The visualization, depicted in Figure 6, shows the intercon-

nectedness and strong referentiality of the AI ethics principles discourse. 
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In the collected literature, the AI ethics principles discourse contains articles examining eth-

ics principles and guidelines. However, a critical undertone can be seen permeating through 

part of the AI ethics principles discourse, seen especially in the recent articles related to AI 

ethics principles. This critical stance towards ethical principles and guidelines as guiding 

mechanisms towards ethical AI is exemplified in the critique by Munn (2022).  
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Figure 6 AI Ethics Principles Discourse 

The discourse on AI ethics principles is built on the objective of ensuring ethical AI devel-

opment and governance. At the forefront of this project, private companies, research institu-

tions, and public sector organizations have set out different visions for the future of AI. The 

discourse on AI ethics principles, as seen in the collected data, is largely grounded in the 

mapping and analysis of ethical AI principles and guidelines by Jobin, Ienca and Vayena 

(2019). According to Jobin, Ienca and Vayena (2019) emerging within the corpus of guide-

lines and principles is a convergence around five ethical principles: transparency, justice and 

fairness, non-maleficence, responsibility, and privacy. Hagendorff (2022b) however argues, 

that the consensus seen in the different guidelines and codes of ethics is due to their referen-

tial and derivative nature, where previous guidelines guide the formation and composition 

of later guidelines, thereby resulting in the creation of mere echoes. This discussion on the 

effectiveness of principles and guidelines in ensuring ethical AI development is seen 

throughout the topics in the discourse on AI ethics principles.  

Mittelstadt (2019) notes, contained within this seeming consensus on principles are a nu-

merous amount of political and normative disagreements. This sentiment is shared by Jobin, 

Ienca and Vayena (2019). 

Nonetheless, our thematic analysis reveals substantive divergences in relation to four major factors: (i) 

how ethical principles are interpreted, (ii) why they are deemed important, (iii) what issue, domain or 

actors they pertain to, and (iv) how they should be implemented. Furthermore, unclarity remains as to 

which ethical principles should be prioritized, how conflicts between ethical principles should be re-

solved, who should enforce ethical oversight on AI and how researchers and institutions can comply 

with the resulting guidelines. (Jobin, Ienca and Vayena 2019) 

Mittelstadt (2019) argues, that a principle-based approach to AI ethics is problematic, as it 

is too abstract to be action-guiding. From an AI practitioner’s perspective ambiguous notions 

of ethical design present a challenge (Mittelstadt 2019). Furthermore, the effectiveness of 

reading ethical guidelines and its effect towards the decision-making of software developers 

has been criticized (Hagendorff 2020). As Munn (2022) argues, ethical principles are gen-

erally contested verging on incoherence, making them difficult to apply. Mittelstadt (2019) 
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concurs, noting that adopting a principle-based approach for AI ethics appears to embed 

contested normative considerations into the design and governance of AI. Thus, ethical prin-

ciples fail to mitigate the negative impacts of AI in any meaningful sense. According to 

Munn (2022), this also applies to the project of operationalization, as the translation of com-

plex social concepts to technical requirements is non-trivial. 

Mittelstadt (2019) further highlights the conflicts of interest in AI ethics, as the purposes of 

developers and users misalign, thereby transforming ethical decision-making into a compet-

itive process, instead of a cooperative one. This has resulted in both ethics-washing and eth-

ics-bashing, as described by Bietti (2020). 

Weaponized in support of deregulation, self-regulation or hands-off governance, “ethics” is increasingly 

identified with technology companies’ self-regulatory efforts and with shallow appearances of ethical 

behavior. So-called “ethics washing” by tech companies is on the rise, prompting criticism and scrutiny 

from scholars and the tech community at large. In parallel to the growth of ethics washing, its condem-

nation has led to a tendency to engage in “ethics bashing.” This consists in the trivialization of ethics 

and moral philosophy now understood as discrete tools or pre-formed social structures such as ethics 

boards, self-governance schemes or stakeholder groups. (Bietti 2020) 

These attempts at demarcating AI ethics are exacerbated by the lack of fiduciary duties and 

commitments to uphold public interest in AI development (Mittelstadt 2019). As Mittelstadt 

(2019) highlights, AI ethics currently lacks standards and norms guiding ethical behavior. 

Thus, the principle-based approach dominating AI ethics is prone to manipulation by indus-

try actors attempting to avert regulation (Rességuier and Rodrigues 2020). These issues are 

compounded by the currently prominent endeavor towards technological solutionism, where 

the ethics in AI are addressed in terms of technical and design expertise (Greene, Hoffmann 

and Stark 2019). These concerns are shared by Häußermann and Lütge (2022), who addi-

tionally highlight the risks of overlooking important ethical considerations, by adhering to 

the tendency towards technical fixes in AI ethics. 

Green (2021a) on the other hand criticizes the focus on vague moral principles for their lack 

of applicability in practice. 

First, technology ethics principles are abstract and lack mechanisms to ensure that engineers follow 

ethical principles. Second, technology ethics has a myopic focus on individual engineers and on 
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technology design, overlooking the structural sources of technological harms. Third, technology ethics 

is subsumed into corporate logics and practices rather than substantively altering behavior. (Green, Data 

science as political action: Grounding data science in a politics of justice 2021a) 

Green (2021a) advocates for a focus on engagement with competing perspectives, values, 

and goals. The gap between principles and practice is considerable. Unless mechanisms that 

facilitate practical guidance are developed, principles by themselves risk accentuating the 

costs of ethical mistakes, thereby outweighing the benefits of ethical successes (Morley, 

Floridi, et al. 2020). Such failures can lead to the undermining of public trust and acceptance 

of AI systems, resulting in reduced adoption and missed opportunities (Morley, Floridi, et 

al. 2020). 

5.3 AI Governance 

AI governance is a wide-reaching multidimensional issue, as the dispersity in the visualiza-

tion of the governance discourse, depicted in Figure 7, indicates. Additionally, this multidi-

mensionality can be seen in the number of articles and represented perspectives seen in the 

discourse. As seen in Figure 7, the discourse on AI governance is fragmented, encompassing 

topics from organizational roles in AI governance to empowering a larger share of stake-

holders in managing the impact of AI technologies. A central connecting theme in the dis-

course surrounding AI governance is focused on the roles of different social actors in the 

effective governance of AI. 

Navigating the different roles and responsibilities of governments, industry actors and or-

ganizations in AI governance is a challenging issue. The multifaceted nature of different 

paradigms and approaches towards effective governance is exemplified by the shallow ref-

erentiality and interconnectedness of the AI governance discourse. Thus, certain competi-

tiveness and incompatibility in interests and needs between public and private sector entities 

needs to be overcome for the sake of reaching effective AI governance (Vica, Voinea and 

Uszkai 2021).
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Figure 7 AI Governance Discourse 

Governance of AI is a frequently mentioned issue in AI policy documents and guidelines as 

a mechanism that mitigates risks and facilitates benefits related to AI technologies. As 

Ulnicane, et al. (2021b) highlight, governance as depicted in relation to AI takes on several 

meanings, being either integrated into the functions of governments, or alternatively repre-

sented as something similar to ethics, that simultaneously enforces it. 

Elements of governance which emphasize the importance of interaction between government and a 

broad range of societal actors in decision-making can be found in AI policy documents which suggest 

multi-stakeholder approaches, inclusion and dialogue to ensure that AI is developed and used according 

to interests and needs of the society (Ulnicane et al 2020). (Ulnicane, Eke, et al. 2021b) 

The discourse around AI governance in ethics guidelines has converged on a set of topics 

and themes. As Ulnicane, et al. (2021a) suggest, this convergence shouldn’t be taken for 

granted as it might hide disagreements between different social actors. 

However, existence of similar themes and suggestions in AI discourse does not immediately mean that 

there is total convergence and differences across countries and organizations have disappeared. 

(Ulnicane, Knight, et al. 2021a) 

Schiff, Biddle and Laas (2021) indicate, that differences between participatory processes in 

public sector and private sectors actors are prominent. Public sector organizations usually 

utilize task forces, hearings, or similar mechanisms to broaden inclusion of expertise (Schiff, 

Biddle and Laas 2021). Additionally, the perspective of private sector organizations appears 

to be focused and narrower in scope, which the researchers conjecture leads to a more su-

perficial approach to ethical issues. 

Public sector and NGO documents are predominantly driven by inclusive and participatory processes, 

whereas private sector documents are largely not. Do these differences in participation lead to diver-

gences in ethical priorities? Our results suggest that they do, given the distinctly narrower ethical scope 

of the private sector and correlations between participation and ethical breadth and depth (see Appendix 

Fig. 7 in the supplementary material). (Schiff, Biddle and Laas 2021) 
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The discourse on AI governance, as seen in the collected data, is marked with a critical un-

dertone. According to Bélisle-Pipon, et al. (2022), the development and governance of AI is 

affected by a variety of stakeholders with a marked power asymmetry. As Häußler (2021) 

notes, a continuing struggle between various actors exists with disparity in meaningful 

inclusion in debate and discourse. Schopmans (2022) argues, that experts in the field of AI 

have considerable influence on the constitution of AI governance and policy interventions 

and the effects of this misalignment in influence are undetermined. 

While these studies have critically deconstructed dominant discourses and uncovered the sociotechnical 

imaginaries reproduced in AI policies, their focus, too, has been on political responses to a phenomenon 

that is largely seen as given. Less attention has been paid to the politics of AI expertise—the competitive 

processes in which different epistemic actors have constructed AI as an object that is problematic, and 

thus in need of governance, in the first place. (Schopmans 2022) 

These shortcomings are emphasized by Sigfrids, et al. (2022), who argue that the currently 

available tools for governing AI, such as regulatory and technical standards, are not suffi-

cient in steering AI in a socially purposeful and beneficial direction. Sigfrids, et al. (2022) 

highlight the approach advocated for by Ulnicane, et al. (2021a), to incorporate a wider cat-

egory of stakeholders and communities in AI governance. 

For example, researchers have suggested that a new regulatory agency should be developed to support 

the operationalization of good governance and ethical principles, the assessment of ethical issues and 

social impacts should be an indispensable part of AI development, and governance should utilize more 

people-centered and inclusive policy-making (e.g., Floridi et al., 2018; de Almeida et al., 2021; Ireni-

Saban and Sherman, 2021; Stahl, 2021; Taeihagh, 2021; Ulnicane et al., 2021). (Sigfrids, et al. 2022) 

In the discourse on AI governance, the importance of participation by different social actors 

and stakeholders in articulating goals and principles is generally emphasized. The call for 

flexible and adaptive governance in the form of decentralized decision-making in a bottom-

up fashion, internal and external expertise, and continuous adaptation to uncertainty take on 

key roles in governing AI (Sigfrids, et al. 2022). States and especially policymakers serve a 

crucial role in this process by addressing societal challenges through policy (Ulnicane, Eke, 

et al. 2021b). In this context states mediate between the different interests and needs of stake-

holders, while managing risks and supporting inclusion. As Djeffal, et al. (2022) argue, 
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depending on the situation states have to manage between serving either a proactive or a 

passive role.  

First, governments can play a proactive role in the development of AI technologies (strong state inter-

vention), or they take a more passive stance by stepping back and giving private actors and/or the mar-

kets as much leeway as possible in the governance of AI (weak state intervention). Second, governments 

can concentrate on regulating potential risks of AI technologies (enclosure-and-control approach), or 

they can prioritise the deployment of AI and see their role primarily in promoting its development (stim-

ulation approach). (Djeffal, Siewert and Wurster 2022) 

5.4 AI Ethics Praxis 

The research data collected for this thesis contained discourse around awareness of ethical 

issues during AI system development, including roles and responsibilities in implementing 

ethics from the AI developer perspective. The AI ethics praxis discourse is depicted in Figure 

8. As the visualization indicates, the discourse is partially fragmented, revolving around a 

few central publications that other articles reference. An overarching topic connecting the 

central publications seen in the discourse, is their attempt at providing methodological im-

petus, thereby resulting in the production of actionable tools, methods, and frameworks that 

progress the state of the art. Based on the collected data, the praxis discourse can be regarded 

as one of the more prominent discourses, containing a sizable number of articles and refer-

ences. As seen in Figure 8, the praxis discourse is continuing with some of the more recent 

articles focusing on empirically validating the proposed tools, methods, and frameworks. 

Additionally, a prevalent topic in the AI ethics praxis discourse pertains to organizational 

responses in addressing the ethical issues related to AI in practice. 
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Figure 8 AI Ethics Praxis Discourse 

Central issues in AI ethics praxis regard communication challenges in implementing ethics 

and practical tools to bridge the gap between principles and practice. Different strategies 

towards enhancing ethical consideration were proposed in the literature. Among these, spec-

ulation of socio-ethical impacts of systems and group discussion around raising of awareness 

about ethical issues related to AI were prominent, as discussed by Aastha, et al. (2022). 

AI ethics suffers from a lack of empirically proven methods to translate ethical principles 

into actionable tools. The various AI ethics guidelines have not had a marked impact on 

industry practices (Vakkuri, Kemell and Kultanen, et al. 2020a). The principles propagated 

in guidelines are nevertheless relevant (Vakkuri, Jantunen, et al. 2021b). According to Ryan 

and Stahl (2021), the normative content within the different guidelines needs to be distilled 

and articulated, since there exist substantial differences contained within the seeming over-

lap of main issues and themes. Ryan and Stahl (2021) highlight, that different topics are 

emphasized in different guidelines, articulated with differing tones, described in varying 

lengths, created for different audiences at different levels of technicality. This has resulted 

in interest towards researching and testing practical methods that enable developers and 

practitioners to implement ethical guidelines in practice. 

In the research data collected for this thesis, the discourse around practical methods focused 

on a few prominent tools. At the center of this discourse is ECCOLA, which is designed for 

developers to implement ethics in AI development (Vakkuri, Kemell, et al. 2021a). 

ECCOLA (Fig. 1) is intended to provide developers an actionable tool for implementing AI ethics. To 

utilize the various AI ethics guidelines in practice, the organization seeking to do so has to somehow 

make them practical first. ECCOLA, on the other hand, is intended to be practical as is, and ready to be 

incorporated into any existing method. (Vakkuri, Kemell, et al. 2021a) 

ECCOLA is manifested in the form of a deck of cards (Vakkuri, Kemell, et al. 2021a). These 

cards are thematical categorized according to AI ethics topics and principles as seen in prom-

inent AI ethics guidelines, such as in the IEEE Ethically Aligned Design guidelines (2019) 

and EU ethics guidelines for trustworthy AI (2019). ECCOLA is designed with the 
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objectives of helping create awareness around AI ethics issues and their importance, making 

a modular method applicable in varied software engineering contexts, and embedding ethics 

in agile development processes. As Vakkuri, et al. (2021a) indicate, ECCOLA is intended to 

facilitate ethical thinking in AI development. Following ECCOLA enables the documenta-

tion of trade-offs in ethical considerations during the development of AI. Thus, the research-

ers argue that the trustworthiness of systems can be ascertained. ECCOLA has been further 

developed and researched, as can be seen in the collected data for this thesis. The discourse 

around actionable tools, such as ECCOLA, incorporates topics related to AI governance and 

development methods for trustworthy AI systems, as seen in Agbese, et al. (2021). As they 

argue, ECCOLA could be supplemented by representing aspects related to data governance 

and information governance in a more comprehensive way. 

The analysis revealed that IG has the least representation in ECCOLA. The identified governance prac-

tices exist in ECCOLA but to varying degrees. Corporate governance practices are represented in all 

the cards, but data governance and IG practices are not completely represented in all the cards. This 

indicates that ECCOLA can be improved. (Agbese, et al. 2021) 

According to Zuber, et al. (2022) the previously discussed approach is lacking in some re-

spects. 

While Vakkuri et al. embed ethics into processes using familiar methods of software engineering it 

remains unclear what guides such an ethical deliberation besides sheer luck of looking at the right card 

at the right moment. Therefore, it is of great importance to combine such a software engineering ap-

proach with ethical frameworks that support the identification of relevant normative aspects. (Zuber, et 

al. 2022) 

Thus, it is argued that the cultivation of evaluative rationality needs to be facilitated and the 

procedure of normative reason must be exercised by developers (Zuber, et al. 2022). Ac-

cording to Zuber, et al. (2022), principles, values, and laws provide orientation and guidance 

in this process, even when they are underdetermined. 

ECCOLA, while being a prominent method in the discourse related to the implementation 

of AI ethics, is not the only such method. An alternative approach found in the collected data 

is the RE4AI Ethical Guide (Siqueira de Cerqueira, et al. 2022). The approach resembles 
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ECCOLA in its use of a deck of cards, but according to the researchers differs in some key 

facets. 

This Guide differ from the ECCOLA method by Vakkuri et al. [4] in many aspects, while the latter is 

presented only as a deck of cards in Portable Document Format, our guide is developed as a web-based 

system (using HTML, CSS and JS), allowing interactivity in card selection through filters and compar-

isons between multiple cards. Furthermore, the addition of tools suggestion in the content of the cards, 

as well as extensive supporting material (how to use, principles, tools, trade-offs). (Siqueira de 

Cerqueira, et al. 2022) 

We also found the need for the inclusion of traditional software engineering practices, such as require-

ments elicitation, for the context of Artificial Intelligence, in addition to the characteristics of a Guide 

to implement ethics in AI [10]: broad, operationalisable, flexible, iterative, guided and participatory. 

(Siqueira de Cerqueira, et al. 2022) 

The ethical principles used in these approaches are based on different guidelines and incor-

porate different principles, but according to de Cerqueira, et al. (2022) differ only in name, 

not content. Thus, the researchers were able to map the cards used in ECCOLA to principles 

and further standardize them, which served as the starting point for their guide. The research-

ers argue that RE4AI as a practical tool has several benefits. 

Our findings suggest that the RE4AI Ethical Guide is perceived to be of great interest by participants, 

receiving an overall positive evaluation. The Guide, by operationalising ethical principles, can help 

mitigate challenges present in the literature, such as: lack of tools to implement AI ethics at the project 

level [26], [27]; lack of tools that assist software development teams as a whole [4]; with practicality 

and usability offering help to be used in practice [26]; as well as the lack of tools that do not focus 

mostly on explicability [26]. (Siqueira de Cerqueira, et al. 2022) 

The discourse around actionable tools, as seen in the collected data, additionally focused on 

evaluating the merits of methods such as ECCOLA. As Halme, et al. (2021) indicate, results 

are generally positive, even though further improvements can be made. 

As the summarizing PECs [Primary Empirical Contributions] in the above table show, the ECCOLA 

method [10] seemed to improve user stories in various ways. However, PEC2 also highlights an inter-

esting observation in that ECCOLA did not make the user stories notably more focused on the themes 

of the ECCOLA cards in question. Moreover, the ECCOLA cards used in this study contained typical 

SE themes such as system security and privacy & data. (Halme, et al. 2021) 
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Even if overall, ECCOLA produced positive results in this study, the contents of the cards may need 

adjusting based on PEC2. (Halme, et al. 2021) 

Despite advancements, gaps in research especially related to ethics in data-driven software 

development still exist. According to Johnson and Smith (2021), ethical software develop-

ment practices at the organizational level and across different domains is needed to supple-

ment research conducted at the developer level. Johnson and Smith (2021) argue, that this 

will result in increased scalability and generalizability of findings. A similar necessity for 

further research on organizational practices is mentioned by Stahl, et al. (2022), who call for 

clarity in defining responsibilities related to managing issues and measures for ethical AI. 

In addition to the aforementioned methods, maturity models were discussed in the collected 

literature as a means to incorporate principles into a more practical form (Vakkuri, Jantunen, 

et al. 2021b). Maturity models have seen extensive use in industry and could therefore pro-

vide a pathway for standardizing ethical AI development practices (Vakkuri, Jantunen, et al. 

2021b). An AI ethics maturity model could facilitate the incorporation of ethical considera-

tions at the developer level and organizational level (Jantunen, et al. 2021).  

Moreover, and perhaps on a more practical note concerning the implementation, uptake and potential 

success of such a model, there is the requirement to understand and align the cultures, values, decisions 

and actions of developers and organizations as a whole towards more common understandings of inter-

national ethical practice (Vakkuri, Kemell, Kultanen, et al., 2019; Weller, 2017). (Jantunen, et al. 2021) 

Sanderson, et al. (2022) note, that implementing AI ethics principles requires a framework, 

which system design and development are only a component of. They highlight the catego-

rization of Seppälä, et al. (2021), which postulates governance, AI design and development, 

competence and knowledge development, and stakeholder communication as the required 

sets of practices to implement principles in practice. Similarly, Morley, et al. (2021a), indi-

cate the combination of law, ethical governance policies, practices, and procedures, with 

contextual discursive and procedural support in medical ethics, as a reasonable point of com-

parison, which pro-ethical design in AI ethics could be reflected with and built upon. 
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5.5 Ethics Auditing 

Governance of AI systems has become a widespread issue, with a direct link to public trust. 

As a solution to concerns related to potential impacts of AI systems, researchers have sug-

gested several mechanisms to mitigate harms (Kazim and Koshiyama 2021). In the collected 

literature the prominent proposals center around ethical auditing of AI systems and impact 

assessments, as pragmatic approaches. The ethics auditing discourse is depicted in Figure 9. 

As the visualization indicates, two distinct, yet thematically connected clusters related to 

ethical auditing were identified in the collected data. Ethics auditing, as discussed in the 

collected data, encompasses both technical aspects related to mitigating negative impacts of 

algorithms throughout their entire life cycle and social aspects related to alignment of rele-

vant metrics with stakeholder interests and the effect of communication on trust. The dis-

course on ethical audits is still evolving, with several articles in the collected data focusing 

on frameworks and proposals for auditing. As the collected data indicates, empirical valida-

tion and case studies are still needed to further substantiate the merits and shortcomings of 

different auditing mechanisms. 
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Figure 9 Ethics Auditing Discourse 

Audits, as discussed in the literature, typically involve evaluating algorithms or systems for 

negative impacts towards certain groups in particular contexts (Brown, Davidovic and Hasan 

2021). Evaluation is generally concerned with assessing potential biases in technologies and 

unfair treatment of groups and individuals. Negative impacts have emerged as a pragmatic 

aggregation metric for evaluation, as they are immediately related to risk management and 

as such of primary interest for regulators (Brown, Davidovic and Hasan 2021). The proposals 

in the ethics auditing discourse potentially meet some of the challenges emphasized in the 

AI ethics praxis and AI governance discourses. However, based on the references and cita-

tions seen in Figure 4, the discourses are currently insubstantially connected. 

The discourse in the collected data centered around several auditing frameworks generally 

designed to assist regulators and system designers in meeting legal standards and policy 

guidelines, mitigating potential risks, and enabling ethical assessments of systems. A key 

factor in ethical auditing is assessing the socio-technical context, that an algorithm is de-

ployed in. This feature is often overlooked in ethical audits, detracting from the validity of 

attained ethical assessments (Brown, Davidovic and Hasan 2021). Brown, Davidovic and 

Hasan (2021) propose, that auditing should encompass evaluating the processes related to 

the development of the algorithm, preparing the data for the training algorithm, delivering 

an algorithm to its primary user, in addition to evaluating the setting within which the algo-

rithm is used. The audit tool proposed by Brown, Davidovic and Hasan (2021), consists of 

identifying relevant metrics for algorithms, evaluating the algorithms performance in respect 

to these metrics and identifying the impact of these metrics towards relevant stakeholder 

interests. 

The collected literature additionally contained discourse related to independent audits. Falco, 

et al. (2021), set out to establish an audit framework for practical AI governance in their 

research paper. 

This paper outlines a regulatory mechanism to achieve assurance at scale: the Independent Audit of AI 

Systems (IAAIS - pronounced “eyes”). The proposed audit framework could embody the authors’ 
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proposed “AAA” governance principles: 1) Prospective Assessments before highly automated systems 

are implemented 2) Audit trail to analyze failures and help assess accountability 3) System Adherence 

to jurisdictional requirements. (Falco, et al. 2021). 

Governing AI systems through a principle-based approach has been criticized for its lack of 

practical tools and methods. As Curtis, et al. (2022) state, independent audits as discussed 

by Falco, et al. (2021), provide an actionable and enforceable tool for the governance of AI 

systems. 

Algorithmic Impact Assessment Tools are being encouraged and used in several jurisdictions [55], and 

independent audits have been also proposed as a mechanism of AI governance that is actionable and 

enforceable [56]. (Curtis, Gillespie and Lockey 2022). 

Bridging the gap between abstract high-level principles and particular application is key in 

establishing socially beneficial AI. This requires co-operation by different stakeholders as 

Brännström, Theodorou, and Dignum (2022) argue.  

Further exacerbating the problem is that the sociotechnical domain typically consist of not a single actor, 

the AI developer, but an interplay between developers, procurers, customers and users [7, 8]. It is within 

this socio-technical multi-actor sphere where the effects of AI on society develop [7, 8, 6]. (Brännström, 

Theodorou and Dignum 2022) 

A continual chain encapsulating all levels of the socio-technical landscape is needed to ensure relevance 

to both actual applications and the larger society [8, 7]. (Brännström, Theodorou and Dignum 2022) 

Brännström, Theodorou, and Dignum refer to governance mechanisms as seen in Falco et 

al. (2021), as potential solutions to these issues. 

Cross-application of local organisational policies and national and international guidelines allows pro-

curers to set their own terms and requirements on their suppliers, enabling each layer of the chain to 

take responsibility [7, 8]. (Brännström, Theodorou and Dignum 2022) 

Such an approach enables a shift from abstract notions of ethical standards to discussions 

focused on topical and relevant real-world issues. As Fenwick and Molnar (2022) argue, 

audit trails as proposed by Falco, et al. (2021), provide tools for the explainable and respon-

sible operationalization of AI. 
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To guide the evolution of AI operationalization in an explainable and responsible manner, various (mi-

cro-level) types of mechanisms need to be in place. These mechanisms i.e., audit trails (e.g. [54]), in-

terpretability (e.g. [55]), and algorithmic design choices (e.g., [56]) can guide AI development and de-

ployment into the future. (Fenwick and Molnar 2022) 

Other mechanisms which can be used to ensure more human centricity, accountability, and safety in 

application are audit trails (e.g. [54]), Responsible AI governance (e.g., [86]), and data bias and propor-

tionality checks (e.g., [87]) among others. (Fenwick and Molnar 2022) 

Raji, et al. (2022) indicate, the assumption in many AI policy proposals is, that auditing is a 

process for meeting compliance standards designed for internal stakeholders in organiza-

tions. Thus, their format and content are generally oriented towards operationalization by 

internal stakeholders and their concerns. Raji, et al. (2022) argue, that internal audits are 

similar to algorithmic impact assessments in this regard but lack comparable stakeholder 

involvement, articulation of trade-offs and decision-making. Thus, internal auditing in iso-

lation fails to capture the wider range of harms faced by stakeholders (Raji, et al. 2022). This 

sentiment is shared by Ugwudike (2022), arguing for holistic audits, that ensure algorithms 

take into consideration structural outcomes, not being solely optimized for technical imper-

atives, such as validity and accuracy. Additionally, it is argued, that external accountability 

necessitates the need for independent third-party ethical audits in conjunction with internal 

auditing (Ugwudike 2022). 

According to Mökander and Floridi (2022b), the feasibility and effectiveness of different 

auditing procedures in ethics-based auditing, require further substantiation by empirical re-

search. In their case study of AstraZeneca’s ethics-based AI audit, they highlight some of 

the practical issues organizations face when conducting ethical audits. 

While previous literature concerning EBA [Ethics-Based Auditing] has focussed on proposing or ana-

lysing evaluation metrics or visualisation techniques, our findings suggest that the main difficulties large 

multinational organisations face when conducting EBA mirror classical governance challenges. These 

include ensuring harmonised standards across decentralised organisations, demarcating the scope of the 

audit, driving internal communication and change management, and measuring actual outcomes. 

(Mökander and Floridi 2022b) 

Mökander and Floridi (2022b) highlight the importance of procedural regularity and trans-

parency in ethics-based auditing, setting traceable documentation as a vital objective. 
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Additionally, for ethics-based auditing to have a marked impact, the material scope of gov-

ernance of AI must be accepted throughout the organization. Thus, internal communication 

and training efforts serve a key role in anchoring proposed policy with stakeholders and are 

essential for operationalizing corporate governance of AI. Towards this end Mökander and 

Floridi (2022b) suggest three constructive measures: support by senior executives in com-

munication efforts of governance of AI, anchoring of ethics-based auditing procedures with 

employee’s daily tasks, and communication related to the relevance of ethics-based auditing 

procedures. 

5.6 Embedded Ethics 

The embedded ethics discourse is depicted in Figure 10. As the visualization indicates, the 

discourse on embedded ethics in the collected data is relatively small containing only a few 

articles. The embedded ethics discourse, as seen in the collected data, consists of two distinct 

topics with some degree of thematic overlap. Firstly, the discourse revolves around embed-

ding ethics in technology education. In the collected data the discourse around ethics educa-

tion in technology contexts focused on methods to make theoretical proposals operational. 

The central proposals discussed in the collected data focused on a virtue-oriented approach 

to ethics education. 

Secondly, the discourse revolves around embedding ethics in development processes and AI 

systems. The overarching themes connecting the two distinct topics center on changing nor-

mative attitudes, cultivating moral virtues, and fostering attention to moral contexts. By com-

bining ethics education with repeated exposure to the ethical facets of AI, wider attention to 

ethical considerations in development processes and broader awareness of socio-technical 

issues and contextual factors can be cultivated. 
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Figure 10 Embedded Ethics Discourse 

Embedding ethics in data science practice by illustrating the emergence of ethical issues in 

day-to-day decision-making practices by data scientists has been considered as a practical 

way to make data ethics approachable (Bezuidenhout and Ratti 2021). Bezuidenhout and 

Ratti (2021) argue, that a virtue theory framework would be suitable in cultivating moral 

virtues and promoting agency in the pursuit of responsible action. Hagendorff (2022a) pro-

poses, the encouragement and practice of specific virtues by emulating behavior considered 

representational of that specific virtue, as exemplified in patterns, narratives, and social mod-

els. This process would eventually include consideration of contextual factors and delibera-

tion of the relative importance of conflicting virtues. A virtue ethical approach to data sci-

ence approaches morality through a practical perspective, by going beyond compliance with 

principles. Being ethical and promoting morally responsible data science involves using vir-

tues in decision-making and identifying the ethically relevant features and impacts of routine 

activities (Ratti and Graves 2021).  

Embedding ethics courses into technology education has been a developing endeavor. Ko-

pec, et al. (2022) emphasize, the existing lack of space to include technology ethics in edu-

cation. This issue has been met by embedding ethics modules into a range of pre-existing 

courses, consequently reinforcing students’ growth through repeated exposure to ethical is-

sues. Kopec, et al. (2022) argue, that this kind of approach can result in notable changes in 

normative attitudes. 

And although student self-reports about the positive impacts of the modules are clearly fallible, the fact 

that students overall seemed to believe the modules had the impact we had hoped for in terms of notic-

ing, caring about, and knowing how to better navigate ethical dilemmas is at least some evidence that 

they are effective on that front as well. (Kopec, et al. 2022) 

In addition to the discussion about effective ways to incorporate ethics into education, the 

discourse around embedded ethics includes integrating ethics into development processes in 

a broader sense. From this perspective embedded ethics is viewed as encompassing ethically 

and socially responsible AI systems, that benefit society. Embedding ethics in development 
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processes can serve a complementary role to educating AI developers and engineers, as well 

as enforcing the benefits of legislative and regulatory measures (McLennan, et al. 2022). 

Such an approach turns ethics into a collaborative and interdisciplinary enterprise, in which 

ethical issues can be addressed through an iterative and ongoing process (McLennan, et al. 

2022). This regularity of exchanges on ethical considerations should be emphasized accord-

ing to McLennan, et al. (2022), as irregular and disorganized consideration would undermine 

the authenticity, ethical awareness, and critical reasoning capacities of developers in ethical 

matters. 

5.7 Trustworthy AI 

The discourse on trustworthy AI is depicted in Figure 11. As the visualization indicates, the 

discourse on trustworthy AI is scattered and diverse, encompassing both technical and social 

aspects. On the technical side, discourse revolving around AI safety is a key issue. As Dobbe, 

Gilbert and Mintz (2021) indicate, assessing safety risks in complex social contexts remains 

difficult due to unclear and contested criteria. On the social side, issues pertaining to stake-

holder participation and the role of communication in building trust can be seen as crucial 

issues. According to Varona and Suárez (2022), stakeholder involvement in the design and 

development of AI systems should extend across the life cycle and include diverse perspec-

tives. Kerasidou, et al. (2022) argue, that adherence to ethical principles without comple-

mentary legal frameworks, isn’t sufficient to ensure public trust. The dichotomy of technical 

and social topics contained within the collected data results in a fragmented discourse with 

most articles being relatively disconnected from each other thematically.
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Figure 11 Trustworthy AI Discourse 

AI safety criteria remain contested as systems are integrated into complex social contexts 

and critical social domains (Dobbe, Gilbert and Mintz 2021). Trustworthy AI, as depicted in 

guidelines, is outlined through abstract requirements and recommendations leading to open-

ended interpretation regarding measures and methods that are considered applicable and ap-

propriate (Schmitz, et al. 2022). Discourse relating to AI safety is characterized by a certain 

vagueness inherent to socio-technical challenges and contexts these systems are deployed 

in. Dobbe, Gilbert and Mintz (2021) argue, that deliberation should not only be the procedure 

by which AI safety is ensured, but also be its goal. According to these researchers, deliber-

ation could alleviate vagueness related to normative considerations associated with the social 

context systems operate in. 

Through deliberation a consensus on roles and responsibilities related to system operation 

can be reached, with a pre-established process and set of requirements. Dobbe, Gilbert and 

Mintz (2021) additionally stress the importance of sufficient perspectives and distribution of 

decision-making during this process. 

Without clarifying this landscape, it will not be possible to evaluate whether particular governance 

mechanisms at different institutional scales are more or less appropriate for addressing the indetermi-

nacies at stake. (Dobbe, Gilbert and Mintz 2021) 

Harrison, et al. (2021) on the other hand propose, that knowledge graphs based on their AI 

principles ontology could serve as complementary tools for deliberation processes, thereby 

alleviating difficulties related to differing terminology and contextual factors. An AI princi-

ples ontology would provide context and connect ethical terms with prior usages in the 

knowledge graph, providing valuable information in situations of normative uncertainty. As 

Zicari, et al. (2022) however point out, tensions between differing requirements and their 

respective balancing represent a complex issue, that requires further research. 

In addition to the previously discussed topics, AI safety discourse in the collected data addi-

tionally encompasses discussions of risk management and regulatory frameworks for miti-

gating risks. As Petersen, et al. (2021) note, technical challenges related to machine learning 
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systems can be viewed as risks within a risk minimization framework. Safety concerns, such 

as susceptibility to adversarial attacks, correspond to requirements in risk mitigation strate-

gies in pre-existing regulatory frameworks to some degree (Petersen, et al. 2021). These 

requirements can be seen in for instance the proposed regulatory framework for AI by the 

EU commission (2021), which emphasizes the importance of effective governance and en-

forcement of existing law on fundamental rights and safety requirements applicable to AI 

systems. Thus, regulatory frameworks and legislation play an essential role in ensuring AI 

systems adhere to safety standards and ethical requirements. 

Risk-based approaches are prominent governance mechanisms, that ensure the fulfillment 

of rigorous safety requirements, by identifying possible risks and their probability of occur-

rence. In the context of AI systems an additional aspect of concern is functional safety, which 

denotes the reliable performance of a system and its intended functions (Martinez-Martin, 

Greely and Cho 2021). Risk-based approaches provide additional safeguards in cases where 

regulation and standards for evaluation of validity, accuracy, and effectiveness are lacking 

and vary across contexts. Safety and efficacy concerns related to AI systems, however, re-

quire further consideration when placed within larger structures of interconnected systems 

(Martinez-Martin, Greely and Cho 2021). 

According to Varona and Suárez (2022), achieving trustworthy AI requires involving all af-

fected stakeholders, throughout the AI system’s development life cycle. This necessity for 

stakeholder participation and the importance of communication can be seen extending 

throughout the social side of the trustworthy AI discourse. The mechanisms by which people 

judge trustworthiness and the ways in which the trustworthiness of AI should appropriately 

be communicated, are largely neglected in the trustworthy AI discourse. As Liao and Sundar 

(2022) highlight, principles underlying trustworthy AI are researched prominently, however 

the ways in which individuals develop trust is largely overlooked. Individual, organizational, 

and cultural contexts play an important role in understanding how AI is perceived and trust 

in AI is established (Choung, David and Ross 2022). 
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5.8 Responsible AI 

The discourse on responsible AI is depicted in Figure 12. As the visualization indicates, the 

discourse on responsible AI is diverse, encompassing topics related to different roles and 

responsibilities of various social actors in ensuring responsible AI development, as well as 

topics related to establishing consensus on contested normative attitudes and navigating 

value disagreements towards compromises, affecting positive change and steering AI devel-

opment towards a culture of responsibility. The discourse on responsible AI, as seen in the 

collected data, is thematically connected in trying to establish common ground and shared 

goals, despite containing varied topics. The discourse on responsible AI is still evolving, 

with a considerable number of articles, seen in the collected data, being published in recent 

years. 
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Figure 12 Responsible AI Discourse 

The role of different social actors is contested in the discourse on Responsible AI. Respon-

sibility in the context of AI is used to refer to the overarching efforts by companies, organi-

zations, and governments to design, implement, and use AI technologies in an ethical manner 

(Trocin, et al. 2021). This project applies to both the organizational level and the systems 

level of procedures and mechanisms. In this sense, responsibility is generally understood as 

an umbrella term denoting AI that is fair, non-biased, transparent, explainable, secure, safe, 

privacy-proof, accountable, and to the benefit of humanity (de Laat 2021). As Nabavi and 

Browne (2022) highlight, the effort towards responsible AI has been a combined effort by 

academia, organizations, and companies through research and policy initiatives. However, 

the effectiveness of these initiatives and efforts is contested, as Nababi and Browne (2022) 

indicate, companies have limited capacities to realize meaningful change. The endorsement 

of ethical AI development often amounts to ticking the right checkboxes (de Laat 2020). As 

such, future research on responsible AI innovation at the level of specific technologies and 

their local contexts of use is required, otherwise responsible AI development risks being 

confined to the hypothetical, detached from the realities of practice and real impacts 

(Lukkien, et al. 2021). 

Nabavi and Browne (2022) however argue, that the efforts thus far are good first steps and 

any steps in the right direction are appreciated in moving the industry towards responsible 

AI. The result of these initiatives has mostly been tools and software designed to translate 

high-level principles into engineering practices as well as standards and frameworks, that 

support responsible AI development (Nabavi and Browne 2022). Several of these frame-

works were analyzed in chapter 5.4 on the AI ethics praxis discourse. The role of high-level 

principles and design guidelines in responsible AI development has been questioned and 

criticized extensively (Seger 2022). A common criticism towards adopting ethics principles 

and guidelines by AI researchers and developers has been labeling it as ethics washing i.e., 

an attempt to discourage the creation of truly binding legal frameworks, by purporting to the 

adherence of ethical guidelines, that are generally vague and ill-defined (Constantinescu, et 
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al. 2021). According to Cox (2022), AI ethics codes are generally individualistic in nature, 

focusing on the design process and placing the burden of decision making on individual 

technical experts, thereby evading questions pertaining to organizational responsibility and 

the larger context of decision-making. Thus, ethical review is applied to design decisions, 

but the business practices driving decision-making are overlooked (Cox 2022). These criti-

cisms correspond to similar challenges seen in the AI ethics praxis discourse, where the ex-

cessive focus on the developer level instead of organizational practices was criticized. 

Despite the criticisms, calls for ethical AI have resulted in initiatives and guidelines, that 

have spurred considerable debate and brought ethics to the forefront of AI discourse (Viljoen 

2020). Seger (2022) argues, that guidelines and principles serve an important role in estab-

lishing social norms and influencing AI development culture towards responsibility and be-

neficence. Extrinsic rules and requirements reinforce the internalization of new values and 

enable the progression towards policy goals (Seger 2022). Principles in combination with 

rules, requirements and explicit regulation foster movement towards cultural change, conse-

quently going beyond compliance to minimum ethical standards, preventing ethics washing 

and ensuring the aims of beneficence and responsibility in AI development (Seger 2022). 

The overarching challenges of responsible AI have generated a temptation towards techno-

logical solutionism, i.e., the mistaken belief that complex social issues can be resolved 

through technical means (Green 2021b). This belief is built on the premise, that AI will be 

beneficial once the appropriate ethical conceptions are made computable and implementable 

(de Laat 2021). This conception of technological solutionism is intertwined with the belief 

in technological determinism, i.e., technology viewed as determining social outcomes and 

evolving autonomously (Green 2021b). 

As Green (2021b) notes, viewing technology through a socio-technical lens reveals the in-

herent concealment of normative disagreement and implicit value judgements contained 

within. Thus, guiding technological progress towards beneficial socio-technical outcomes 

requires acknowledging the fact, that ethics is not objective or neutral and, that adopting 

ethics doesn’t in and of itself prompt substantive change (Green 2021b). These challenges 
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correspond to criticisms by Mittelstadt (2019) analyzed in chapter 5.2 on the discourse on 

AI ethics principles. 

Nevertheless, attempts at meeting the challenges of responsible AI through guidelines, bro-

chures, checklists, and software implementations serve as positive first steps (de Laat 2021). 

As van Maanen (2022) notes, ethical principles and guidelines advance the gradual identifi-

cation of a conception of good practice. This needs to be complemented with appropriate 

policy and regulation, as an organization’s adherence to ethical norms based on commit-

ments to guidelines isn’t sufficient by itself. 

Paul B. De Laat’s thorough attempt to diffuse the ethics washing critique based on commercial actor’s 

self-published material illustrates this (de Laat, 2021). As he explains himself, it is not possible to say 

much about companies’ actual adherence to ethical norms and their implementation based on material 

found online. (van Maanen 2022) 

Responsible AI development faces additional issues of human oversight and control, as the 

growth in complexity of technologies coincides with less human intervention in decision-

making processes (Constantinescu, et al. 2021). The issues of responsibility are compounded 

by the involvement of multiple actors in the development, regulation, and use of AI systems, 

leading to the obscurement of the attribution of responsibility for AI related outcomes 

(Constantinescu, et al. 2021). 

5.9 Moral Approaches to AI 

The discourse on moral approaches to AI is depicted in Figure 13. As the visualization in-

dicates, the discourse on moral approaches to AI, as seen in the collected data, is relatively 

limited. Despite containing only a handful of articles, the perspectives represented in the 

collected data are diverse, ranging from virtue ethics to ethics of care. The overarching the-

matic overlap between topics consists in their critique of a principle-based approach towards 

AI ethics. Additionally, represented in the collected data is a call for consideration of con-

textual factors and asymmetries in systemic power relations, which are not effectively rep-

resented in a principle-based approach.
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Figure 13 Moral Approaches to AI Discourse 

AI ethics has been predominantly tackled through a principle-based approach as discussed 

in chapter 5.2 in the discourse on AI ethics principles. Instilled within these principles are 

the societal ideals and values requisite for AI systems to be considered beneficial and ethical. 

The principle-based approach to AI ethics envisions principles in a way that is reminiscent 

of duties in deontological ethics (Villegas-Galaviz and Martin 2022a). In this normative eth-

ical approach, the moral rightness of actions depends on their conformity with an agent's 

obligations (Villegas-Galaviz and Martin 2022a). From this perspective, guidelines present 

themselves as opportune mechanisms to establish ethical principles and address relevant du-

ties in novel scenarios related to AI ethics.  

In AI ethics, the first impulse has been towards the search for principles to guide developers and users 

in unknown terrain. Several moral guidelines on AI have been proposed in the search for moral princi-

ples that guide machine ethics. (Villegas-Galaviz and Martin 2022a) 

Principles appear to be necessary for ethics, they are however not sufficient in and of them-

selves to guarantee ethical AI (Villegas-Galaviz and Martin 2022a). This has led some re-

searchers to shift their focus from duties and rules to individuals, by advocating for a virtue 

ethical approach to AI ethics. The discourse pertaining to virtue ethical approaches identified 

in the collected data, focused on a neo-Aristotelian perspective as presented by Sison and 

Redín (2021). 

Most of these applications refer to a neo-Aristotelian approach, where neo indicates the resolved variety 

of virtue ethics that rejects Aristoteles’s views on women and slavery, as well as children, vulnerabili-

ties, and dependence (Sison and Redín, 2021). (Villegas-Galaviz and Martin 2022a) 

This depiction of virtue ethics advances the project of changing attitudes, cultivating person-

alities, strengthening responsibilities, and refraining from actions deemed unethical. As Vil-

legas-Galaviz and Martin (2022a) argue, a virtue ethical approach can in certain instances 

be complemented with the principles of a deontological account of ethics, as the reliance on 

goodwill and virtue of character might be insufficient. However, the virtue ethical approach 

contains inherent flaws, that need to be overcome. 
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Nevertheless, the approach applied in isolation may encounter some limitations. First, “conceptions of 

virtue and human flourishing are never universal. There have always been, and will always be, coherent 

accounts of the good life that cannot be reduced to or fully reconciled with other” (Vallor, 2017). 

(Villegas-Galaviz and Martin 2022a) 

The unforeseen impacts of AI systems necessitate the establishment of frameworks that re-

solve issues of responsibility and accountability when mistakes and harms occur. Normative 

approaches centered on these aspects navigate the allocation of individual responsibility in 

collective settings (Villegas-Galaviz and Martin 2022a). As technology is inherently value-

laden, AI systems can exacerbate issues of fairness and justice (Martin 2021). Moral ap-

proaches centering on these ethical aspects of AI face the problem of attempting to achieve 

consensus on the concept of fairness and justice in differing contexts. Critical theories em-

phasize such asymmetries in systemic power relations and attempt to contribute to structural 

changes (Martin 2021).  

Ethics of care adopts this perspective, as interdependent relationships and their effect on 

ethical decision-making is stressed. In this approach, marginalized groups, people’s vulner-

abilities, and protection against harms are brought to the foreground (Villegas-Galaviz and 

Martin 2022b). In the context of AI, ethical consideration should be placed on a system’s 

effects on ensuring individuals meet their needs and, that the vulnerabilities of individuals 

are not exploited. This approach calls attention towards particular situations in favor of the 

detached perspective prescribed in the principle-based approach (Resseguier and Rodrigues 

2021).  

The ethics of care has been proposed in situations where the interests of the least advantaged stakehold-

ers are not being considered. In other words, where the distance between those making the decisions 

and those impacted by the decisions is too great and the marginalized stakeholder’s interest are not 

being seen or judged to be legitimate. (Villegas-Galaviz and Martin 2022b) 

In this regard, the ethics of care views empathy, emotions, context, relationships, and vul-

nerabilities as appropriate guides to ethical decision-making (Villegas-Galaviz and Martin 

2022b). As Resseguier and Rodrigues (2021) indicate, in an effort to address the negative 

material implications and impacts of AI, the ethics of care advocates for a shift towards the 

consideration of concrete practices and the socio-political context and materialities related 



 

83 

 

to AI. This approach advocates for a notion of care, viewed as contextualized responsiveness 

to others, superseding the mere delineation of rules or calculated consequences (Villegas-

Galaviz and Martin 2022b). In this sense care is seen as a relational approach to morality. 

The crux of this approach is balancing between a focus on the disadvantages of AI and eth-

ical issues unrelated to vulnerabilities and harms (Villegas-Galaviz and Martin 2022b). Thus, 

an ethics of care approach needs to be complemented by other approaches. 

In a similar vein to ethics of care, Waelen (2022) characterizes AI ethics as embodying con-

cerns for human emancipation and empowerment, resembling a critical theory. According 

to Waelen (2022), reframing transparency, privacy, freedom, and autonomy as important 

value issues, as a consequence of their relation to empowerment, reveals the inherent critical 

nature of AI ethics. From this perspective principles of trust, justice, responsibility, and non-

maleficence are indispensable in virtue of their role in protecting individuals from the nega-

tive consequences of AI (Waelen 2022). Waelen (2022) argues, that this position is further 

justified, when the aspiration towards social change is acknowledged as an intrinsic quality 

of AI ethics. Consequently, AI ethics is not merely interested in analyzing or diagnosing 

society, but actively attempts to change it. This reframing resolves the issue of abstraction 

commonly attributed to AI ethics, by creating a common language through the perspective 

of relational or dispositional power, serving as a tangible target for change (Waelen 2022). 

Furthermore, viewing AI ethics as a critical theory provides a new method of analysis in 

identifying ethical issues, which addresses criticisms of neglect towards social and political 

impacts (Waelen 2022). The approach advocated for by Waelen (2022), remedies the com-

monly emphasized issues in AI ethics of vagueness and abstractness, as well as the disre-

garded of negative impacts and externalities. 

5.10 Value Alignment 

Aligning AI systems with human values has become a significant issue in AI ethics literature, 

as the autonomy and capabilities of AI systems have escalated. The discourse on value align-

ment is depicted in Figure 14. As the visualization indicates, the discourse on value align-

ment contains discussion from appropriate values to proposals on frameworks. The discourse 

on value alignment, as seen in the collected data, is two-sided, containing both normative 
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and technical topics. On the normative side, determining the values or principles artificial 

agents should adhere to is a primary concern, as discussed by Gabriel (2020). On the tech-

nical side, issues regarding the formal encoding of values and principles in artificial agents 

are pivotal, as discussed by Stenseke (2021).
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Figure 14 Value Alignment Discourse 

Establishing a consensus on AI value alignment is restrained by widespread variation in 

moral beliefs (Gabriel 2020). Furthermore, the issue is exacerbated by issues pertaining to 

what kind of values AI should align with and who the appropriate moral authority should be. 

A popular criticism towards the technical side of the value alignment issue relates to the 

tendency to reduce complex socio-technical issues to optimization problems (Stenseke 

2022). As Stenseke (2022) notes, normative frameworks, such as deontology and conse-

quentialism have seen popular demand, as they conveniently correspond to software devel-

opment practices.  

While deontology conveniently corresponds to conditional statements that drives software program-

ming (e.g., “If X→do Y”), consequentialism’s emphasis on quantifiable utility elegantly resonates with 

reward-functions of reinforcement learning and objective functions in mathematical optimization. 

(Stenseke 2022) 

The limitation of deontological and consequentialist approaches lies in their simplification 

of values, concepts, and theories to correspond with well-defined computational settings in 

functional applications (Stenseke 2022). Thus, the broader aspects of moral behavior and 

cognition are disregarded. Because of these shortcomings Stenseke (2021) argues for a vir-

tue-oriented approach based on moral exemplars towards solving the value alignment prob-

lem. As Flathmann, et al. (2021) indicate, designing AI systems that align their values with 

humans by learning from human behavior could be a constructive approach towards value 

alignment. These interactions would embody ethical principles in a practical manner and 

continually orient AI to reflecting on the changes in ethical expectations and constraints 

(Hauptman, Schelble and McNeese 2021). 

Doya, et al. (2022) argue, that revealed preferences and behavior are not good metrics for 

evaluation, as it often does not reflect the underlying preferences, since humans are not per-

fectly rational. Furthermore, Gabriel (2020) argues, that making reliable inferences from 

behavior is difficult, since at any moment several reward functions for agents exist, that can 

be considered optimal for the observed behavior. Additionally, such an approach encounters 
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issues in ascertaining preferences for situations seldom encountered, which could neverthe-

less be morally relevant, such as emergencies. According to Gabriel (2020), the approach 

also doesn’t account for revealed preferences that can be considered harmful or immoral. 

Adopting a value-based approach to AI alignment requires elucidating values or principles 

for agent adherence. This endeavor has commonly been furthered through the establishment 

of principles of justice endorsed by particular societies. As Gabriel (2020) however notes, 

conceptions of justice, that are global in nature might be required, as determining AI align-

ment based on local notions of justice might lead to the endorsement of cultural relativism. 

Additionally, restricting the scope of AI alignment to local principles of justice, that are 

considered benevolent, doesn’t entail global congruence (Gabriel 2020). Furthermore, ad-

vanced AI will evidently become a global technology, rendering the approach based on local 

notions of justice unfeasible. Thus, Gabriel (2020) advocates the development and design of 

AI aligned to principles reflecting a global consensus, as seen in for instance the doctrine of 

universal human rights. 

Designing AI systems to align with any set of values poses several difficulties. As Lera-Leri, 

et al. (2022) state, a variety of reasonable beliefs about values exist, that are nevertheless 

conflicting and sometimes contradictory. Thus, appropriately aligning AI represents a plu-

ralistic value alignment problem. Himmelreich and Désirée (2022) indicate, that this plural-

ism could be accommodated, if a set of principles denoting a consensus could be reached. 

Gabriel (2020) suggests, that the literature on social choice theory could provide mechanisms 

towards reaching a collective decision. Alternatively, a consensus on ethical principles as 

established by Jobin, Ienca and Vayena (2019), could serve as a preliminary basis. Accord-

ing to Holtman (2021) alignment in this sense would preferably be guided by a process of 

informed debate incorporating representatives of all affected human stakeholders towards 

building a consensus (Holtman 2021). 

5.11 Value Sensitive Design 

The discourse on value sensitive design is depicted in Figure 15. As can be seen in Figure 

15, the discourse on value sensitive design is comparatively small, containing only a handful 
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of articles. The discourse, as seen in the collected data, encompasses both technical and so-

cial aspects. On the technical side, Umbrello and Van de Poel (2021) propose, a framework 

for value sensitive design, that incorporates ethical principles into design as system require-

ments. On the social side, Gan and Moussawi (2022) argue for a shared understanding of 

relevant values amongst all stakeholders, as a necessary basis for effective design. The the-

matic convergence amongst both perspectives is in their endorsement of stakeholder partic-

ipation in the value discovery process and communication of value trade-offs. 
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Figure 15 Value Sensitive Design Discourse 

Value sensitive design is a method for integrating values into technical design, established 

as a methodology consisting of empirical, conceptual, and technical investigations 

(Umbrello and van de Poel 2021). These investigations comprise determination of relevant 

stakeholders, elicitation of stakeholder values, establishing value trade-offs, value issues in 

current technologies, and value implementation in dew designs (Umbrello and van de Poel 

2021). For value sensitive design to be effective, developers and users need a shared under-

standing of relevant values, in addition to metrics and standards specifically designed for AI 

technologies shared by all stakeholders (Gan and Moussawi 2022). 

Umbrello and van de Poel (2021) propose an approach to value sensitive design in AI con-

texts, where ethical principles are integrated into value sensitive design as design norms, that 

enable the derivation of more specific design requirements. Incorporated in this way, ethical 

principles would have an impact on design and avoid being abstract and inconsequential to 

developers and practitioners. According to Umbrello and van de Poel (2021), the value sen-

sitive design process should be extended to encompass the AI technologies entire life cycle, 

so that unintended value consequences could be monitored. This approach could potentially 

mitigate the negative impacts and externalities of AI systems, that according to Hagendorff 

(2022b) are commonly disregarded. 

According to Umbrello and van de Poel (2021), contextual variables determine how values 

are rationalized and stakeholders understand them. Thus, eliciting stakeholder values is im-

perative to ascertaining whether design conforms and fulfills stakeholder expectations both 

directly and indirectly. Bednar and Spiekermann (2022) emphasize the importance of con-

textual factors in the value discovery process. By shifting the focus from general values 

towards marginal cases, contextual value nuances not captured in top-down value list ap-

proaches are represented, resulting in the establishment of a more complete spectrum of sys-

tem requirements (Bednar and Spiekermann 2022). Bednar and Spiekermann (2022) argue, 

that bottom-up value elicitation processes that include stakeholders can be complemented 

with top-down approaches incorporating high-level values and principles, as seen in the 
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approach advocate for by Umbrello and van de Poel (2021). According to Bednar and Spiek-

ermann (2022), this synthesis should be accomplished at the conceptual and empirical levels 

in the value sensitive design tradition. 

Nyrup (2021) however notes, that a value sensitive design approach, as described by Um-

brello and van de Poel (2021), lacks a method for resolving value trade-offs. This criticism 

is common to value sensitive design approaches and requires mechanisms or procedures to 

assist in ascertaining the right kind of procedural values in decision-making. As Nyrup 

(2021) argues, the accountability for reasonableness (A4R) approach overcomes this issue. 

Proposed by Norman Daniels and James Sabin, the key idea in A4R is to implement decision procedures 

for reaching compromises which fair-minded people can accept as legitimate, despite their underlying 

ethical disagreements. This relies on a distinction between ethical rightness and ethical legitimacy. To 

regard a decision as right is to regard it as the morally correct thing to do in a given situation. To regard 

it as legitimate is to regard it as appropriately made, i.e., by a decision-maker or procedure whose moral 

authority to make such decisions should be accepted. (Nyrup 2021) 

This approach articulates standards and mechanisms for reaching consensus in deliberation 

about appropriate value trade-offs and holding decision-makers accountable, thereby em-

powering stakeholders. 
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6 DISCUSSION 

This chapter summarizes the attained results in this thesis and examines similarities and dis-

crepancies to previous meta-analyses with a critical reflection. Additionally, the chapter co-

vers the novel contributions of this thesis to the research field. Section 6.1 presents the the-

oretical and practical implications of the attained results. Section 6.2 discusses the limita-

tions of the data collection and analysis performed in this thesis. 

6.1 Implications of Results 

The primary theoretical implication of this thesis is the mapping of discourses, topics and 

themes presented and analyzed in Chapter 5. The discourses in AI ethics are varied, encom-

passing a multitude of topics, containing both convergent and divergent themes, as Figure 5 

presented in section 5.1 indicates. This mapping corresponds to results attained in previous 

meta-analyses of the AI ethics field of research. However, some notable distinctions are seen 

in the mapping for this thesis, which result in novel contributions to the research area. 

AI ethics is an emerging field of research, that has in recent years received a considerable 

amount of attention (Borenstein, et al. 2021). Research articles mapping the current state of 

AI ethics discourses are scarce. Given this lack of previous research, that would provide a 

benchmark to evaluate the results of this thesis, reflection is challenging. However, fortu-

nately research analyzing some of the prevalent topics and blind spots in AI ethics has been 

published. The mapping of discourses, topics and themes in this thesis partially corresponds 

to the categorization of keywords and categories in AI ethics literature by Vakkuri and Abra-

hamsson (2018). Commonalities include topics pertaining to the different branches of ethics 

and their application in the context of AI, autonomous agents and moral agency, law and 

regulation, AI risks, and value alignment. 

Some of the blindspots highlighted by Hagendorff (2022b), were observable in the mapping 

of AI ethics discourses, topics and themes conducted in this thesis. Most notably issues re-

lated to negative externalities of AI systems were largely absent. However, as seen particu-

larly in the ethics auditing discourse, mitigating negative impacts throughout the life cycle 
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of AI systems is seen as a central issue. Additionally, as seen in the moral approaches to AI 

discourse, calls for greater consideration of the needs of individuals have become increas-

ingly more common. Conversely, the key blindspot in AI ethics of considering the suffering 

and harms connected to AI systems emphasized by Hagendorff (2022b), was present in mul-

tiple discourses analyzed in this thesis. This was especially seen in the discourse on alterna-

tive ethical approaches to a principle-based approach, which in the collected data for this 

thesis comprised of virtue ethics, ethics of care and critical theory. This discourse contained 

several themes raising concerns related to protecting the needs and vulnerabilities of indi-

viduals as well as emphasizing a greater consideration of social change and empowerment. 

This implies a shift towards more inclusive and wide-ranging discourse and consideration of 

the needs of individuals and society. 

The aforementioned shift can be explained by progress in the discourse on AI ethics princi-

ples, which has developed significantly in recent years. Mittelstadt’s (2019) critique, pro-

vided impetus for alternative approaches to emerge and caused a shift towards the operation-

alization of AI ethics as established in section 5.2. As seen in Munn’s (2022) critique, the 

discourse is prevalent and ethical principles are still debated. However, in the discourse on 

moral approaches to AI analyzed in section 5.9 alternative approaches towards ethical AI 

are examined. In the collected data the prominent proposals advocate for either a virtue-

oriented approach, or an ethics of care approach, since both can represent disparate ethical 

features, while being complementary to a principle-based approach. The ethics of care ap-

proach emphasizes stakeholder needs and consideration of stakeholder values, which corre-

sponds to calls for stakeholder participation seen in the trustworthy AI and responsible AI 

discourses. The discourse on AI ethics principles is connected to several other discourses in 

the collected data for this thesis. 

The commonly seen ethical principles of trustworthiness and responsibility in AI develop-

ment were identified in the collected data for this thesis as separate discourses. These match 

previously attained results by Jobin, Ienca and Vayena (2019), who identified trust and re-

sponsibility amongst others as overarching ethical values and principles commonly seen in 

the AI ethics literature. The separation from the AI ethics principles discourse and the for-

mation of distinct and separate discourses for trustworthy AI and responsible AI implies that 
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the discourse has progressed from a focus on theoretical contemplations and a focus on prin-

ciples to debating mechanisms and frameworks that facilitate safe and responsible develop-

ment processes. This assertion is substantiated by the analysis in sections 5.7 and 5.8. How-

ever, the mechanisms by which individuals determine trustworthiness and effective pro-

cesses to communicate the trustworthiness of AI systems, are largely neglected in the trust-

worthy AI and responsible AI discourses identified in this thesis. These results match previ-

ous findings by Liao and Sundar (2022). Establishing such mechanisms requires further re-

search. 

Conversely, while fairness was seen as a central issue in multiple discourses, which is in line 

with both Jobin, Ienca and Vayena (2019) as well as Hagendorff (2022b), transparency and 

privacy were not represented in the collected data for this thesis as central issues and were 

not identified as separate discourses. However, transparency and explainability were repre-

sented as important topics in the ethics auditing discourse. Thus, while not forming a sepa-

rate and distinct discourse in the collected data for this thesis, transparency is an important 

topic in AI ethics. 

In comparison to the hitherto discussed, mostly theoretical contributions, the results attained 

in the following paragraphs are essential to practitioners alike. The AI ethics praxis dis-

course, as indicated by the collected data, has progressed significantly in recent years. The 

recent publications in the collected data for this thesis focused on empirically validating the 

proposed tools, methods, and frameworks in the literature. This represents a notable step 

forward and addresses the central criticisms of being abstract and not actionable that have 

been issued towards AI ethics as seen in for instance Mittelstadt (2019), as well as Morley, 

Floridi, et al. (2020). Additionally, discourse pertaining to organizational responses in ad-

dressing the ethical issues related to AI in practice were prominent. This represents a step 

forward and might potentially address the issue of lacking or mixed maturity in tackling AI 

ethics in practice on an organizational level, previously identified by Vakkuri, et al. (2020a). 

However, seen especially in the responsible AI discourse is a critical undertone towards the 

predisposition to technological solutionism and resolving complex social issues through 

technical means. This criticism is intertwined with a criticism of technological determinism 
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and the view of technology as autonomously evolving. These perspectives inherently con-

ceal implicit value judgements and hide normative disagreements within technology devel-

opment. Focusing on design processes and placing the burden of decision making on indi-

vidual technical experts, evades questions of organizational responsibility and the larger con-

text of decision-making. This corresponds to recent criticisms, as seen in for instance 

Schwartz, et al (2022). 

6.2 Limitations 

The data collection for this thesis was completed using a snowball approach with Mittel-

stadt’s (2019) article serving as the start set. One iteration of both forward and backward 

snowballing was performed, which resulted in the inclusion of 384 research articles and pa-

pers. These were then further pruned using the established eligibility criteria. As the eligi-

bility criteria seen in Table 1 indicate, the data collected for this thesis is restricted and lim-

ited in multiple ways. Firstly, research published in languages other than English was ex-

cluded. This resulted in the exclusion of a non-negligible amount of research. Secondly, 

partially related to the first limitation is the representation of different perspectives. The col-

lected literature is overwhelmingly representative of western perspectives and research im-

plemented at academic institutes. Thus, while arguably being representational of academic 

contexts and discourse related to AI ethics, the results of this thesis might not necessarily 

apply and extend to discourses and topics prevalent in other contexts. Thirdly, the cutoff 

point for relevant literature was set as 2019, which further restricted the number of research 

publications. Fourthly, the researcher conducting the data collection for this thesis was re-

stricted by access to some of the publications that would have provided relevant data for this 

thesis. 

Evidently the research process and methodology applied in this thesis was non-exhaustive 

and represents a limited overview of the research literature. As such, establishing the relia-

bility and validity of attained results was approached through careful argumentation and 

documentation of the process that was followed. Qualitative research and especially dis-

course analysis is interpretive by design. According to Yazdannik, Yousefy and Mohammadi 

(2017), evaluating the methodological and interpretative rigor of research employing 
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discourse analysis is of paramount importance. Methodological rigor requires that the re-

search question be appropriately formulated and specified, to fit the research method used 

(Yazdannik, Yousefy and Mohammadi 2017). In this thesis the objective was to research the 

prominent discourses in AI ethics and establish the prevalent topics and themes. As such, 

discourse analysis was deemed a prudent methodological approach to researching these is-

sues. 

Additionally, the chosen research question must be suitable for the corpus of texts. This 

corpus should represent the research area studied or alternatively the shortcomings should 

be clearly explicated in case the representation is lacking in some form (Yazdannik, Yousefy 

and Mohammadi 2017). As discussed in this chapter the literature collected for this thesis 

encompassed primarily research articles and papers published in academic contexts. Thus, 

while containing certain limitations, the collected data is arguably representative of the re-

search area studied in this thesis. Furthermore, a clear description of the interpretative para-

digm is required, as well as of the data-gathering and data analysis methods, so that readers 

can clearly follow along with the process (Yazdannik, Yousefy and Mohammadi 2017). 

Clear and comprehensive documentation was set as a priority early on in this thesis. Thus, 

the data collection and analysis steps and their justifications were explicated and documented 

in detail in chapters 4 and 5. 

Interpretative rigor mandates that the findings and their connection to discourse be ade-

quately described using verbatim text in support (Yazdannik, Yousefy and Mohammadi 

2017). This was accomplished in chapter 5 through pertinent in-line citations. Additionally, 

all findings should be explainable and plausible. Verification of these findings should be 

grounded in previous studies and existing knowledge (Yazdannik, Yousefy and Mohammadi 

2017). Chapter 6 grounded the findings in this thesis to previous studies and research, em-

phasizing results that corroborated previous findings, while simultaneously highlighting 

novel results. Admittedly, corroboration of the results and findings in this thesis proved to 

be challenging, since research publications related to meta-analyses and overviews of AI 

ethics discourses were scarce. However, through careful analysis and reflection similarities 

and discrepancies to previous research could be established, with several novel findings 
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being established in the discussion section in section 6.1 that were substantiated through 

analysis in chapter 5. 
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7 CONCLUSION 

This chapter concludes the thesis with an overview of the thesis and results, while providing 

pathways for complementary and further research. Section 7.1 provides an overview of the 

thesis starting with the research questions and summarizing the attained results. Chapter 7.2 

proposes avenues and opportunities for further research, that were noticed during the imple-

mentation of this thesis. Additionally, the chapter covers topics that were excluded from this 

thesis, as they were outside of scope and weren’t feasible to research in the allotted time 

frame for this thesis. 

7.1 Answers to Research Questions 

The primary objective of this thesis was to research the prominent discourses in AI ethics 

and establish what the prevalent topics and themes are and how they relate to each other. 

The secondary objective for this thesis was to ascertain whether these discourses constitute 

a coherent field of research with a meaningful amount of interaction or diverge into separate 

topics of interest. This entailed studying the discourses and the interconnectivity between 

them with the aim of revealing whether research has progressed in a meaningful way or 

whether AI ethics is stuck in a spiral of reinventing the wheel. The research questions for 

this thesis were: 

• What are the current discourses in AI ethics? 

• What are the prevalent themes and topics? 

• How do they relate to each other? 

The answers to the first two research questions are presented in Figure 5. The central dis-

courses identified in the collected data relate to AI ethics principles, AI governance, AI ethics 

praxis, ethics auditing, embedded ethics, trustworthy AI, responsible AI, moral approaches 

to AI, value alignment, and value sensitive design. As the visualization indicates the research 

field of AI ethics is vast with multiple overlapping topics and themes. The topics and themes 

identified in the collected data are inordinately numerous to enumerate and are reasonably 

intelligibly presented in Figure 5. 
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As established in Chapter 5, the prominent discourses in AI ethics encompass some over-

arching focal points. Several of the discourses identified in this thesis contain similar topics 

and themes with significant overlap, as seen in Figure 5. Conceptualizing this interconnect-

edness is one of the upshots of a focus on discourses, which revealed the nature and amount 

of overlap. As seen in Figure 4 however, the discourses are largely isolated with publications 

within discourse primarily referencing and citing other publications in their respective clus-

ters. 

This is one of the interesting findings as the apparent lack of referencing and citing towards 

publications outside of a given discourse, that nevertheless concern similar topics and 

themes, represents a challenge that needs to be overcome. This is exemplified in the topics 

of calling for stakeholder participation and managing the roles and responsibilities of differ-

ent social actors, which are acclaimed throughout several discourses as critical issues. The 

importance of stakeholder participation is highlighted in the discourses on AI governance, 

value sensitive design, and ethics auditing. Nevertheless, as seen in Figure 4, these dis-

courses are only connected in a rudimentary manner with a few scattered references and 

citations. Thus, progress in research and development of best practices are not necessarily 

shared throughout the research field as a whole. 

In a similar sense, topics pertaining to the management of roles and responsibilities are seen 

in AI governance, AI ethics praxis, responsible AI, and moral approaches to AI discourses. 

However, establishing a consensus or current state of research on these topics is challenging, 

as research is progressing on multiple fronts and spread out through multiple discourses. 

References and citations would imply only a superficial connection between these dis-

courses, however when analyzing the central topics and themes within these discourses, con-

siderably stronger connections were established. Thus, the same issues apply as in the topic 

of stakeholder participation. 

7.2 Future Research 

Several avenues for future research were noticed during the implementation of this thesis. 

The topics in this thesis were analyzed using discourse analysis from a habermasian 
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perspective. Further research is needed from the perspective of foucauldian discourse anal-

ysis. This would entail researching questions pertaining to different voices and participants 

that shape the discourse on AI ethics. The roles of different social actors and the imbalance 

in power relations was partially analyzed in this thesis and the effect of experts in shaping 

discourse on AI ethics issues was noticed. However, these topics require an in-depth analysis 

that was not feasible to conduct within the framework of this thesis. Questions of ample 

representation, seats at the table, the use of power and influence in guiding and shaping AI 

ethics discourse could serve as interesting future research topics. 

Furthermore, Critical Discourse Analysis (CDA) could be used as an approach to comple-

ment the findings of this thesis. CDA was excluded as it was outside of the interest and scope 

of this thesis. The topics discussed could however be analyzed more comprehensively from 

a critical perspective, with a focus on how social power, its misuse, dominance, and inequal-

ity relate to the topics discussed in a social and societal context. In this vein chapter 5.9 

analyzed issues in AI ethics through the lens of ethics of care and critical theory, but this 

was evidently done in a superficial manner, as these approaches only formed parts of the 

moral approaches to AI discourse. 

Additional topics that were alluded to during this thesis but were not covered extensively 

include the relationship between media sources, their portrayal of AI and its impact on the 

adoption and design of AI systems and technology to a larger extent. Furthermore, the ways 

in which public discourse shapes new technologies, for instance AI development, could be 

studied in a societal context. 
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