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Abstract 

This study introduces a research and development 

process of an immersive Virtual Reality (VR) education 

application. Altogether four application development 

iterations are showcased along the Design Science 

Research methodology. The results show how initial 

problems change and new problems occur during the 

course of a long-term DSR project with multiple 

iterations. Moreover, the study results confirm various 

previous findings, for example, that VR works better on 

higher learning levels such as application -level and 

personalization is a way to achieve this. In addition, 360 

photos and videos were found to be easy and cost-

efficient ways to increase personalization of VR 

applications. The results also suggest complementary 

and parallel use of online courses and VR applications 

in order to enable scalability. We also found positive 

learning experiences, interactions, and teacher image to 

be achieved with VR especially among small tech-savvy 

group of students. However, personalized learning 

paths and positive learning results are the preconditions 

for upbeat learning experiences.  

1. Introduction  

Education and training have become one of the 

major application areas for the immersive Virtual 

Reality (VR). Immersive VR can be defined as a digital 

environment with high sense of presence and flow of 

tasks consumed with Head-Mounted-Displays (HMDs) 

[36]. However, the most studies in the field are 

providing only specific, limited and less mature 

knowledge about educational VR applications [28]. 

Studies providing this kind of knowledge usually 

focuses on exploring the possibilities of VR education, 

for example, by investigating what are the most suitable 

application fields for VR technology (e.g., [2, 9 14]). 

These studies are focusing on users’ motivations, 

engagement, and learning outcomes of various VR 

applications. However, as a literature review presented 

in this paper reveals, these studies are not considering in 

detail the problem-solutions fields, e.g., constructs, 

methods, models, design principles or technological 

rules [13]. As a result, the field lacks more generalizable 

design models and theories to guide the practice and 

future research. 

One thing that seems to be completely missing from 

the research field is long-term design studies with 

multiple development iterations [28], that is, building 

design theories [13]. According to Gregor and Hevner 

[13], only long-term or multi-case design studies can 

produce enough knowledge about the artifact problem 

and solution fields that can be called a design theory. 

These findings lay down the motivation for this study at 

hand. The purpose of this study thus is to present what 

are the problems and solutions identified during a long-

term development process of an immersive VR 

education application? With these findings we are 

proposing more mature design knowledge and theories 

in the field of immersive VR education applications.  

Following DSR methodology [35], this study 

presents an iterative development of an immersive VR 

education platform applicable in various educational 

fields and disciplines. Most importantly the study 

introduces initial, emerging and changing problems 

during the development process. Solving these 

problems set the main motivations for the inclusion of 

the research.  In addition, the study shows accumulating 

design knowledge guiding the development of 

subsequent solution artifacts. We believe that these 

findings are useful and generalizable to both 

practitioners and scholars developing and studying 

immersive VR education applications.  

2. Methodology  

Peffers et al. [35] suggest that a methodology in DSR 

include three elements: conceptual principles, practical 

rules, and process definition. In the following, we 

describe how we consider these elements in our study.  

In terms of the main principles for DSR we adopt the 

problem relevancy [20] theory ingrained solution 

artifacts [15] interpretation of design process as a 
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research outcome [33] and, finally, seeking 

improvements instead of the absolute truth [39]. 

What it comes to the practical rules, we consider 

Gregor and Hevner [13] who suggest consideration of 

multiple cases and/or long-term research in order 

generate new and incremental design knowledge. In 

addition, vom Brocke et al. [44] suggests detailed 

descriptions of contexts, objectives, artifacts, and design 

processes in order to generate more knowledge about 

the problem and solution spaces. Furthermore, they 

suggest that the design knowledge (i.e., kernel and 

design theories as well as knowledge about solution 

artifacts, design processes and artifact evolution) is 

accumulated during the research and development 

projects over time. Lukyanenko et al. [27] adds that 

consideration of multiple artifacts and the detailed 

description and elaboration of the design process reveals 

issues about the validity and reliability of the design 

knowledge contributions.  

Finally, DSR methodology [35] offers a process 

model to conduct DSR research. They introduce an 

iterative process constituting of six steps: problem 

identification, solution objectives, developSment, 

demonstration, evaluation, and communication. It 

should be noted that as suggested in the seminal work 

by Peffers et al. [35] as well as in many latter 

methodological notes (e.g., [35]), there is no single and 

strict way to conduct DSR, but the DSR methodology 

rather offers an overall framework and mental model to 

present the findings. 

In addition to addressing the main principles and the 

practical rules, in the results section we offer a detailed 

description of the DSR process including multiple 

evaluations conducted with various methods including 

experiments, scales, open-ended questions and 

observations.  

 

3. Literature on immersive VR education 

applications 
 

This section introduces previous research from the 

field of immersive VR education applications. 

Following the main principles for DSR introduced in the 

previous methodology section ([15, 30, 33, 39]), we are 

especially interested in investigating the problem field, 

suggested solutions, design processes as well as design 

knowledge contributions by the existing research.  

A study by Agrawal et al. [2] identifies a problem 

where young drivers are at a great risk of being involved 

in car crashes as they have inexperience in hazard 

anticipation skills. In their suggested solution a VR-

based training is established, where the data from the 

driver's performance is captured and the performance 

can be played back. They validate the VR design by 

comparing VR-training to other hazard mitigation 

programs to see whether the hazard anticipation training 

can be enhanced while maintaining the mitigation 

training effect. They found that VR-based hazard 

anticipation training can greatly improve the 

performance of untrained novice drivers. Their study 

confirms with many others suggesting that VR works in 

training simulations which are otherwise dangerous or 

impossible to arrange (e.g., [29, 40]). 

Another study by Herrero et al. [14] states that for 

children with ASD, it is sometimes hard to simulate 

social situations for training emotional and social skills. 

Their solution was a VR-based training, where social 

situations are recreated in an immersive setting. Their 

sought validity in their results by comparing VR and 

conventional trainings as a control group. The results 

suggest that VR works in training social situations and 

skills. Similar results are suggested by also some other 

VR studies (e.g., [18, 21]. 

Freitas et al. [9] found that abstract subjects in 

computer science (e.g., memory management) are 

sometimes hard to teach. To solve that problem their 

tested VR-based simulator where students can learn how 

a computer manages its memory. They included 

immersive and interactive elements to their solutions 

suggesting that these are the main factors when seeking 

generalizability of the results. Comparisons between 

VR and desktop virtual environment showed that VR 

works well in teaching abstract subjects such as memory 

management and allocation in computer science. 

Similar results are achieved by Lui et al. [26] in science 

education.  

As these above studies suggest the learning subject 

and context matters in the case of VR education 

applications. As a result, VR seems to work best in 

training simulations which are otherwise dangerous or 

impossible to arrange, training social situations and 

skills as well as teaching abstract subjects. In addition, 

immersive and interactive VR environments have been 

found to enhance student motivation, engagement, 

experience, and contextual learning ([17, 31]. VR is also 

showcased to enhance deep learning or higher levels of 

learning e.g., application, analysis, evaluation, and 

creation of things [5, 6, 34]. Finally, 360 photos and 

videos as part of the VR can produce personalized 

environments and contents [16]. 

What seems to be complete missing from the 

existing research field is long-term design and 

development studies also recognized in Lähtevänoja et 

al. [28]. Only long-term or multi-case design studies 

[13] and detailed descriptions of contexts, objectives, 

artifacts, and design processes [44] can produce 

generalizable and valid design knowledge contributions 

[27]. Therefore, the objective for this study is to present 

what are the problems and solutions identified during a 
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long-term development process of an immersive VR 

education application.  

These existing VR studies form the theoretical 

foundation and existing design knowledge base for the 

problem identification and suggested solutions under 

each application development iteration. In addition to 

those, there are several other studies guiding the 

development which are introduced more in detail in next 

sections. 

 

4. Results  

The results introduce altogether four application 

development iterations taking place between 2016-2021 

and their main design knowledge contributions for VR 

learning environments. Each iteration description (1-4) 

and their paragraphs follow DSR methodology and its 

phases including problem identification, solution 

objectives, development, demonstration, evaluation and 

communication [35]. 

4.1. Iteration 1 - Interactive content and 

scalability 

The development of the first solution artifact started 

with the requirement and need to offer a nationwide 

online course targeted for high school students where 

Massive Online Courses (MOOCs) were seen as a 

scalable option [1, 22]. The solution artifact was also 

aimed to provide information about the forest sector and 

so to attract students to apply to the corresponding fields 

at the university. The identified problem with the online 

courses was related to the student motivation, 

engagement, experience (e.g., [4, 10, 12, 38]) and 

contextual learning (e.g., [11]).  

The solution artifact included a MOOC with 

interactive 360-environments. These 360-environments 

were made available for desktop and VR cardboards 

which we sent around the country of Finland (altogether 

500 pieces). The inclusion of VR cardboards was based 

on the suggestions from the previous research that 

immersive and interactive VR environments can 

enhance student motivation, engagement, experience, 

and contextual learning [17, 31] and therefore coping 

the identified problems areas.  

The artifact development began with filming the 

360-environments. Contents for the MOOC -course 

were collected by showing the 360-environments for the 

experts with carboards and interviewing them how that 

particular environment related to their work or research 

and what we should teach student about these topics. 

Interviews were transcribed, edited, and organized on a 

Moodle-based MOOC with multiple choice questions 

and short essay assignments. After that mockup of the 

interactive 360-environments were drafted to be used 

with desktop computers. The desktop-version the 360-

environment could be explored by dragging with a 

mouse and hotspots were opened with a click. In a VR-

version the surrounding was explored just turning the 

head and hotspots were opened after staring them few 

seconds while a countdown clock (a circle filling up) 

Figure 1. A screen capture of the 360 desktop-environment with interactive hotpots providing 
information boxes and/or voice narratives (same contents available for the 360-VR environment 
consumed with cardboards). 
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was shown when the hotspot was about to be opened. 

Both versions were identical in terms of the content and 

interactions – only the device was different. Under the 

hotspots there was info boxes and/or voice narratives 

presented for the users (Figure 1).   

The demonstration took place in three high schools 

nationwide and altogether 107 students were surveyed 

and interviewed in an experiment, where students were 

divided into three groups to whom the same course 

content was showcased only with different presentation 

modes: 1) text and photos, 2) text and 360 desktop-

environment, and 3) text and 360 VR-environment.  

The evaluation of the between-subjects experiment 

showed that the learning results (remembering and 

understanding) were best among the students who 

participated the second group i.e., 360 desktop-

environment. This also implies that some sort of 

interactivity has positive effect on learning. However, 

there was no difference between the groups in terms of 

motivation, engagement, and experience. Instead, there 

was a small tech-savvy group of students who favored 

360 and VR technologies, however, the group of 

students against them was even larger.  

The results offered several implications that were 

also aligned with some previous studies. First, in terms 

of the learning results, VR seemed to underperform with 

the lower levels of learning such as remembering and 

understanding. Instead, as showcased also by some 

previous research, VR learning environments 

outperform many other learning environments on the 

higher levels of learning e.g., application, analysis, 

evaluation, and creation [5, 6, 34]. Secondly, our results 

were contradictory compared to some previous results 

showing positive correlations between VR use and some 

indirect learning effects such as motivation, 

engagement, and experience (e.g., [17]). As a result, we 

concluded that the learning outcome may also mediate 

these indirect learning effects i.e., if students do not 

perceive to learn, either the learning motivation, 

engagement and experience cannot be positive. Finally, 

the finding of small tech-savvy group of students 

preferring new technologies indicated the need for 

providing different learning environments and paths for 

the students, i.e., adaptive learning materials [43]. All in 

all, the iteration 1 showed that scalability is achievable 

with MOOCs but also with VR.  

 

4.2. Iteration 2 – Personalization and higher 

levels of learning 

The second artifact iteration was set to overcome the 

main problem of low learning results achieved from the 

first development round. The main solution objectives 

included to create higher level learning tasks i.e., 

application, analysis, evaluation and/or creation. To do 

so, we chose to use personalization features as there was 

some evidence from the research that with 

personalization higher levels of learning could be 

achieved [45]. Adding personalization features also 

required more advanced Head Mounted Display (HMD) 

VR technology with hand-controllers, i.e., HTC Vive. 

This decision was done at the cost of scalability as HTC 

Vive HMDs were much more costly compared to 

cardboards and they required more powerful computers 

as well as personal tutoring to get started with the use. 

The development of artifact was conducted using 

Unreal Engine -game engine [42]. Personalization 

features included choice of surrounding, 3D model 

imports, drawings, and markings, recoding and viewing 

recordings and an avatar figure. The application also 

enabled two different user interfaces: teachers and 

students. Student interface was otherwise the same as 

the teachers, but the recording-feature was disabled. 

For the demonstration, a teacher specialized in crafts 

prepared weaving teaching recordings. The recordings 

were showcased for 97 university level students. The 

demonstration was a between-subjects experiment with 

three different teaching recording: teaching in VR, 3D 

video and 2D video (Figure 2).  

In the evaluation -part, the starting level, perceived 

affordances, and learning were tested with surveys and 

assignments. The test for the learning was an assignment 

to draw right weaving composition which can be 

considered as an application -level learning task. The 

evaluation results showed that the group assigned to the 

learning in VR outperformed in terms of learning: 75% 

of the VR group completed the assignment correctly, 

followed by 68% in the 3D group and 50% in the 2D 

group. In addition, the evaluation results suggested that 

personalized learning, multi-sensory effects, 

immersion, interactivity, 3D-dimensionality, easy-of-

use as well as motivation towards the content and 

technology were perceived significantly higher for VR 

compared to two other environments.  

The same technology artifact was also demonstrated 

in three other learning contexts: machinery, biology, and 

spatial mathematics. For each of these contexts both VR 

and 3D video learning environments were prepared and 
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altogether 100 students participated the between-

subjects experiment. Unlike in the first evaluation, this 

evaluation tested again lower levels of understanding 

(remembering and understanding) just like the 

evaluation during the iteration 1. The results were also 

exactly the same - VR underperformed compared to the 

other learning environment. The experiment was also 

measuring teachers’ competence and goodwill which 

seemed to transmit better in VR compared to the 3D 

video application, while in terms of teachers’ credibility 

there was no difference. 

These findings confirm that the VR outperforms 

some other learning environments only on the 

application -learning level of Bloom’s Taxonomy. The 

assumption also remains that it might outperform 

against some other learning environments also on other 

higher learning levels such as in analysis, evaluation, 

and creation, but there is no research evidence on that 

yet. In addition, the learning level seemed to be the only 

significant factor for the success of VR: choosing 

different learning contexts did not seem to affect the 

result. The hypothesis created during the iteration 1 was 

confirmed that motivation and many other experience 

measurements were significantly more positive for VR 

when also the learning results were positive. 

Personalization was proved to be a good way to enable 

higher level learning environments for VR and thus 

improving the learning results. 

 

4.3. Iteration 3 – 360 photo and video 

environments and advanced pedagogical 

models 

The iteration 2 was followed by introductions and 

discussions with the university teachers in various 

disciplines potentially adopting the VR teaching and 

learning application. The money was not an issue as the 

application and the technical support were provided free 

of charge. However, the teachers were reluctant in 

adopting the VR application on their courses. The issues 

were related to the effort and time required to 

incorporate new technologies and methods to their 

course syllabuses. They also felt that although the online 

3D model libraries were full of various contents, those 

were not satisfactory to their own teaching purposes. In 

multiple discussions emerged the idea of incorporating 

360 photos and videos to create personalized 

environments and contents fast and cheaply for VR, 

which was also supported by previous research [16]. In 

addition, the solution objective for the iteration 3 was to 

further evaluate the higher levels of learning by 

incorporating various higher level pedagogical models 

for teaching and learning [24]. 

In addition to the features introduced in the previous 

iteration, the iteration 3 development started with 

adding a new technology feature named 360-sphere. 

This feature includes 360 photos or videos from a real 

world and a play-area in the middle of it allowing free 

movability and interactions (Figure 3).  

In terms of the developed and demonstrated teaching 

models, the VR course included introduction lecture 

about the learning objectives, contents and methods, 

self-exploration of teacher-recorded VR content 

(example outcome), group discussions and designs to 

create own VR content, roleplay (recording content for 

VR), analysis of self-recorded content, communicating 

self-recorded content in VR. As a result, the student 

assignment outcome was a recording made in VR with 

an analysis and narrative on the course content 

(negotiations situation and related theories). This 

recording was made available to be viewed in VR or on 

a desktop video, where the student avatar was giving the 

analysis and narrative on the course content (Figure 3). 

The developed and demonstrated VR course artifact 

was compared with a classical example of Moodle-

based online course with another course context 

Figure 2. Screenshots from 3D (left) and 2D -videos (right), while the VR recording was exactly 
the same as the 3D video but consumed with the HMD and so allowing free move and change of 
viewpoint. 
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(“Copyright of meme and image”). This online course 

consisted of conventional Massive Open Online Course 

(MOOC) elements such as open access, only few 

assignment deadlines, text, figures, tables, videos, links 

to extra material, multiple choice questions and two 

assignments on discussion forums. All in all, the online 

course can be described as a classical all-round 

instantiation of a Moodle –course design and related 

theories (e.g., [8, 32]). 

In terms of the evaluation results, the comparison of 

the VR course artifact (5 student participants) and the 

online course (11 student participants) was made based 

on the Cognitive Affordances of Technologies –

framework (CAT) incorporating various pedagogical 

models [7]. Online questionnaires were sent to the 

student participants after their completion of the course. 

The results indicate that the VR course works well in 

experimental learning, discursive learning, and 

supportive learning while these are the weaknesses for 

the online environment. Learning by doing is supported 

in both environments. The strength of the online course 

is that it supports critical thinking, conceptual change, 

and self-regulated learning, while these are the weak 

points of the Mixed Reality environment. By 

implication, the results suggest that the course designs 

should consider both VR and online course elements in 

order to provide a broad spectrum of different learning 

outcomes. 

4.4. Iteration 4 - Simple content production 

and consumption with adapted pedagogical 

model 

The previous iteration and VR artifact turned out to 

be burdensome for both teachers and students. Only a 

half-day demonstration event required lots of 

preparations and planning from the teacher who also 

needed a technical assistant to run the demo course. The 

multiple teaching methods and contents were well 

organized during the half-day demo course, so the 

students were not confused, but it was obvious that the 

risk for confusion and anxiety increases with full-length 

courses. In addition, the scalability requirement 

presented in the first iteration was completely lost in the 

latter iterations.  

These identified problems initiated the next iteration 

round with solution objectives being all the previously 

achieved solutions including scalability [1, 22] 

interactive content [17, 31] higher level of learning 

through personalization [45] 360 photo and video 

environments [16] as well as advanced pedagogical 

models [24]. In addition to those, we added simple 

content production for the teachers and simple 

consumption for the students as solutions objectives. 

Finally, a new pedagogical model was needed to be 

adapted to all other solution objectives and accumulated 

design knowledge (see e.g., [23]). 

Figure 3. 360-sphere with a play-area in the middle allowing free movability and interactions for 
the user (an avatar figure). 
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As a result, we started to design and develop an 

artifact combining online and VR course elements. The 

online -part concentrated on teaching theories, while in 

the VR -part students would apply the theory into the 

real surroundings. For the VR -part the teachers’ 

workload was minimized: all they needed to do is to 

make and download a 360 photo or video from the 

course context (e.g., a negotiation situation). Another 

possibility is to search and download 3D environment 

or model e.g., from the online library. After creating and 

downloading a course context environment on an online 

terminal, teacher prepares and downloads subjects 

related the course context (e.g., theories, models, 

factors, elements, components, notes etc.). These 

subjects can be in various formats such text, hyperlinks, 

figures, tables, 3D models etc. These subjects are 

downloaded in random order in the online terminal. 

Now the VR assignment for the students is ready. 

Students can consume the VR content with standalone 

Oculus HMDs or from their own desktops / mobile 

devices making the solution scalable. Students’ task is 

to browse the environment and select and place subjects 

Table 1. The summary of the results in terms of identified problems, suggested solutions, design 
process and design knowledge contributions during four research and development -rounds. 
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from the listing prepared by the teacher. The subject 

placements should be done on right place and on right 

time (if video) in the environment. The placements 

should follow the theories taught on the online part of 

the course. These kinds of tasks for the students are 

envisaged to consider at least contextual learning, 

experimental learning, supportive learning and learning 

by doing elements. 

Further, in this iteration version there is no other 

analytics about the students’ correct answers than a 

student report or multiple-choice assignment on the 

course online page to indicate which subjects were 

placed, where they were placed and on which time. In 

this regard, teachers are encouraged to add extra / 

unsuitable subjects to test the students. In the future 

iterations also automatic and artificial intelligence -

based analytics are possible to automatize the feedback 

and grading for the students. 

This iteration is at its development stage, so no 

further demonstrations or evaluations are available yet. 

4.5. Summary of results 

The summary (Table 1) of the results is organized 

according to the adopted methodology. The summary 

shows the shifting problems and solutions during the 

course of a long-term DSR project with multiple 

iterations. The summary also shows the efforts made 

during the design processes and how all this contribute 

to the evolving design knowledge. In the description of 

the design process and following design knowledge 

contributions we consider criteria such as amount of 

cases / study contexts, time span, level of details in 

descriptions of contexts, objectives, artifacts, and 

processes, which contribute to the novelty, validity and 

reliability of the design knowledge contributions (e.g., 

[13, 27, 44]). 

The summary of the results is discussed in more 

detail in the next section. 

5. Discussion  

The results show how initial problems change and 

new problems occur during the course of a long-term 

DSR project with multiple development iterations.  This 

finding is in line with e.g., [13, 27, 44] highlighting the 

importance of multi-perspective, multi-case and/or 

long-term DSR in order generate novel, valid and 

reliable design knowledge. However, as shown in our 

literature review, these kinds of studies have been 

completely missing in the field of immersive VR 

education application research.  As a result, we suggest 

that the results of this long-term DSR study with 

multiple iterations provide more mature design 

knowledge to the field and some nascent design theory 

proposals. 

Aligned with the previous research (e.g., [5, 6, 34, 

27, 44]) also our results confirm that VR outperforms 

other video learning environments at the application -

learning level. This is confirmed with several studies 

with multiple cases and perspectives over-time, so we 

propose this finding as a nascent design theory. Notion 

of nascent is added, as we believe there are still many 

learning contexts without any research. Considering 

more and various learning contexts the future research 

could specify which learning contexts confirm with this 

proposal. In addition, there is lack of research 

considering other higher learning levels, e.g., analysis, 

evaluation, and creation, which should be adopted in the 

future research. Our results suggest that personalization 

is a good way to reach the higher learning levels, but the 

future research could consider also other means. There 

are also different types of personalization (e.g., [41]) 

which should be considered. One type that we 

considered was incorporating 360 photos and videos to 

VR which appeared to be fast, cheap, and personalized 

way to create VR content.  

The aforementioned notion of studying more 

different learning contexts should be considered despite 

of our finding that learning context seems not to have 

significant effect on learning in VR. However, this 

finding was tested only on lower learning levels 

(understanding and remembering) and with only three 

learning contexts, so further research in this regard is 

required especially testing deep and higher levels of 

learning. It should be noted that majority of the existing 

VR literature suggests that the learning context matters 

(e.g., [2, 9, 14]) but this research vein is not considering 

the different learning levels.   

Another finding was that VR seems to be possible to 

be provided in scalable way especially with parallel 

MOOCs. In addition, VR and MOOCs seemed to be 

complementary to each other in terms of the learning 

outcomes. These are some new findings as previous 

research has not paid any attention how to scale VR or 

to combine it with some other methods or technologies. 

Therefore, the future research should contemplate also 

other methods and technologies as well as their 

scalability and learning outcomes to test and establish 

alternative pedagogical models.    

Our results confirm that with VR it is possible to 

achieve interactions and further positive learning 

experiences and results [17, 31]. In addition, we were 

able to find out that the learning outcome mediates 

learning experiences i.e., if students do not perceive to 

learn, either the learning motivation, engagement and 

experience cannot be positive. Furthermore, VR seemed 
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to enhance the positive image on teacher, which is a new 

finding to the field.  

Finally, the finding of small tech-savvy group of 

students preferring new technologies indicated that 

there is a need to provide different learning 

environments and paths for the students and VR is 

capable to fulfill that need.  

 

6. Conclusions  

This study made various findings contributing to the 

existing literature and design knowledge base in the 

field of VR education applications. We are confident 

that these findings will offer some guidance also for 

other VR development projects and designs. However, 

this study considered only MOOCs and VR applications 

and proposed the best possible solutions from this 

perspective which is also a limitation. As a result, for the 

existing and emerging problems also some other 

platforms or technologies could provide equally good or 

even better solutions which should be sought by the 

future research. In addition, for the future research our 

study showed that with a long-term DSR project and 

multiple application development iterations more 

detailed problem definitions, solution artifacts as well as 

design processes could be introduced all contributing to 

more valid design knowledge in the field.  
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