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THE CALDERÓN PROBLEM FOR THE FRACTIONAL WAVE

EQUATION: UNIQUENESS AND OPTIMAL STABILITY

PU-ZHAO KOW, YI-HSUAN LIN, AND JENN-NAN WANG

Abstract. We study an inverse problem for the fractional wave equation with
a potential by the measurement taking on arbitrary subsets of the exterior in

the space-time domain. We are interested in the issues of uniqueness and sta-

bility estimate in the determination of the potential by the exterior Dirichlet-
to-Neumann map. The main tools are the qualitative and quantitative unique

continuation properties for the fractional Laplacian. For the stability, we also

prove that the log type stability estimate is optimal. The log type estimate
shows the striking difference between the inverse problems for the fractional

and classical wave equations in the stability issue. The results hold for any

spatial dimension n ∈ N.
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1. Introduction

In this paper, we study an inverse problem for the fractional wave equation with
a potential. The mathematical model for the fractional wave equation is formulated
as follows. Let Ω ⊂ Rn be a nonempty bounded Lipschitz domain, for n ∈ N. Given
T > 0, s ∈ (0, 1) and q = q(x) ∈ L∞(Ω), consider the initial exterior value problem
for the wave equation with the fractional Laplacian,

(
∂2t + (−∆)s + q

)
u = 0 in ΩT := Ω× (0, T ),

u = f in (Ωe)T := Ωe × (0, T ),

u = ∂tu = 0 in Rn × {0},
(1.1)

where (−∆)s is the standard fractional Laplacian11, and

Ωe := Rn \ Ω
denotes the exterior domain. The fractional wave equation can be regarded as a
special case of the peridynamics which models the nonlocal elasticity theory, see
e.g. [Sil16Sil16].

In recent years, inverse problems involving the fractional Laplacian have received
a lot of attention. Ghosh-Salo-Uhlmann [GSU20GSU20] first proposed the Calderón prob-
lem for the fractional Schrödinger equation, and the proof relies on the strong
uniqueness of the fractional Laplacian ([GSU20GSU20, Theorem 1.2]) and the Runge ap-
proximation ([GSU20GSU20, Theorem 1.3]). Based on these two useful tools, there are
many related works appeared in past few years, such as [BGU21BGU21, CLL19CLL19, CL19CL19,
CLR20CLR20, GLX17GLX17, GRSU20GRSU20, HL19HL19, HL20HL20, LL20LL20, LL19LL19, RS20RS20, LLR20LLR20, Lin20Lin20] and the
references therein.

Throughout this work, we assume that the (lateral) exterior data f is compactly
supported in the set WT := W × (0, T ) ⊂ (Ωe)T , where W ⊂ Ωe with W ∩ Ω = ∅
can be any nonempty open subset with Lipschitz boundary, and, to simplify our
notations, we assume that both q and f are real-valued functions. Note that the
initial boundary value problem (1.11.1) is a mixed local-nonlocal type equation. In
order to study the inverse problem of (1.11.1), we will use the strong approximation
property of (1.11.1), which is due to the nonlocality of the fractional Laplacian (−∆)s,
for 0 < s < 1. Hence, by the well-posedness of (1.11.1) (see Theorem 2.12.1), one can
formally define the associated Dirichlet-to-Neumann (DN) map Λq

(1.2) Λq : C∞
c ((Ωe)T ) → L2(0, T ;H−s(Ωe)), Λq : f 7→ (−∆)su|(Ωe)T

,

where u is the unique solution to (1.11.1). The precise definitions of the Sobolev spaces
will be given in Section 2.12.1. Let us state the first main result of our work.

Theorem 1.1 (Global uniqueness). Consider T > 0, s ∈ (0, 1), and qj = qj(x) ∈
L∞(Ω), for j = 1, 2. Assume that W1,W2 ⊂ Ωe are arbitrary nonempty open sets
with Lipschitz boundary such that W1 ∩ Ω = W2 ∩ Ω = ∅. Let Λqj be the DN map
of 

(
∂2t + (−∆)s + qj

)
u = 0 in ΩT ,

u = f in (Ωe)T ,

u(x, 0) = ∂tu(x, 0) = 0 in Rn × {0},
(1.3)

for j = 1, 2. If

Λq1(f)|(W2)T
= Λq2(f)|(W2)T

, for any f ∈ C∞
c ((W1)T ),(1.4)

then q1 = q2 in ΩT
22.

1A rigorous definition is given in Section 22.
2Throughout this paper, we adapt the notation AT := A× (0, T ), for any set A ⊂ Rn.
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The proof of Theorem 1.11.1 is based on the qualitative form of the Runge ap-
proximation for the fractional wave equation: For any g ∈ L2(ΩT ), there exists
a sequence of functions {fk}k∈N ∈ C∞

c ((W1)T ) such that uk → g in L2(ΩT ) as
k → ∞, where uk is the solution to (1.11.1) with uk = fk in (Ωe)T , for all k ∈ N.
The preceding characterization can be regarded as an exterior control approach, in
the sense that one can always control the solution by choosing appropriate exterior
data.

The second main result of the paper is a quantitative version of Theorem 1.11.1,
which provides a stability estimate for our fractional Calderón problem. Before we
state the stability result, we introduce some notations.

Definition 1.1. Let H2(0, T ; H̃α(Ω)) be the Sobolev space equipped with the norm

∥u∥H2(0,T ;H̃α(Ω)) = ∥u∥L2(0,T ;H̃α(Ω)) + ∥∂tu∥L2(0,T ;H̃α(Ω)) + ∥∂2t u∥L2(0,T ;H̃α(Ω)).

We also denote

H2
0 (0, T ; H̃

α(Ω)) :=
{
u ∈ H2(0, T ; H̃α(Ω)) : u = ∂tu = 0 in Rn × {0}

}
,

and let H−2(0, T ;H−α(Ω)) be the dual space of H2
0 (0, T ; H̃

α(Ω)). We shall explain

the space H̃α(Ω) in more detail later in Section 22.

Definition 1.2. For each α > 0 and T > 0, we define

∥q∥Z−α(Ω;T ) := sup
{∣∣∣∫ΩT

q(x, t)ϕ1(x, t)ϕ2(x, t) dx dt
∣∣∣} ,

where the supremum is taken over all functions ϕ1, ϕ2 ∈ C∞
c (ΩT ) with

∥ϕj∥H2(0,T ;H̃α(Ω)) = 1 (j = 1, 2),

and let Z−α(Ω;T ) be the Banach space equipped with this norm.

Remark 1.3. Since ∥ϕj∥L2(ΩT ) ≤ ∥ϕj∥H2(0,T ;H̃α(Ω)) = 1 for all ϕ ∈ H2
0 (0, T ; H̃

α(Ω)),

α > 0 and T > 0, it is easy to see that

∥q∥Z−α(Ω;T ) ≤ ∥q∥L∞(ΩT )

for all q = q(x, t), which implies L∞(ΩT ) ⊂ Z−α(Ω;T ).

To shorten our notations, we denote the operator norm as

∥·∥∗ = ∥·∥L2(0,T ;H2s
W

)→L2(0,T ;H−2s(W )),

where the Sobolev space H2s
W

will be described in Section 2.12.1. We are now ready
to state the second main result of our work.

Theorem 1.2 (Logarithmic stability). Let T > 0, s ∈ (0, 1), and qj = qj(x) ∈
L∞(Ω), for j = 1, 2. Assume that W1,W2 ⊂ Ωe be arbitrary nonempty open sets
with Lipschitz boundary such that W1 ∩ Ω = W2 ∩ Ω = ∅. Let Λqj be the DN map
of (1.31.3) for j = 1, 2. We also fix a regularizing parameter γ > 0. If q1 and q2 both
satisfy the apriori bound

∥qj∥L∞(Ω) ≤M for j = 1, 2,

then

∥q1 − q2∥Z−s−γ(Ω;T ) ≤ ω (∥Λq1 − Λq2∥∗)
where ω satisfies

ω(t) ≤ C| log t|−σ, 0 ≤ t ≤ 1,

for some constants C > 0 and σ > 0 depending only on n, s,Ω,W1,W2, γ, T,M .
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Inspired by Theorem 1.11.1, we will prove Theorem 1.21.2 by using a quantitative
version of Runge approximation, which involves the well-known Caffarelli-Silvestre
extension for the fractional Laplacian and the propagation of smallness. Moreover,
Theorem 1.11.1 and Theorem 1.21.2 are satisfied for any spatial dimension n ∈ N.

The third main result of this work studies the exponential instability of the
Calderón problem for the fractional wave equation. In other words, the stability
result in Theorem 1.21.2 is optimal. For brevity, we denote the operator norm

∥A∥′∗ = sup
0 ̸≡χ∈C∞

c ((0,T ))

supt∈(0,T ) ∥χAχ∥L2(B3\B2)→L2(B3\B2)
(t)

∥χ∥2W 2,∞(0,T )

,

where Br with r > 0 stands for the ball of radius r centered at the origin.

Theorem 1.3 (Exponential instability I). Let Ω = B1 ⊂ Rn, for n ≥ 2, n ∈ N.
Given any T > 0, s ∈ (0, 1), α > 0 and R > 0. There exists a positive constant
cR,T,n,s such that: Given any 0 < ϵ < cR,T,n,s, there exist potentials q1, q2 ∈ Cα(Ω)
such that ∥qj∥L∞(Ω) ≤ R, j = 1, 2, satisfying

(1.5) ∥q1 − q2∥L∞(Ω) ≥ ϵ,

but

(1.6) ∥Λq1 − Λq2∥
′
∗ ≤ KR,T,n,s exp

(
−ϵ−

n
(2n+1)α

)
for some positive constant KR,T,n,s.

For 1-dimensional case (n = 1), we can also establish the same estimate.

Theorem 1.4 (Exponential instability II). For n = 1, Theorem 1.31.3 is also valid
with the norm ∥ · ∥′∗ being replaced by the following norm:

∥A∥′′∗ := sup
0̸≡χ∈C∞

c ((0,T ))

supt∈(0,T ) ∥χAχ∥L2((2,3))→L2((2,3))(t)

∥χ∥2W 2,∞(0,T )

.

For the local counterpart, let us consider the following initial boundary value
problem for the local wave equation:

(
∂2t −∆+ q(x)

)
u = 0 in ΩT ,

∂νu(x, t) = g(x, t) in (∂Ω)T ,

u = ∂tu = 0 in Ω× {0},
(1.7)

where q = q(x) ∈ L∞(Ω). It is known that (1.71.7) is well-posed (for example, see
[Eva98Eva98]) with suitable compatibility conditions. Assuming the well-posedness of
(1.71.7), the corresponding (hyperbolic) Neumann-to-Dirichlet map of (1.71.7) is defined
by

Λ̃qg := u|∂Ω×[0,T ] for all g ∈ C∞
c ((∂Ω)T ).

In fact, Λ̃q : L2(∂Ω × (0, T )) → H1(0, T ;L2(∂Ω)) is a bounded linear operator,
which can be proved by the energy estimate of (1.71.7), see e.g. [CP82CP82, Section 6.7.5].
Now we assume

(1.8) T > diam (Ω).

Under assumption (1.81.8), in [RW88RW88], they showed the global uniqueness result for
time-independent potentials:

Λ̃q1 = Λ̃q2 implies q1 = q2 in Ω.

In [Sun90Sun90], the author showed that, if (1.81.8) holds, under some apriori assumptions,
the following estimate hold:

(1.9) ∥q1 − q2∥L2(Ω) ≤ C
∥∥∥Λ̃q1 − Λ̃q2

∥∥∥α
L
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for some constants C and α, where ∥·∥L stands for the operator norm for the
Neumann-to-Dirichlet map. A similar estimate also holds for the hyperbolic Dirichlet-
to-Neumann map [AS90AS90]. In other words, the stability of the inverse problem for
the local wave equation is of Hölder-type. We also mention other related results of
inverse problems for the local wave equation with potentials [Esk06Esk06, Esk07Esk07, Isa91Isa91,
Kia17Kia17, RS91RS91, Sal13Sal13].

Similar to the local version, we can prove the global uniqueness result for time-
independent potentials for the fractional wave equation (see Theorem 1.11.1). How-
ever, in the nonlocal counterpart of (1.91.9), we show that the stability of the inverse
problem for the fractional wave equation is of (optimal) logarithmic-type in view of
Theorem 1.21.2 and Theorem 1.31.3. We also want to point out that we do not need to
assume the large influence time condition (1.81.8). One possible explanation is that
while the speed of propagation of the local wave equation is finite, the speed of prop-
agation of the fractional wave operator is infinite due the nonlocal nature of the
fractional Laplacian (−∆)s, for 0 < s < 1. We will offer some detailed arguments
in Section 22.

Before ending this section, we would like to discuss some interesting results for
the time-harmonic wave equation. Consider the time-harmonic wave equation with
a potential (a.k.a. Schrödinger equation):

(1.10)
(
−∆+ q(x)− κ2

)
v = 0 in Ω.

Ignoring the effect of the frequency κ > 0, Alessandrini [Ale88Ale88] proved the well-
known logarithmic stability estimate for the inverse boundary value problem of
(1.101.10), and Mandache [Man01Man01] established that this logarithmic estimate is optimal
by showing that the inverse problem is exponentially unstable. Nonetheless, by
taking the frequency into account, it was shown in [INUW14INUW14] that

(1.11) ∥q1 − q2∥H−α(Rn) ≤ C

(
κ+ log

1

dist (Cq1 , Cq2)

)−2α−n

+ Cκ4dist (Cq1 , Cq2) ,

where Cq1 , Cq2 are the Cauchy data of the Schrödinger equation (1.101.10) corresponding
to q1, q2, and dist (Cq1 , Cq2) is the Hausdorff distance between Cq1 and Cq2 . Isakov
[Isa11Isa11] proved a similar estimate in terms of the DN maps.

The estimate (1.111.11) is shown to be optimal in the recent paper [KUW21KUW21]. The
estimate (1.111.11) clearly indicates that the logarithmic part decreases as the frequency
κ > 0 increases and the estimate changes from a logarithmic type to a Hölder type.
This phenomena is termed as the increasing stability. It is interesting to compare
the stability estimate (1.111.11) of the time-harmonic wave equation (1.101.10) with the
stability estimate (1.91.9) of the local wave equation (1.71.7).

Similarly to the local wave equation, we consider the following time-harmonic
fractional wave equation

(1.12)
(
(−∆)s + q(x)− κ2

)
v = 0 in Ω,

which is a fractional Schrödinger equation. Without considering the effect of the
frequency κ > 0, Rüland and Salo [RS20RS20] obtained a logarithmic type stability
estimate for the inverse boundary value problem of the time-harmonic fractional
wave equation (1.121.12) and, in [RS18RS18], they proved that such logarithmic estimate
is optimal by showing the exponential instability phenomenon. These results give
rise to a natural question: in the inverse boundary value problem for (1.121.12), if we
take the frequency κ into account, does the increasing stability estimate similar to
(1.111.11) hold? In view of the optimal logarithmic stability results in Theorem 1.21.2 and
Theorem 1.31.3, we have a strong reason to believe that the answer to this question
is negative.
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The paper is organized as follows. We discuss and prove the well-posedness of
the fractional wave equation in Section 22 and in Appendix AA, respectively. We
then prove Theorem 1.11.1 in Section 33, and prove Theorem 1.21.2 in Section 44. The
approach is mainly based on the qualitative and quantitative Runge approximation
properties for the fractional wave equation. Finally, we prove Theorem 1.31.3 and
Theorem 1.41.4 in Section 55.

2. The forward problems for the fractional wave equation

In this section, we provide all preliminaries that we need in the rest of the paper.
Let us first recall (fractional) Sobolev spaces and prove the well-posedness of the
fractional wave equation (1.11.1).

2.1. Sobolev spaces. Let F , F−1 be Fourier transform and its inverse, respec-
tively. For s ∈ (0, 1), the fractional Laplacian is defined via

(−∆)su := F−1
(
|ξ|2sF(u)

)
, for u ∈ H2s(Rn),

where Hs(Rn) stands for the L2-based fractional Sobolev space (see [DNPV12DNPV12,
Kwa17Kwa17, Ste16Ste16]). The space Ha(Rn) = W a,2(Rn) denotes the (fractional) Sobolev
space equipped with the norm

∥u∥Ha(Rn) :=
∥∥F−1 {⟨ξ⟩a Fu}

∥∥
L2(Rn)

,

for any a ∈ R, where ⟨ξ⟩ = (1 + |ξ|2) 1
2 . It is known that for s ∈ (0, 1), ∥ · ∥Hs(Rn)

has the following equivalent representation

∥u∥Hs(Rn) := ∥u∥L2(Rn) + [u]Hs(Rn)

where

[u]2Hs(O) :=

∫
O×O

|u(x)− u(y)|2

|x− y|n+2s
dxdy,

for any open set O ⊂ Rn.
Given any nonempty open set O of Rn, the collection C∞

c (O) consists all func-
tions in C∞(Rn) supported in O. Given any a ∈ R, let us define the following
Sobolev spaces,

Ha(O) := {u|O; u ∈ Ha(Rn)},

H̃a(O) := closure of C∞
c (O) in Ha(Rn),

Ha
0 (O) := closure of C∞

c (O) in Ha(O),

and
Ha

O := {u ∈ Ha(Rn); supp(u) ⊂ O}.
In addition, the Sobolev space Ha(O) is complete under the norm

∥u∥Ha(O) := inf
{
∥v∥Ha(Rn); v ∈ Ha(Rn) and v|O = u

}
.

It is not hard to see that H̃a(O) ⊆ Ha
0 (O), and that Ha

O is a closed subspace of

Ha(Rn). We also denote H−s(O) to be the dual space of H̃s(O). In fact, H−s(O)
has the following characterization:

H−s(O) =
{
u|O : u ∈ H−s(Rn)

}
with inf

w∈Hs(Rn),w|O=u
∥w∥Hs(Rn),

see e.g. [GSU20GSU20, Section 2.1], [McL00McL00, Chapter 3], or [Tri02Tri02] for more details about
the fractional Sobolev spaces. Moreover, we will use

(f, g)L2(A) :=

∫
A

fg dx, (F,G)L2(AT ) :=

∫ T

0

∫
A

FGdxdt,

in the rest of this paper, for any set A ⊂ Rn.
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2.2. The forward problem. We first state the well-posedness of the fractional
wave equation. As above, let Ω ⊂ Rn be a nonempty bounded Lipschitz domain
with n ∈ N. Given T > 0, s ∈ (0, 1), and q = q(x) ∈ L∞(Ω), consider the initial
exterior value problem for the fractional wave equation

(
∂2t + (−∆)s + q

)
u = F in ΩT ,

u = f in (Ωe)T ,

u = φ, ∂tu = ψ in Rn × {0},
(2.1)

where f ∈ C∞
c (WT ) for some open set with Lipschitz boundary W ⊂ Ωe satisfying

W ∩Ω = ∅, φ ∈ H̃s(Ω), and ψ ∈ L2(Rn) with supp (ψ) ⊂ Ω. We want to show the
well-posedness of (2.12.1). Setting v := u − f , we then consider the fractional wave
equation with zero exterior data

(
∂2t + (−∆)s + q

)
v = F̃ in ΩT ,

v = 0 in (Ωe)T ,

v = φ̃, ∂tv = ψ̃ in Rn × {0},
(2.2)

where F̃ := F − (−∆)sf , φ̃(x) = φ(x) − f(x, 0) = φ(x) and ψ̃(x) = ψ(x) −
∂tf(x, 0) = ψ(x). Hence, we simply denote the initial data as (φ,ψ) in the rest of
the paper. Now it suffices to study the well-posedness of (2.12.1).

Let us introduce the following notations. Define

u : [0, T ] → H̃s(Ω)

by

[u(t)](x) := u(x, t), for x ∈ Rn, t ∈ [0, T ].

Similarly, the function F̃ : [0, T ] → L2(Ω) can be defined analogously by

[F̃ (t)](x) := F̃ (x, t), for x ∈ Rn, t ∈ [0, T ].

With these notations at hand, we can define the weak formulation for the fractional

wave equation. Let ϕ ∈ H̃s(Ω) be any test function, multiplying (2.22.2) with ϕ gives

(v′′, ϕ)L2(Ω) +B[v, ϕ; t] = (F̃ , ϕ)L2(Ω), for 0 ≤ t ≤ T,

where B[v, ϕ; t] is the bilinear form defined via

B[v, ϕ; t] :=

∫
Rn

(−∆)s/2v(−∆)s/2ϕdx+

∫
Ω

qvϕdx.

Definition 2.1 (Weak solutions). A function

v ∈ L2(0, T ; H̃s(Ω)), with v′ ∈ L2(0, T ;L2(Ω)) and v′′ ∈ L2(0, T ;H−s(Ω))

is a weak solution of the initial exterior value problem (2.22.2) if

(1) (v′′(t), ϕ)L2(Ω) + B[v, ϕ; t] =
(
F̃ , ϕ

)
L2(Ω)

, for all ϕ ∈ H̃s(Ω), and for 0 ≤
t ≤ T a.e.

(2) v(0) = φ̃ and v′(0) = ψ̃.

Theorem 2.1 (Well-posedness). For any F̃ ∈ L2(0, T ;L2(Ω)), φ̃ ∈ H̃s(Ω), and

ψ̃ ∈ L2(Rn) with supp (ψ̃) ⊂ Ω, there exists a unique weak solution v to (2.22.2).
Moreover, the following estimate holds:

∥v∥L∞(0,T ;H̃s(Ω)) + ∥∂tv∥L∞(0,T ;L2(Ω))

≤ C
(
∥F̃ ∥L2(0,T ;L2(Ω)) + ∥φ̃∥H̃s(Ω) + ∥ψ̃∥L2(Ω)

)
.

(2.3)
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Corollary 2.2. Let Ω ⊂ Rn be a nonempty bounded Lipschitz domain for n ∈ N,
and W ⊂ Ωe be any nonempty open set with Lipschitz boundary satisfying W ∩
Ω = ∅. Then for any F = F (x, t) ∈ L2(0, T ;L2(Ω)), f = f(x, t) ∈ C∞

c (WT ),

φ ∈ H̃s(Ω), and ψ ∈ L2(Rn) with supp (ψ) ⊂ Ω, there exists a unique weak solution

u = v+ f of (2.12.1), where v ∈ L2(0, T ; H̃s(Ω))∩H1(0, T ;L2(Ω)) is the unique weak
solution of (2.22.2). Furthermore, we have the following estimate

∥u− f∥L∞(0,T ;H̃s(Ω)) + ∥∂t(u− f)∥L∞(0,T ;L2(Ω))

≤ C
(
∥F − (−∆)sf∥L2(0,T ;L2(Ω)) + ∥φ∥H̃s(Ω) + ∥ψ∥L2(Ω)

)
.

(2.4)

The proof of Theorem 2.12.1 is similar to the well-posedness of the classical wave
equation (i.e., s = 1) and, for the sake of completeness, we will give a comprehen-
sive proof in Appendix AA. In this article, we only consider the time-independent
potential q = q(x) ∈ L∞(Ω). In fact, the well-posedness for a space-time dependent
potential q = q(x, t) ∈ L∞(ΩT ) has been studied. We refer to [Bre11Bre11, Theorem
10.14] for the well-posedness of the abstract wave equations, and to [DFA20DFA20] for the
well-posedness result for non-local semi-linear integro-differential wave equations
which involve both the fractional Laplacian (in space) and the Caputo fractional
derivative operator (in time).

2.3. The DN map and its duality. With the well-posedness at hand, one can
define the corresponding DN map (1.21.2) for the fractional wave equation (1.11.1). Let
us define the solution operator

Pq : C∞
c (WT ) → L2(0, T ;Hs(Ω)), f 7→ u|ΩT

,(2.5)

where W ⊂ Ωe is a Lipschitz set with W ∩ Ω = ∅, and u is the solution of (1.11.1).
Given any φ(x, t) defined in (Ωe)T , we define

φ∗(x, t) := φ(x, T − t) for all (x, t) ∈ (Ωe)T ,

and we define the following backward DN-map:

Λ∗
q(f) := (Λq(f))

∗ for any f ∈ C∞
c ((Ωe)T ).

Lemma 2.3. Given any q ∈ L∞(Ω), Λ∗
q is self-adjoint, that is,∫

(Ωe)T

Λ∗
q(f1)f2 dxdt =

∫
(Ωe)T

f1Λ
∗
q(f2) dxdt, for all f1, f2 ∈ C∞

c ((Ωe)T ).

Proof. Let u1 = Pqf1 and u2 = Pqf2. Using integration by parts, we have

(2.6)

∫
ΩT

[
u1(∂

2
t u

∗
2)− (∂2t u1)u

∗
2

]
dxdt = 0.

Therefore,

0 =

∫
ΩT

[
u1
(
∂2t u

∗
2 + (−∆)su∗2 + qu∗2

)
−
(
∂2t u1 + (−∆)su1 + q(x)u1

)
u∗2
]
dxdt

=

∫
ΩT

[u1((−∆)su∗2)− ((−∆)su1)u
∗
2] dxdt

=

(∫
(Rn)T

−
∫
(Ωe)T

)
[u1((−∆)su∗2)− ((−∆)su1)u

∗
2] dxdt

= −
∫
(Ωe)T

[u1((−∆)su∗2)− ((−∆)su1)u
∗
2] dxdt

= −
∫
(Ωe)T

[
f1Λ

∗
q(f2)− Λq(f1)f

∗
2

]
dxdt.
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Finally, changing the variable t 7→ T − t, we have

(2.7)

∫
(Ωe)T

f1Λ
∗
q(f2) dxdt =

∫
(Ωe)T

Λq(f1)f
∗
2 dxdt =

∫
(Ωe)T

Λ∗
q(f1)f2 dxdt,

which is our desired lemma. □

Since Λ∗
q is self-adjoint, we can derive the following identity immediately.

Lemma 2.4 (Integral identity). Let q1, q2 ∈ L∞(Ω), and given any f1, f2 ∈
C∞

c ((Ωe)T ). Let u1 := Pq1f1 and u2 := Pq2f2, where the operator Pq is given
in (2.52.5), for q = q1 and q = q2, respectively. Then

(2.8)

∫
ΩT

(q1 − q2)u1u
∗
2 dxdt =

∫
(Ωe)T

((Λq1 − Λq2)f1)f
∗
2 dxdt.

Proof. Using (2.62.6), we have∫
ΩT

(q1 − q2)u1u
∗
2 dxdt

=

∫
ΩT

[q1u1u
∗
2 − u1(q2u

∗
2)] dxdt

=−
∫
ΩT

[
(∂2t u1 + (−∆)su1)u

∗
2 − u1(∂

2
t u

∗
2 + (−∆)su∗2)

]
dxdt

=−
∫
ΩT

[((−∆)su1)u
∗
2 − u1((−∆)su∗2)] dxdt

=

(∫
(Ωe)T

−
∫
(Rn)T

)
[((−∆)su1)u

∗
2 − u1((−∆)su∗2)] dxdt

=

∫
(Ωe)T

[((−∆)su1)u
∗
2 − u1((−∆)su∗2)] dxdt

=

∫
(Ωe)T

[
Λq1(f1)f

∗
2 − f1Λ

∗
q2(f2)

]
dxdt.

Combining with (2.72.7), we obtain∫
ΩT

(q1 − q2)u1u
∗
2 dxdt =

∫
(Ωe)T

[(Λq1f1)f
∗
2 − (Λq2f1)f

∗
2 ] dxdt,

which is our desired lemma. □

3. Global uniqueness for the fractional wave equation

In this section, let us state and prove a qualitative Runge type approximation
for the fractional wave equation, and then prove Theorem 1.11.1. Before further
discussion, let us comment on the speeds of propagation of the local and nonlocal
wave equations. Given V = V (x) ∈ L∞(Rn), let u be a solution of(

∂2t −∆+ V
)
u = 0 in Rn × (0,∞).

It is known that if u(x, 0) = ϕ(x), for x ∈ Rn, such that ϕ ̸≡ 0 and ϕ is compactly
supported, then for every t > 0, the solution u(·, t) has compact support.

On the other hand, the speed of propagation for the fractional wave equation
is infinite due to the nonlocal nature of the fractional Laplacian. To prove this
rigorously, let us recall the strong uniqueness property for the fractional Laplacian.
Given 0 < s < 1, r ∈ R, if u ∈ Hr(Rn) satisfies u = (−∆)su = 0 in any nonempty
open subset of Rn, then u ≡ 0 in Rn. By this property, we can prove the following
lemma.



10 P.-Z. KOW, Y.-H. LIN, AND J.-N. WANG

Lemma 3.1. Given V = V (x) ∈ L∞(Rn), let u be a solution of

(3.1)
(
∂2t + (−∆)s + V

)
u = 0 in Rn × (0, T ),

then u does not have a finite speed of propagation.

Proof. Suppose the contrary, that the speed of propagation of (3.13.1) is finite. If we
choose u(x, 0) = ϕ(x) for some 0 ̸≡ ϕ ∈ C∞

c (Rn), given any T > 0, there exists a
bounded set Ω such that

u = 0 in (Ωe)T ,

therefore, ∂2t u = 0 in (Ωe)T . Using (3.13.1), we also have

(−∆)su = 0 in (Ωe)T .

Using the strong uniqueness for the fractional Laplacian, we conclude that u ≡ 0,
which implies ϕ ≡ 0, this is a contradiction. □

3.1. Qualitative Runge approximation. The qualitative approximation prop-
erty is based on the strong uniqueness for the fractional Laplacian ([GSU20GSU20, The-
orem 1.2]).

Theorem 3.1 (Qualitative Runge approximation). Let Ω ⊂ Rn be a nonempty
bounded Lipschitz domain for n ∈ N, and W ⊂ Ωe be a nonempty open set with
Lipschitz boundary satisfying W ∩ Ω = ∅. For s ∈ (0, 1), let Pq be the solution
operator given by (2.52.5), and define

D := {u|ΩT
: u = Pqf, f ∈ C∞

c (WT )} .

Then D is dense in L2(ΩT ).

Remark 3.2. The Runge approximation plays an essential role in the study of
fractional inverse problems, for example, see [GSU20GSU20, GLX17GLX17, RS20RS20, CLR20CLR20] and
references therein.

Proof of Theorem 3.13.1. By using the Hahn-Banach theorem and the duality argu-
ments, it suffices to show that if v ∈ L2(ΩT ), which satisfies

(Pqf, v)L2(ΩT ) = 0, for any f ∈ C∞
c (WT ),(3.2)

then v ≡ 0 in ΩT . Now, consider the adjoint wave equation
(
∂2t + (−∆)s + q

)
w = v in ΩT ,

w = 0 in (Ωe)T ,

w = ∂tw = 0 in Rn × {T}.
(3.3)

Similar to the proof of Theorem 2.12.1, it is easy to see that (3.33.3) is well-posed.
For f ∈ C∞

c (WT ), let u and w be the solutions of (1.11.1) and (3.33.3), respectively.
Note that u− f is only supported in ΩT , then we have

(Pqf, v)L2(ΩT ) =
(
u− f, (−∂2t + (−∆)s + q)w

)
L2(ΩT )

=− (f, (−∆)sw)L2(WT ) ,
(3.4)

where we have used u is the solution of (1.11.1), u(x, 0) = ∂tu(x, 0) = 0 and w(x, T ) =
∂tw(x, T ) = 0 for x ∈ Rn in last equality of (3.43.4) . By using the conditions (3.23.2)
and (3.43.4), one must have (f, (−∆)sw)L2(WT ) = 0, for any f ∈ C∞

c (WT ), which

implies that

w = (−∆)sw = 0 in WT .

Fix any fixed t ∈ (0, T ), the strong uniqueness for the fractional Laplacian (see
[GSU20GSU20, Theorem 1.2]) yields that w(·, t) = 0 in Rn × {t}, for all t ∈ (0, T ).
Therefore, we derive v = 0 as desired, and the Hahn-Banach theorem infers the
density property. This proves the assertion. □
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Remark 3.3. By using similar arguments, one can also consider the well-posedness
(Theorem 2.12.1) and the Runge approximation (Theorem 3.13.1) also hold for the case
q = q(x, t) ∈ L∞(ΩT ). In this work, we are only interested in time-independent
potentials q = q(x).

Remark 3.4. For other unique continuation property for the fractional elliptic op-
erators, we refer the reader to [FF14FF14, GFR19GFR19, Rül15Rül15, Yu17Yu17] and references therein.

3.2. Proof of Theorem 1.11.1. With the help of Lemma 2.42.4 and Theorem 3.13.1, we
can prove the global uniqueness of the inverse problem for the fractional wave
equation.

Proof of Theorerm 1.11.1. Given any g ∈ L2(ΩT ), using Theorem 3.13.1, there exists a
sequence f1,k ∈ C∞

c ((W1)T ) such that

lim
k→∞

∥u1,k − g∥L2((0,T )×Ω) = 0, where u1,k = Pqf1,k.

Since 1 ∈ L2(ΩT ), similarly, we can choose a sequence f2,k ∈ C∞
c ((W2)T ) such that

lim
k→∞

∥∥u∗2,k − 1
∥∥
L2((0,T )×Ω)

= 0, where u2,k = Pqf2,k.

Combining (1.41.4) and (2.82.8), we know that∫
ΩT

(q1 − q2)u1,ku
∗
2,k dxdt = 0.

Taking the limit k → ∞, we obtain∫
ΩT

(q1 − q2)g dxdt = 0.

Finally, by the arbitrariness of g ∈ L2(ΩT ), we conclude that q1 = q2 in ΩT . □

4. Stability for the fractional wave equation

In order to understand the stability estimate for the fractional wave equation, let
us recall the famous Caffarelli-Silvestre extension [CS07CS07] for the fractional Lapla-
cian. For each x′ ∈ Rn and xn+1 ∈ R+, we denote x = (x′, xn+1) ∈ Rn × R+ =
Rn+1

+ . Fixing any 0 < s < 1 and t ∈ (0, T ). If there exists γ ∈ R such that
v(t) = v(x′, t) ∈ Hγ(Rn), using [RS20RS20, Lemma 4.1], there exists a Caffarelli-
Silvestre extension vcs(t) = vcs(x′, xn+1, t) ∈ C∞(Rn+1

+ ) of v satisfies

∇ · x1−2s
n+1 ∇vcs = 0 in Rn+1

+ ,

vcs = v on Rn × {0},
lim

xn+1→0
x1−2s
n+1 ∂n+1v

cs = −an,s(−∆)sv,

where an,s := 21−2s Γ(1−s)
Γ(s) and ∇ = (∇x′ , ∂xn+1

) = (∇′, ∂n+1).

4.1. Logarithmic stability of the Caffarelli-Silvestre extension. We now
define

Ω̂ :=

{
x′ ∈ Rn : dist (x′,Ω) <

1

2
dist (Ω,W )

}
.

We now prove a lemma, which concerns the propagation of smallness for the
Caffarelli-Silvestre extension. By using similar ideas as in [RS20RS20, Section 5], we
can derive the following boundary logarithmic stability estimate.



12 P.-Z. KOW, Y.-H. LIN, AND J.-N. WANG

Lemma 4.1. Let W ⊂ Ωe be a nonempty open bounded Lipschitz set such that
W ∩ Ω = ∅. Let vcs(x′, xn+1, t) be the Caffarelli-Silvestre extension of v(x′, t).
Define

η(t) :=

∥∥∥∥ lim
xn+1→0

x1−2s
n+1 ∂n+1v

cs(t)

∥∥∥∥
H−s(W )

= as∥(−∆)sv(t)∥H−s(W )

Suppose that there exist constants C1 > 1 and E > 0 such that η(t) ≤ E and

(4.2)
∥∥∥x 1−2s

2
n+1 v

cs
∥∥∥
L∞(0,T ;L2(Rn×[0,C1]))

+
∥∥∥x 1−2s

2
n+1 ∇vcs

∥∥∥
L∞(0,T ;L2(Rn+1

+ ))
≤ E,

then

(4.3)
∥∥∥x 1−2s

2
n+1 vcs(t)

∥∥∥
L2(Ω̂×[0,1])

≤ CE log−µ

(
CE

η(t)

)
for some constants C > 1 and µ > 0, both depending only on n, s, C1,Ω,W . More-
over, given any γ > 0, we have

(4.4)
∥∥∥x 1−2s

2 +γ
n+1 ∇vcs(t)

∥∥∥
L2(Ω̂×[0,1])

≤ CE log−µ

(
CE

η(t)

)
,

for some constants C > 1 and µ > 0, both depending only on n, s, C1,Ω,W , as well
as γ.

Proof. Estimate (4.34.3) is an immediate consequence of [RS20RS20, (5.3) of Theorem 5.1].
Replacing [RS20RS20, (5.67) of Theorem 5.1] by the following inequality:∥∥∥x 1−2s

2 +γ
n+1 ∇′vcs(t)

∥∥∥
L2(Ω̂×[0,h])

≤C
∥∥∥x 1−2s

2
n+1 ∇′vcs(t)

∥∥∥
L2(Ω̂×[0,h])

∥∥xγn+1

∥∥
L∞(Ω×[0,h])

≤ChγE,

and ∥∥∥x 1−2s
2 +γ

n+1 ∂n+1v
cs(t)

∥∥∥
L2(Ω̂×[0,h])

≤C
∥∥∥x 1−2s

2
n+1 ∂n+1v

cs(t)
∥∥∥
L2(Ω̂×[0,h])

∥∥xγn+1

∥∥
L∞(Ω×[0,h])

≤ChγE,

we can prove (4.44.4) using the similar argument as in the proof of [RS20RS20, (5.5),
Theorem 5.1], with a slight modification as indicated above. □

Remark 4.2. In view of [RS20RS20, Lemma 4.2], we have∥∥∥x 1−2s
2

n+1 v
cs
∥∥∥
L∞(0,T ;L2(Rn×[0,C1]))

+
∥∥∥x 1−2s

2
n+1 ∇vcs

∥∥∥
L∞(0,T ;L2(Rn+1

+ ))

≤C∥v∥L∞(0,T ;Hs(Rn)),

therefore, (4.24.2) can be achieved by the following sufficient condition:

∥v∥L∞(0,T ;Hs(Rn)) ≤ E.

We now define

ω1(z) := log−µ

(
C

z

)
, for 0 < z < 1.
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Note that ω2
1(z) is concave on z ∈ (0, z0) for some sufficiently small z0 = z0(µ) > 0.

From (4.34.3) and (4.44.4), together with [RS20RS20, Lemma 4.4], we obtain

1{η(t)<z0E}∥v(t)∥Hs−γ(Ω)

≤1{η(t)<z0E}C

(∥∥∥x 1−2s
2

n+1 vcs(t)
∥∥∥
L2(Ω̂×[0,1])

+
∥∥∥x 1−2s

2 +γ
n+1 ∇vcs(t)

∥∥∥
L2(Ω̂×[0,1])

)
≤1{η(t)<z0E}CEω1

(
η(t)

E

)
=CEω1

(
1{ η(t)

E <z0}
η(t)

E

)
.

(4.5)

Using Jensen’s inequality for concave functions, we have

(4.6)
1

T

∫ T

0

ω2
1

(
1{ η(t)

E <z0}
η(t)

E

)
dt ≤ ω2

1

(
1

T

∫ T

0

1{ η(t)
E <z0}

η(t)

E
dt

)
.

Combining (4.54.5) and (4.64.6) implies

(4.7)

∫ T

0

1{η(t)<z0E}∥v(t)∥2Hs−γ(Ω) dt ≤ C2E2Tω2
1

(
1

TE

∫ T

0

1{ η(t)
E <z0}η(t) dt

)
.

We extend ω1 so that it is continuous and monotone increasing on (0,∞). Therefore,
(4.74.7) gives∫ T

0

1{η(t)<z0E}∥v(t)∥2Hs−γ(Ω) dt ≤C
2E2Tω2

1

(
1

TE

∫ T

0

η(t) dt

)

≤C2E2Tω2
1

(∥η∥L2(0,T )

T
1
2E

)
=C2E2Tω2

1

(
as∥(−∆)sv∥L2(0,T ;H−s(W ))

T
1
2E

)
.

(4.8)

On the other hand, from [RS20RS20, Lemma 4.4], it follows that

1{η(t)≥z0E}∥v(t)∥Hs−γ(Ω)

≤1{η(t)≥z0E}C

(∥∥∥x 1−2s
2

n+1 vcs(t)
∥∥∥
L2(Ω̂×[0,1])

+
∥∥∥x 1−2s

2 +γ
n+1 ∇vcs(t)

∥∥∥
L2(Ω̂×[0,1])

)
≤1{η(t)≥z0E}C

(∥∥∥x 1−2s
2

n+1 v
cs
∥∥∥
L∞(0,T ;L2(Rn×[0,C1]))

+
∥∥∥x 1−2s

2
n+1 ∇vcs

∥∥∥
L∞(0,T ;L2(Rn+1

+ ))

)
≤1{η(t)≥z0E}CE

≤Cz−1
0 η(t)

=Cz−1
0 as∥(−∆)sv(t)∥H−s(W ).

(4.9)

Squaring both sides of (4.94.9) and subsequently integrating it, we obtain∫ T

0

1{η(t)≥z0E}∥v(t)∥2Hs−γ(Ω) dt

≤C2z−2
0 a2s∥(−∆)sv∥2L2(0,T ;H−s(W ))

=C2z−2
0 E2a2s

(∥(−∆)sv∥L2(0,T ;H−s(W ))

E

)2

.

(4.10)
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Summing (4.84.8) and (4.104.10) yields

∥v∥2L2(0,T ;Hs−γ(Ω)) =

∫ T

0

∥v(t)∥2Hs−γ(Ω) dt

≤C2E2

[
Tω2

1

(
as∥(−∆)sv∥L2(0,T ;H−s(W ))

T
1
2E

)
+z−2

0 a2s

(∥(−∆)sv∥L2(0,T ;H−s(W ))

E

)2
]
.

(4.11)

We now define

ω(z) :=
(
Tω2

1(T
− 1

2 asz) + z−2
0 a2sz

2
) 1

2

.

Note that ω(z) is of logarithmic type when z is small. Therefore, (4.114.11) can be
written as

∥v∥L2(0,T ;Hs−γ(Ω)) ≤ CEω

(∥(−∆)sv∥L2(0,T ;H−s(W ))

E

)
.

We summarize the above discussions in the following corollary.

Corollary 4.3. LetW ⊂ Ωe be a nonempty open bounded Lipschitz set andW∩Ω =
∅. If there exists a constant E > 0 such that

(4.12) ∥v∥L∞(0,T ;Hs(Rn)) ≤ E,

then there exists a constant C > 1 and a function of logarithmic type ω, both
depending only on n, s,Ω,W, γ, T , such that

∥v∥L2(0,T ;Hs−γ(Ω)) ≤ CEω

(
∥(−∆)sv∥L2(0,T ;H−s(W ))

E

)
.

4.2. Quantitative unique continuation. Given any F ∈ L2(ΩT ), by Corol-
lary 2.22.2, there exists a unique solution vF of the backward wave equation

(4.13)


(
∂2t + (−∆)s + q

)
vF = F in ΩT ,

vF = 0 in (Ωe)T ,

vF = ∂tvF = 0 in Rn × {T},

such that

∥vF ∥L∞(0,T ;H̃s(Ω)) ≤ C0∥F∥L2(ΩT ),

for some constant C0 > 0 independent of vF and F . Choosing E = C0∥F∥L2(ΩT ),
the condition (4.124.12) satisfies, and then we can employ Corollary 4.34.3 with v = vF
to obtain

(4.14) ∥vF ∥L2(0,T ;Hs−γ(Ω)) ≤ C∥F∥L2(ΩT )ω

(
∥(−∆)svF ∥L2(0,T ;H−s(W ))

∥F∥L2(ΩT )

)
.

Meanwhile, for any function u ∈ H−2(0, T ;Hs−γ(Ω)), by the duality argument,
one has

(4.15) ∥u∥H−2(0,T ;Hs−γ(Ω)) ≤ ∥u∥L2(0,T ;Hs−γ(Ω)).

Likewise, if u(T ) = ∂tu(T ) = 0, we can see that

(4.16)
∥∥∂2t u∥∥H−2(0,T ;H−s−γ(Ω))

≤ ∥u∥L2(0,T ;H−s−γ(Ω)).
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Now, back to the backward wave equation (4.134.13), if ∥q∥L∞(Ω) ≤ M , by (4.154.15), we
have

∥F∥H−2(0,T ;H−s−γ(Ω))

≤
∥∥∂2t vF∥∥H−2(0,T ;H−s−γ(Ω))

+ ∥(−∆)svF ∥H−2(0,T ;H−s−γ(Ω)) + ∥qvF ∥H−2(0,T ;H−s−γ(Ω))

≤
∥∥∂2t vF∥∥H−2(0,T ;H−s−γ(Ω))

+ ∥vF ∥H−2(0,T ;Hs−γ(Ω)) + ∥qvF ∥L2(ΩT )

≤
∥∥∂2t vF∥∥H−2(0,T ;H−s−γ(Ω))

+ ∥vF ∥L2(0,T ;Hs−γ(Ω)) +M∥vF ∥L2(ΩT ).

(4.17)

Since vF satisfies vF = ∂tvF = 0 in Rn × {T}, via (4.164.16), one obtains∥∥∂2t vF∥∥H−2(0,T ;H−s−γ(Ω))
≤ ∥vF ∥L2(0,T ;H−s−γ(Ω)).(4.18)

Therefore, plugging (4.184.18) into (4.174.17) yields

(4.19) ∥F∥H−2(0,T ;H−s−γ(Ω)) ≤ C∥vF ∥L2(0,T ;Hs−γ(Ω))

provided 0 < γ < s. Combining (4.144.14) and (4.194.19)gives

(4.20) ∥F∥H−2(0,T ;H−s−γ(Ω)) ≤ C∥F∥L2(ΩT )ω

(
∥(−∆)svF ∥L2(0,T ;H−s(W ))

∥F∥L2(ΩT )

)
.

We now investigate the Poisson operator Pq given in (2.52.5) in the following lemma.

Lemma 4.4. Suppose that q ∈ L∞(Ω). Let Pq be the Poisson operator given in
(2.52.5). Then

(4.21) Pq − Id : L2(0, T ;H2s
W
) → L2(ΩT )

is a compact injective linear operator. Moreover, for each F ∈ L2(ΩT ), the adjoint
operator of Pq − Id is given by

(4.22) (Pq − Id)
∗
F = −(−∆)svF ,

where vF is the solution of (4.134.13).

Proof of Lemma 4.44.4. It is worth pointing out that the function (Pq − Id)f is equal
to Pqf |ΩT

, for any f ∈ L2(0, T ;H2s
W
). We split the proof into several steps.

Step 1. Compactness.

Using (2.42.4), we can see that

∥(Pq − Id)f∥L2(0,T ;H̃s(Ω)) + ∥∂t((Pq − Id)f)∥L2(0,T ;L2(Ω)) ≤ CT ∥f∥L2(0,T ;H2s
W

).

In other words, Pq − Id : L2(0, T ;H2s
W
) → L2(0, T ; H̃s(Ω)) ∩ H1(0, T ;L2(Ω)) is a

bounded linear operator. Since the embedding H̃s(Ω) ↪→ L2(Ω) is compact, using
the Aubin-Lions-Simon Theorem in [BF13BF13, Theorem II.5.16], we know that the
embedding

L2(0, T ; H̃s(Ω)) ∩H1(0, T ;L2(Ω)) ↪→ L2(ΩT ) is compact.

Therefore, we see that the operator (4.214.21) is compact.

Step 2. Injectivity.

Suppose that f ∈ ker(Pq − Id), then Pqf = 0 in ΩT . From the definition of the
Poisson operator, u = Pqf satisfies

(4.23)
(
∂2t + (−∆)s + q

)
u = 0 in ΩT .
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Since u = 0 in ΩT , from (4.234.23), we have that (−∆)su = 0 in ΩT . Therefore,
using the strong uniqueness for the fractional Laplacian again, we know that u ≡ 0
throughout Rn, and hence f ≡ 0, which concludes that Pq is injective.

Step 3. Computing the adjoint operator.

Given any f ∈ L2(0, T ;H2s
W
), F ∈ L2(ΩT ), we have

((Pq − Id)f, F )L2(ΩT )

=(Pqf, F )L2(ΩT )

=

∫
ΩT

Pqf
(
∂2t vF + (−∆)svF + qvF

)
dxdt

=

∫
ΩT

(
∂2tPqf + qPqf

)
vF dxdt+

(∫
(Rn)T

−
∫
(Ωe)T

)
(Pqf)(−∆)svF dxdt

=

∫
ΩT

(
∂2tPqf + (−∆)sPqf + qPqf

)
vF dxdt−

∫
(Ωe)T

(Pqf)(−∆)svF dxdt

=−
∫
(Rn)T

f(−∆)svF dxdt.

Consequently, the arbitrariness of f implies (4.224.22). □

Remark 4.5. Lemma 4.44.4 implies that (Pq − Id)
∗
: L2(ΩT ) → L2(0, T ;H−2s(W )).

On the other hand, by the Riesz representation theorem, L2(0, T ;H−2s(W )) is
isomorphic to L2(0, T ;H2s

W
). In view of this identification, (Pq − Id)

∗
(Pq − Id) can

be regarded as a compact, self-adjoint, positive-definite operator from L2(0, T ;H2s
W
)

to itself. Furthermore, (4.224.22) gives (Pq − Id)
∗
F = −(−∆)svF for F ∈ L2(ΩT ).

However, by the energy estimate (2.32.3), the regularity of (−∆)svF can be improved
to L2(0, T ;H−s(W )).

Combining (4.204.20) and (4.224.22), we obtain the following theorem.

Theorem 4.1. Let 0 < s < 1, q ∈ L∞(Ω) with ∥q∥L∞(Ω) ≤ M , and W ⊂ Ωe be

nonempty open such that W ∩ Ω = ∅. There exist a constant C > 1 independent
of F and a logarithmic function ω, both depending only on n, s,Ω,W, γ, T,M , such
that

(4.24) ∥F∥H−2(0,T ;H−s−γ(Ω)) ≤ C∥F∥L2(ΩT )ω

(
∥(Pq − Id)∗F∥L2(0,T ;H−s(W ))

∥F∥L2(ΩT )

)

for all F ∈ L2(ΩT ).

4.3. Quantitative Runge approximation. It follows from Remark 4.54.5 that there
exist eigenvalues {µj}∞j=1 with µ1 ≥ µ2 ≥ · · · → 0 and orthonormal eigenfunctions

{φj}∞j=1 of (Pq − Id)
∗
(Pq − Id). Note that the orthonormality of {φj}∞j=1 is with

respect to the inner product (·, ·) := (·, ·)L2(0,T ;H2s
W

). For clarity, we denote ⟨·, ·⟩ the
L2(0, T ;H−2s(W ))× L2(0, T ;H2s

W
) duality pair. Define

σj :=
√
µj and wj :=

1

σj
(Pq − Id)φj .(4.25)
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We can easily verify that

(wj , wk)L2(ΩT ) =
1

σjσk
((Pq − Id)φj , (Pq − Id)φk)L2(ΩT )

=
1

σjσk
⟨(Pq − Id)∗(Pq − Id)φj , φk⟩

=
σj
σk

(φj , φk)L2(0,T ;H2s
W

) = δjk,

that is, {wj}∞j=1 is an orthonormal set in L2(ΩT ). Also, we have

(4.26) (Pq − Id)
∗
wj =

1

σj
(Pq − Id)

∗
(Pq − Id)φj =

µj

σj
φj = σjφj .

We can prove the completeness of {wj}∞j=1.

Lemma 4.6. The set {wj}∞j=1 is complete in L2(ΩT ). In other words, it is an

orthonormal basis of L2(ΩT ).

Proof. Let v ∈ L2(ΩT ) be such that (v, wj)L2(ΩT ) = 0 for all j, then

(v,Pqφj)L2(ΩT ) = (v, (Pq − Id)φj)L2(ΩT ) = 0, for all j.

Since {φj}∞j=1 forms an orthonormal basis of L2(0, T ;H2s
W
), then

(v,Pqf)L2(ΩT ) = 0 for all f ∈ C∞
c (WT ).

In view of the Runge approximation (Theorem 3.13.1), we conclude that v ≡ 0. □

We now fix a number α > 0. We define the operatorRα : L2(ΩT ) → L2(0, T ;H2s
W
)

by the finite sum

Rαϕ :=
∑
σj>α

1

σj
(ϕ,wj)L2(ΩT ) φj .

Since {φj}∞j=1 is an orthonormal basis of L2(0, T ;H2s
W
), and {σj} is non-increasing,

using Parseval’s identity, then it is easy to see that

∥Rαϕ∥2L2(0,T ;H2s
W

) =
∑
σj>α

1

σ2
j

|(ϕ,wj)L2(ΩT )|2

≤ 1

α2
∥ϕ∥2L2(ΩT ),

(4.27)

and

∥(Pq − Id)(Rαϕ)− ϕ∥2L2(ΩT ) =

∥∥∥∥∥∥
∑
σj>α

1

σj
(ϕ,wj)L2(ΩT )(Pq − Id)φj − ϕ

∥∥∥∥∥∥
2

L2(ΩT )

=

∥∥∥∥∥∥
∑
σj>α

(ϕ,wj)L2(ΩT )wj − ϕ

∥∥∥∥∥∥
2

L2(ΩT )

=

∥∥∥∥∥∥
∑
σj≤α

(ϕ,wj)L2(ΩT )wj

∥∥∥∥∥∥
2

L2(ΩT )

=
∑
σj≤α

∣∣(ϕ,wj)L2(ΩT )

∣∣2 ,

(4.28)

where we have used the orthonormality of {wj}∞j=1 in L2(ΩT ).
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Let us define

(4.29) rα :=
∑
σj≤α

(ϕ,wj)L2(ΩT ) wj .

In particular, for any ϕ ∈ H2
0 (0, T ; H̃

s+γ(Ω)) ⊂ L2(ΩT ), combining (4.284.28) and
(4.294.29), we have

∥(Pq − Id) (Rαϕ)− ϕ∥2L2(ΩT )

=
∣∣∣(ϕ, rα)L2(ΩT )

∣∣∣
≤∥ϕ∥H2

0 (0,T ;H̃s+γ(Ω)) ∥rα∥H−2(0,T ;H−s−γ(Ω)) .

(4.30)

We now choose F = rα ∈ L2(ΩT ) in (4.244.24), and we obtain

∥rα∥H−2(0,T ;H−s−γ(Ω)) ≤ C ∥rα∥L2(ΩT ) ω

(∥(Pq − Id)∗rα∥L2(0,T ;H−s(W ))

∥rα∥L2(ΩT )

)
,

and thus (4.304.30) implies

∥(Pq − Id)(Rαϕ)− ϕ∥2L2(ΩT )

≤C∥ϕ∥H2
0 (0,T ;H̃s+γ(Ω))∥rα∥L2(ΩT )ω

(∥(Pq − Id)∗rα∥L2(0,T ;H−s(W ))

∥rα∥L2(ΩT )

)
.

(4.31)

In view of (4.264.26), we have

(Pq − Id)
∗
rα =

∑
σj≤α

(ϕ,wj)L2(ΩT ) (Pq − Id)∗wj =
∑
σj≤α

(ϕ,wj)L2(ΩT )σjφj .

From the property that {φj}∞j=1 is an orthonormal basis of L2(0, T ;H2s
W
), it follows

∥(Pq − Id)∗rα∥2L2(0,T ;H−s(W ))

≤∥(Pq − Id)∗rα∥2L2(0,T ;H2s
W

)

=
∑
σj≤α

σ2
j

∣∣(ϕ,wj)L2(ΩT )

∣∣2
≤α2

∑
σj≤α

∣∣(ϕ,wj)L2(ΩT )

∣∣2
=α2∥rα∥2L2(ΩT ),

where we have used (4.294.29) in the last equality. Since ω is monotone non-decreasing,
(4.314.31) gives

(4.32) ∥(Pq − Id)(Rαϕ)− ϕ∥2L2(ΩT ) ≤ C∥ϕ∥H2
0 (0,T ;H̃s+γ(Ω)) ∥rα∥L2(ΩT ) ω(α).

Furthermore, observe that

(Pq − Id)(Rαϕ)− ϕ

=
∑
σj>α

1

σj
(ϕ,wj)L2(ΩT )(Pq − Id)φj − ϕ

=
∑
σj>α

(ϕ,wj)L2(ΩT )wj − ϕ

=−
∑
σj≤α

(ϕ,wj)L2(ΩT )wj

=− rα.

(4.33)
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Combining (4.324.32) and (4.334.33) yields

(4.34) ∥(Pq − Id)(Rαϕ)− ϕ∥L2(ΩT ) ≤ C∥ϕ∥H2
0 (0,T ;H̃s+γ(Ω))ω(α).

Given any ϵ > 0, there exists a unique α > 0 such that ϵ = ω(α). Write
fϵ = Rαϕ, and we know that (4.274.27) can be rewritten as

(4.35) ∥fϵ∥L2(0,T ;H2s
W

) ≤
1

ω−1(ϵ)
∥ϕ∥L2(ΩT ),

where ω−1 is the inverse function of ω. Now, as in [RS20RS20, Remark 3.4], since

ω(t) = C| log t|−σ for t small,

we can take 1
ω−1(ϵ) ≤ exp(C̃ϵ−µ) with C̃ ≥ C1/σ and µ = 1/σ for all ϵ > 0.

Therefore, restating (4.344.34) and (4.354.35) leads to the following theorem.

Theorem 4.2 (Quantitative Runge approximation). Let ∥q∥L∞(Ω) ≤M and fix a

parameter γ > 0. Given any ϕ ∈ H2
0 (0, T ; H̃

s+γ(Ω)), and any ϵ > 0, there exists
fϵ ∈ L2(0, T ;H2s

W
) such that

∥Pqfϵ − ϕ∥L2(ΩT ) = ∥Pqfϵ − fϵ − ϕ∥L2(ΩT ) ≤ C∥ϕ∥H2
0 (0,T ;H̃s+γ(Ω))ϵ,

and

∥fϵ∥L2(0,T ;H2s
W

) ≤ C exp(C̃ϵ−µ)∥ϕ∥L2(ΩT ),

for some positive constants µ, C and C̃, depending only on n, s, γ,Ω,W, γ, T,M .

4.4. Proof of Theorem 1.21.2. Finally, we can prove our logarithmic stability esti-
mate of the inverse problem for the fractional wave equation.

Proof of Theorem 1.21.2. Let ϵ > 0 be a parameter to be chosen later. We fix two

arbitrary functions ϕj ∈ H2
0 (0, T ; H̃

s+γ(Ω)) with ∥ϕj∥H2
0 (0,T ;H̃s+γ(Ω)) = 1, for j =

1, 2. Using Theorem 4.24.2, there exist functions fj ∈ L2(0, T ;H2s
W
) such that

∥tj∥L2(ΩT ) ≤ Cϵ and ∥fj∥L2(0,T ;H2s
W

) ≤ C exp(C̃ϵ−µ)

with

tj = uj − ϕj and uj = Pqjfj ,

where we have used the fact

∥ϕj∥L2(ΩT ) ≤ ∥ϕj∥H2
0 (0,T ;H̃s+γ(Ω)) = 1.

Inserting uj into the identity (2.82.8) in Lemma 2.42.4, we obtain∫
ΩT

(q1 − q2)ϕ1ϕ
∗
2 dxdt

=

∫
(Ωe)T

((Λq1 − Λq2)f1) f
∗
2 dxdt−

∫
ΩT

(q1 − q2) (ϕ2t
∗
1 + ϕ1t

∗
2 + t1t

∗
2) dxdt.

Therefore, ∣∣∣∣∫
ΩT

(q1 − q2)ϕ1ϕ
∗
2 dxdt

∣∣∣∣
≤∥Λq1 − Λq2∥∗ ∥f1∥L2(0,T ;H2s

W
)∥f2∥L2(0,T ;H2s

W
)

+ 2M
(
∥t1∥L2(ΩT ) + ∥t2∥L2(ΩT ) + ∥t1∥L2(ΩT )∥t2∥L2(ΩT )

)
≤C2 ∥Λq1 − Λq2∥∗ exp

(
2C̃ϵ−µ

)
+ 4CMϵ.
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Choosing ϵ = |log (∥Λq1 − Λq2∥∗)|
− 1

µ , we know that∣∣∣∣∫
ΩT

(q1 − q2)ϕ1ϕ
∗
2 dxdt

∣∣∣∣ ≤ ω
(
∥Λq1 − Λq2∥∗

)
,

for some logarithmic modulus of continuity (which is monotone non-decreasing) ω.
Recalling the definition of the function space Z−s(Ω, T ) in Definition 1.21.2, we finally
prove the assertion. □

5. Exponential instability of the inverse problem

In the last section of this paper, we demonstrate that the logarithmic stability
in Theorem 1.21.2 is optimal, by showing the exponential instability phenomenon for
the fractional wave equation. The ideas of the construction of the instability are
motivated by Mandache’s pioneer work [Man01Man01].

5.1. Matrix representation via an orthonormal basis. For r > 0, let Br be
the ball of radius r > 0 with center at 0. First of all, we introduce a set of basis
of L2(B3 \ B2). The following proposition can be found in [RS18RS18, Lemma 2.1 and
Remark 2.2]:

Proposition 5.1. Let n ≥ 2. Given any m ≥ 0, we define

ℓm :=

(
m+ n− 1
n− 1

)
−
(
m+ n− 3
n− 1

)
≤ 2(1 +m)n−2.

There exists an orthonormal basis {Ymkℓ : m ≥ 0, k ≥ 0, 0 ≤ ℓ ≤ ℓm} of L2(B3\B2)
such that ∥∥∥Ỹmkℓ

∥∥∥
L2(B1)

≤ C ′
n,se

−C′′
n,s(m+k)(5.1)

for some constants C ′
n,s and C ′′

n,s (both depending only on n and s), where Ỹmkℓ ∈
Hs(Rn) is the unique solution to{

(−∆)sỸmkℓ = 0 in B1,

Ỹmkℓ = 1B3\B2
Ymkℓ in Rn \B1.

Remark 5.2. For n = 1, the “sphere” ∂B1 ⊂ R consists only two end points
{−1, 1}, which is no longer a sphere. Therefore, we need to find another basis for
the one-dimensional case. We shall discuss the case of n = 1 later.

Given any bounded linear operator A : L2(B3 \B2) → L2(B3 \B2), we define

am2k2ℓ2
m1k1ℓ1

:= (AYm1k1ℓ1 , Ym2k2ℓ2)L2(B3\B2)
.

Let
(
am2k2ℓ2
m1k1ℓ1

)
be the tensor with entries am2k2ℓ2

m1k1ℓ1
, and consider the following Banach

space:

X :=
{(
am2k2ℓ2
m1k1ℓ1

)
:
∥∥∥(am2k2ℓ2

m1k1ℓ1

)∥∥∥
X
<∞

}
,

where

(5.2)
∥∥∥(am2k2ℓ2

m1k1ℓ1

)∥∥∥
X

:= sup
mikiℓi

(1 + max{m1 + k1,m2 + k2})n+2
∣∣∣am2k2ℓ2

m1k1ℓ1

∣∣∣ ,
see e.g. [RS18RS18, Definition 2.7]. The following lemma can be found in [RS18RS18, (20)],
which plays an essential role in our work.

Lemma 5.3. If n ≥ 2, then

∥A∥L2(B3\B2)→L2(B3\B2)
≤ 4

∥∥∥(am2k2ℓ2
m1k1ℓ1

)∥∥∥
X
.



CALDERÓN PROBLEM FOR THE FRACTIONAL WAVE EQUATION 21

Thanks to Lemma 5.35.3, we can regard the tensor
(
am2k2ℓ2
m1k1ℓ1

)
as the matrix repre-

sentation of the bounded linear operator A.

5.2. Special weak solutions. In view of Proposition 5.15.1, we need to introduce
some special solutions. We begin with the following lemma.

Lemma 5.4. Let χ = χ(t) ∈ C∞
c ((0, T )) and

q ∈ B∞
+,R := {q is real-valued : 0 ≤ q ≤ R a.e.} .

Given any f = f(x) ∈ L2(B3 \B2), there exists a unique solution u to

(5.3)


(
∂2t + (−∆)s + q

)
u = 0 in (B1)T ,

u(x, t) = χ(t)1B3\B2
(x)f(x) in (Rn \B1)T ,

u = ∂tu = 0 in Rn × {0},
and

(5.4) ∥u∥L∞(0,T ;L2(B1)) ≤ CR,T,n,s∥χ∥W 2,∞(0,T )∥f∥L2(B3\B2)

for some positive constant CR,T,n,s.

Proof of Lemma 5.45.4. Recall from [RS18RS18, Remark 2.2], there exists a unique solution

f̃ to

(5.5)

{
(−∆)sf̃ = 0 in B1,

f̃ = 1B3\B2
f in Rn \B1,

such that

(5.6) ∥f̃∥L2(Rn) ≤ Cn,s∥f∥L2(B3\B2)

for some constant Cn,s > 0. Let F (x, t) := −(χ′′(t) + χ(t)q(x))f̃(x). Since F ∈
L2(B1 × (0, T )), using Theorem 2.12.1, there exists a unique solution v to

(5.7)


(
∂2t + (−∆)s + q

)
v = F in (B1)T ,

v = 0 in (Rn \B1)T ,

v = ∂tv = 0 in Rn × {0},
satisfying

(5.8) ∥v∥L∞(0,T ;H̃s(B1))
+ ∥∂tv∥L∞(0,T ;L2(B1)) ≤ CR,T,n,s∥F∥L2(B1×(0,T )).

In other words,

u(x, t) := v(x, t) + χ(t)f̃(x)

is the unique solution to (5.35.3). Therefore, we can obtain from (5.85.8) that

∥u∥L∞(0,T ;L2(B1)) ≤ ∥v∥L∞(0,T ;L2(B1)) + ∥χ∥L∞(0,T )∥f̃∥L2(B1)

≤ CR,T,n,s∥χ∥W 2,∞(0,T )∥f̃∥L2(B1).
(5.9)

Combining (5.65.6) and (5.95.9) implies (5.45.4). □

Based on Lemma 5.45.4, we define the DN map

(5.10) (Λqχ)(f) = Λq(χf) := (−∆)su|(B3\B2)T
for all f ∈ L2(B3 \B2),

where u is given in (5.35.3). In view of (5.45.4), we know that

(5.11) Λqχ : L2(B3 \B2) → L∞(0, T ;H−2s(B3 \B2))

is a bounded operator. However, the regularity given in (5.115.11) is insufficient for our
purpose. We therefore consider the difference of the DN maps

(Λq − Λ0)(χf)
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for f ∈ L2(B3 \ B2), where Λ0 is the DN map (5.105.10) associated with (5.35.3) corre-
sponding to q ≡ 0. By modifying the idea in the proof of [RS18RS18, Remark 2.5], we
can prove the following lemma.

Lemma 5.5. The operator (Λq − Λ0)χ : L2(B3 \ B2) → L∞(0, T ;L2(B3 \ B2)) is
bounded. Precisely, the following estimate holds:

(5.12) ∥(Λq − Λ0)(χf)∥L∞(0,T ;L2(B3\B2))
≤ CR,T,n,s∥χ∥W 2,∞(0,T )∥f∥L2(B3\B2)

for all f ∈ L2(B3 \B2).

Proof. Let w(x, t) = uq(x, t) − u0(x, t), where uq and u0 are solutions of (5.35.3)
corresponding to q and 0, respectively. We then have

(Λq − Λ0)(χf) = (−∆)sw|(B3\B2)T
,

where w solves

(5.13)


(
∂2t + (−∆)s + q

)
w = −qu0 in (B1)T ,

w = 0 in (Rn \B1)T ,

w = ∂tw = 0 in Rn × {0}.

Using the equivalent definition of (−∆)s via the singular integral, see e.g. [Kwa17Kwa17,
Definition 2.5, Theorem 5.3], we obtain that for each x ∈ B3 \B2

|(−∆)sw(x, t)| = Cn,s

∣∣∣∣∫
Rn

w(x, t)− w(y, t)

|x− y|n+2s
dy

∣∣∣∣ = Cn,s

∣∣∣∣∫
B1

w(y, t)

|x− y|n+2s
dy

∣∣∣∣
for some positive constant Cn,s. Since

|x− y|n+2s ≥ 1, for all x ∈ B3 \B2, y ∈ B1,

we immediately observe that

|(−∆)sw(x, t)| ≤ Cn,s

∣∣∣∣∫
B1

w(y, t) dy

∣∣∣∣ ≤ Cn,s∥w(·, t)∥L2(B1).

Hence, we can estimate

∥(Λq − Λ0)(χf)∥L∞(0,T ;L2(B3\B2))

=∥(−∆)sw∥L∞(0,T ;L2(B3\B2))

≤Cn,s∥w∥L∞(0,T ;L2(B1))

≤Cn,s∥qu0∥L2(0,T ;L2(B1)) (by (2.42.4))

≤CR,T,n,s∥χ∥W 2,∞(0,T )∥f∥L2(B3\B2)
(by applying (5.45.4) to u0),

which proves the lemma. □

We now apply Lemma 5.45.4 with the exterior Dirichlet data f = Ymkℓ. Since
{Ymkℓ} is an orthonormal basis of L2(B3 \ B2), by Lemma 5.45.4, there exists a
unique solution umkℓ to

(5.14)


(
∂2t + (−∆)s + q

)
umkℓ = 0 in (B1)T ,

umkℓ(x, t) = χ(t)1B3\B2
(x)Ymkℓ(x) in (Rn \B1)T ,

umkℓ = ∂tumkℓ = 0 in Rn × {0},
.

Combining Proposition 5.15.1, (5.95.9) and (5.15.1), we obtain

(5.15) ∥umkℓ∥L∞(0,T ;L2(B1)) ≤ CT,R,n,s∥χ∥W 2,∞(0,T )e
−cn,s(m+k)

Remark 5.6. Similarly, we can let ůmkℓ be the solution to (5.145.14) with respect to
q ≡ 0 (i.e. R = 0), we have

∥ůmkℓ∥L∞(0,T ;L2(B1)) ≤ CT,n,s∥χ∥W 2,∞(0,T )e
−cn,s(m+k).
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5.3. Matrix representation. We consider the mapping

Γ(q)(f) := χ(Λq − Λ0)(χf) for f ∈ L2(B3 \B2).

We define

Γm2k2ℓ2
m1k1ℓ1

(q)(t) := (Γ(q)(Ym1k1ℓ1), Ym2k2ℓ2)L2(B3\B2)
(t).(5.16)

Since Λq is self-adjoint, then (5.165.16) infers that

Γm2k2ℓ2
m1k1ℓ1

(q)(t) = Γm1k1ℓ1
m2k2ℓ2

(q)(t).

We have the following estimate for the tensor.

Lemma 5.7. For n ≥ 2 and given q ∈ B∞
+,R, there exist constants C ′

R,T,n,s > 1

and c′n,s > 0 such that

(5.17) sup
t∈(0,T )

∣∣∣Γm2k2ℓ2
m1k1ℓ1

(q)(t)
∣∣∣ ≤ C ′

R,T,n,s∥χ∥2W 2,∞(0,T )e
−c′n,sσ

where σ := max {m1 + k1,m2 + k2}.

Proof. Since ∥Ym2k2ℓ2∥L2(B3\B2)
= 1, using the equivalent definition of (−∆)s

again, we have

sup
t∈(0,T )

∣∣∣Γm2k2ℓ2
m1k1ℓ1

(q)(t)
∣∣∣2

≤ sup
t∈(0,T )

∥Γ(q)(Ym1k1ℓ1)∥
2
L2(B3\B2)

(t)

≤ ∥χ∥2L∞(0,T ) sup
t∈(0,T )

∥(−∆)swm1k1ℓ1∥
2
L2(B3\B2)

(t)

(wm1k1ℓ1 := um1k1ℓ1 − ům1k1ℓ1)

= ∥χ∥2L∞(0,T )Cn,s sup
t∈(0,T )

∫
B3\B2

∣∣∣∣∫
Rd

wm1k1ℓ1(x, t)− wm1k1ℓ1(y, t)

|x− y|n+2s
dy

∣∣∣∣2 dx
≤ ∥χ∥2L∞(0,T )Cn,s sup

t∈(0,T )

∫
B3\B2

∣∣∣∣∫
B1

wm1k1ℓ1(y, t) dy

∣∣∣∣2 dx
(since wm1k1ℓ1 = 0 in (B3 \B2)T )

= ∥χ∥2L∞(0,T )Cn,s sup
t∈(0,T )

|B3 \B2|
∣∣∣∣∫

B1

wm1k1ℓ1(y, t) dy

∣∣∣∣2

≤ ∥χ∥2L∞(0,T )Cn,s|B3 \B2|

= |B1|︷ ︸︸ ︷(∫
B1

12 dy

) =∥wm1k1ℓ1∥
2

L∞(0,T ;L2(B1))︷ ︸︸ ︷(
sup

t∈(0,T )

∫
B1

|wm1k1ℓ1(y, t)|2 dy
)

= ∥χ∥2L∞(0,T )Cn,s|B3 \B2||B1| ∥wm1k1ℓ1∥
2
L∞(0,T ;L2(B1))

,

for some positive constant Cn,s depending only on n and s ∈ (0, 1). Combining the
estimate above and (5.155.15) gives

sup
t∈(0,T )

∣∣∣Γm2k2ℓ2
m1k1ℓ1

(q)(t)
∣∣∣ ≤ CR,T,n,s∥χ∥2W 2,∞(0,T )e

−cn,s(m1+k1).(5.18)

Since q is real-valued, Γ(q) is self-adjoint. Therefore, we have

sup
t∈(0,T )

∣∣∣Γm2k2ℓ2
m1k1ℓ1

(q)
∣∣∣ = sup

t∈(0,T )

∣∣∣Γm1k1ℓ1
m2k2ℓ2

(q)
∣∣∣

≤CR,T,n,s∥χ∥2W 2,∞(0,T )e
−cn,s(m2+k2).

(5.19)

The estimate (5.175.17) then follows from (5.185.18) and (5.195.19). □
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5.4. Construction of a family of δ-net. It follows easily from (5.175.17) that

(5.20) sup
t∈(0,T )

(1 + σ)n+2
∣∣∣Γm2k2ℓ2

m1k1ℓ1
(q)(t)

∣∣∣ ≤ C ′
R,T,n,s∥χ∥2W 2,∞(0,T )(1 + σ)n+2e−c′n,sσ,

that is,

sup
t∈(0,T )

∥∥∥(Γm2k2ℓ2
m1k1ℓ1

(q)(t))
∥∥∥
X

≤ C ′
R,T,n,s∥χ∥2W 2,∞(0,T ) sup

σ≥0
(1 + σ)n+2e−c′n,sσ <∞,

and thus
(
Γm2k2ℓ2
m1k1ℓ1

(B∞
+,R)(t)

)
⊂ X, for all t ∈ (0, T ). Let us define the δ-net as

follows.

Definition 5.8 (δ-net). A set Y of a metric space (M, d) is called a δ-net for
Y1 ⊂M if for any x ∈ Y1, there is a y ∈ Y such that d(x, y) ≤ δ.

Lemma 5.9. Let n ≥ 2. Given any R > 1 and 0 < δ < ∥χ∥2W 2,∞(0,T ). There exists

a family {Y (t) : t ∈ (0, T )} such that each Y (t) is a δ-net of(
(Γm2k2ℓ2

m1k1ℓ1
(B∞

+,R)(t)), ∥·∥X
)

and satisfies

(5.21) log |Y (t)| ≤ Kn,s log
2n+1

(
KR,T,n,s∥χ∥2W 2,∞(0,T )

δ

)
for some positive constants Kn,s and KR,T,n,s, where |Y (t)| denotes the cardinality
of Y (t).

Proof. We first note that it suffices to take C ′
R,T,n,s ≥ 1 and c′n,s > 0 described in

Lemma 5.75.7.

Step 1. Initialization.

Given any 0 < δ < ∥χ∥2W 2,∞(0,T ), suggested by (5.205.20), let σ̃ > 0 be the unique

solution to

(1 + σ̃)
n+2

e−c′n,sσ̃ =
δ

C ′
R,T,n,s∥χ∥2W 2,∞(0,T )

.

It is easy to see that

δ

C ′
R,T,n,s∥χ∥2W 2,∞(0,T )

= (1 + σ̃)
n+2

e−
c′n,s

2 σ̃e−
c′n,s

2 σ̃ ≤ C ′′
n,se

−
c′n,s

2 σ̃

with

C ′′
n,s := sup

σ>0
(1 + σ)

n+2
e−

c′n,s
2 σ.

Therefore, we have

σ̃ ≤ 2

c′n,s
log

(
C ′′

n,sC
′
R,T,n,s∥χ∥2W 2,∞(0,T )

δ

)
.

Let σ∗ = ⌊σ̃⌋, then

(5.22) 1 + σ∗ ≤ 1 + σ̃ ≤ c′′n,s log

(
C ′′

n,sC
′
R,T,n,s∥χ∥2W 2,∞(0,T )

δ

)
for some constant c′′n,s. Observe that if Z ∋ σ ≥ σ∗ + 1, then

(5.23) (1 + σ)
n+2

e−c′n,sσ ≤ δ

C ′
R,T,n,s∥χ∥2W 2,∞(0,T )

,

where Z denotes the set of integers.
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Step 2. Construction of sets.

Let δ′ := δ
(1+σ∗)n+2 and define

Y ′ :=
{
a ∈ δ′Z : |a| ≤ C ′

R,T,n,s∥χ∥2W 2,∞(0,T )(1 + σ∗)
−(n+2)

}
,

and

Y (t) :=

{(
bm2k2ℓ2
m1k1ℓ1

(t)
)
:
bm2k2ℓ2
m1k1ℓ1

(t) ∈ Y ′ if Z+ ∋ σ ≤ σ∗,

bm2k2ℓ2
m1k1ℓ1

(t) = 0, otherwise,

}
,

where Z+ is the set of non-negative integers.

Step 3. Verifying Y (t) is a δ-net.

Our goal is to construct an appropriate
(
bm2k2ℓ2
m1k1ℓ1

(t)
)
∈ Y (t) that is an approxi-

mation of
(
Γm2k2ℓ2
m1k1ℓ1

(q)(t)
)
.

• If σ ≤ σ∗, we choose b
m2k2ℓ2
m1k1ℓ1

(t) ∈ Y ′ to be the closest element to Γm2k2ℓ2
m1k1ℓ1

(q)(t).
Then

(1 + σ)n+2
∣∣∣bm2k2ℓ2

m1k1ℓ1
(t)− Γm2k2ℓ2

m1k1ℓ1
(q)(t)

∣∣∣ ≤ (1 + σ∗)
n+2δ′ = δ.

• Otherwise, if σ ≥ σ∗ + 1, we simply choose bm2k2ℓ2
m1k1ℓ1

(t) = 0. Consequently,

we obtain from (5.205.20) and (5.235.23) that

(1 + σ)n+2
∣∣∣bm2k2ℓ2

m1k1ℓ1
(t)− Γm2k2ℓ2

m1k1ℓ1
(q)(t)

∣∣∣
=(1 + σ)n+2

∣∣∣Γm2k2ℓ2
m1k1ℓ1

(q)(t)
∣∣∣

≤C ′
R,T,n,s∥χ∥2W 2,∞(0,T )(1 + σ)n+2e−c′n,sσ

≤δ.

Combining these two cases, and by the definition of X-norm, we have

sup
t∈(0,T )

∥∥∥(bm2k2ℓ2
m1k1ℓ1

− Γm2k2ℓ2
m1k1ℓ1

(q)
)∥∥∥

X
≤ δ.

In other words, we have shown that, Y (t) is a δ-net of
(
(Γm2k2ℓ2

m1k1ℓ1
(B∞

+,R)(t)), ∥·∥X
)
,

for each t ∈ (0, T ).

Step 4. Calculating the cardinality of Y (t).

Let Nσ be the number of 6-tuples (m1, k1, ℓ1,m2, k2, ℓ2) with σ = max{m1 +
k1,m2 + k2} as in Lemma 5.75.7. We now want to estimate Nσ. First of all, we fix
any integer 0 ≤ σ′ ≤ σ and compute the number of 6-tuples with m1 + k1 = σ and
m2 + k2 = σ′. It is easy to see that there are

σ + 1 choices of m1 and σ′ + 1 choices of m2.

Moreover, the number of choices of ℓi is bounded by ℓmi
, and, from Proposition 5.15.1,

we can see that

ℓmi ≤ ℓσ ≤ 2(1 + σ)n−2 for i = 1, 2.

Therefore, the number Nσ of 6-tuples withm1+k1 = σ andm2+k2 = σ′ is bounded
by 4(1 + σ)2n−2. Thus, the number of 6-tuples with m1 + k1 = σ and m2 + k2 ≤ σ
is bounded by 4(1+σ)2n−1. Interchanging the role of (m1, k1, ℓ1) with (m2, k2, ℓ2),
we obtain a similar bound, and hence

Nσ ≤ 8(1 + σ)2n−1.
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Therefore, we derive that

N∗ :=

σ∗∑
σ=0

Nσ ≤
σ∗∑
σ=0

8(1 + σ)2n−1 ≤ 8(1 + σ∗)
2n.

From (5.225.22), it follows

N∗ ≤ 8

(
c′′n,s log

(
C ′′

n,sC
′
R,T,n,s∥χ∥2W 2,∞(0,T )

δ

))2n

.

Since |Y (t)| = |Y ′|N∗ and

|Y ′| = 1 + 2

⌊
C ′

R,T,n,s∥χ∥2W 2,∞(0,T )(1 + σ∗)
−(n+2)

δ′

⌋

≤
3C ′

R,T,n,s∥χ∥2W 2,∞(0,T )

δ
, since 0 < δ < ∥χ∥2W 2,∞(0,T ),

we can see that

log |Y (t)| =N∗ log |Y ′|

≤8

(
c′′n,s log

(
C ′′

n,sC
′
R,T,n,s∥χ∥2W 2,∞(0,T )

δ

))2n

× log

(
3C ′

R,T,n,s∥χ∥2W 2,∞(0,T )

δ

)
.

Setting

KR,T,n,s := C ′′
n,sC

′
R,T,n,s + 3C ′

R,T,n,s,

C̃n,s := c′′n,s + 1,

we then obtain

log |Y (t)| ≤ 8

(
C̃n,s log

(
KR,T,n,s∥χ∥2W 2,∞(0,T )

δ

))2n+1

= Kn,s log
2n+1

(
KR,T,n,s∥χ∥2W 2,∞(0,T )

δ

)
with Kn,s = 8(C̃n,s)

2n+1. This proves the assertion. □

Remark 5.10. Note that

inf
0<δ<∥χ∥2

W2,∞(0,T )

log

(
KR,T,n,s∥χ∥2W 2,∞(0,T )

δ

)
= log(KR,T,n,s).

Therefore, for each α > 0 and

(5.24) 0 < ϵ < log−
(2n+1)α

n (KR,T,n,s) =: cR,T,n,s,

there exists a unique 0 < δ < ∥χ∥2W 2,∞(0,T ) such that

(5.25) ϵ−
n

(2n+1)α = log

(
KR,T,n,s∥χ∥2W 2,∞(0,T )

δ

)
.

Therefore, we can rewrite (5.215.21) as

(5.26) log |Y (t)| ≤ Kn,sϵ
−n

α .
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5.5. Construction of an ϵ-discrete set. Fixing any r0 ∈ (0, 1), α > 0, ϵ > 0,
and β > 0, we define the following set:

N ϵ
αβ(Br0) := {q ≥ 0 : supp (q) ⊂ Br0 , ∥q∥L∞ ≤ ϵ, ∥q∥Cα ≤ β} .

The following lemma can be found in [KUW21KUW21, Proposition 2.1], in [ZZ19ZZ19,
Lemma 5.2], or in [KT59KT59, KT61KT61] in a more abstract form, also see [Man01Man01, Lemma
2] for a direct proof, which is valid for all n ∈ N. Additionally, we refer to [DCR03bDCR03b,
Proposition 3.1] and [DCR03aDCR03a, Proposition 2.2], where similar results were derived
under different settings.

Definition 5.11 (ϵ-discrete set). A set Z of a metric space (M, d) is called an
ϵ-discrete set if d(z1, z2) ≥ ϵ for all z1 ̸= z2 ∈ Z.

Lemma 5.12. Let n ∈ N and α > 0. There exists a constant µ = µ(n, α) > 0 such
that the following statement holds for all β > 0 and for all ϵ ∈ (0, µβ). Then there

exists a ϵ-discrete (a.k.a. ϵ-distinguishable) subset Z of
(
N ϵ

αβ(Br0), ∥ · ∥L∞

)
such

that

log |Z| ≥ 2−(n+1)

(
µβ

ϵ

)n
α

,

where |Z| denotes the cardinality of Z.

5.6. Proof of Theorem 1.31.3. With Lemma 5.95.9 and Lemma 5.125.12 at hand, we can
prove the exponential instability of the inverse problem for the fractional wave
equation.

Proof of Theorem 1.31.3. Let µ and cR,T,n,s be the constants given in Lemma 5.125.12 and
in (5.245.24), respectively. For each 0 < ϵ < min {cR,T,n,s, R, µβ}, we can construct
an ϵ-discrete set Z as described in Lemma 5.125.12. Let δ be the constant chosen in
(5.255.25). Next, for each t ∈ (0, T ), we construct a δ-net Y (t) as in Lemma 5.95.9 and

(5.265.26) holds. Clearly, Y (t) is also a δ-net for
(
Γm2k2ℓ2
m1k1ℓ1

(Z)(t), ∥ · ∥X
)
.

We now choose β = β(R,n, s, α) sufficiently large (which is independent of ϵ)
such that µβ ≥ R and

log |Z| ≥ 2−(n+1)

(
µβ

ϵ

)n
α

> Kn,sϵ
−n

α ≥ log |Y (t)|.

Therefore, by the pigeonhole principle, for each t ∈ (0, T ), there exist
(
ym2k2ℓ2
m1k1ℓ1

(t)
)
∈

Y (t), and two different q1, q2 ∈ Z ⊂ N ϵ
αβ(Br0) such that∥∥∥(Γm2k2ℓ2

m1k1ℓ1
(qi)(t)− ym2k2ℓ2

m1k1ℓ1
(t)
)∥∥∥

X
≤ δ for i = 1, 2.

In view of Lemma 5.35.3 and by (5.255.25), we have

sup
t∈(0,T )

∥χ(Λq1 − Λq2)χ∥L2(B3\B2)→L2(B3\B2)
(t)

= sup
t∈(0,T )

∥Γ(q1)− Γ(q2)∥L2(B3\B2)→L2(B3\B2)
(t)

≤4
∥∥∥Γm2k2ℓ2

m1k1ℓ1
(q1)(t)− Γm2k2ℓ2

m1k1ℓ1
(q2)(t)

∥∥∥
X

≤8δ = 8KR,T,n,s∥χ∥2W 2,∞(0,T ) exp(−ϵ
− n

(2n+1)α ).

The arbitrariness of 0 ̸≡ χ ∈ C∞
c ((0, T )) leads to the estimate (1.61.6), while the

estimate (1.51.5) immediately follows form the definition of Z. Moreover, since ϵ < R,
∥qi∥L∞ ≤ R, for i = 1, 2. The proof is now completed. □
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We next prove the exponential instability in the case of n = 1, Theorem 1.41.4. The
proof of Theorem 1.41.4 is very similar to that of Theorem 1.31.3. The main difference
is that when n = 1, the boundary ∂B1 of the interval B1 = (−1, 1) consists only
two points {−1, 1}. Therefore, we need to modify the proof of Proposition 5.15.1.

We first construct an orthonormal basis {Yk} of L2((2, 3)) such that the solution

Ỹk of

(5.27)

{
(−∆)sỸk = 0 in B1,

Ỹk = 1(2,3)Yk in R1 \B1,

satisfies some exponential decay bound. Similar to the proof of [RS18RS18, Lemma 2.1],
using the Poisson formula of uk in [Buc16Buc16, Theorem 2.10], there exists a constant
c = c(s) ̸= 0 such that

(5.28)
Ỹk(x)

c(1− x2)s
=

∫
R1\B1

1

|x− r|
1(2,3)(r)Yk(r)

(r2 − 1)s
dr =

∫ 3

2

1

r − x

Yk(r)

(r2 − 1)s
dr

for all x ∈ (−1, 1). If we choose
{
Yk = e2πik(x−2)

}
to be the usual orthonormal

basis of L2((2, 3)), it will be difficult to obtain an exponential decay bound for Ỹk.
Therefore, we would like to find another orthonormal basis for L2((2, 3)) to meet
our goal.

Proposition 5.13. There exists a real-valued orthonormal basis {Yk} of L2((2, 3))
satisfying that

∥Ỹk∥L2(B1) ≤ C ′e−C′′k for all k = 0, 1, 2, . . . ,

for some positive constants C ′ and C ′′ independent of Yk and Ỹk, where Ỹk ∈
Hs(R1) is the unique solution of (5.275.27).

Proof. In view of (5.285.28), we want to find real-valued Yk of the form

(5.29) Yk(r) = r(r2 − 1)sgk(r).

Plugging the ansatz (5.295.29) into (5.285.28), we obtain that for x ∈ (−1, 1)

Ỹk(x) = c(1− x2)s
∫ 3

2

1

1− x
r

gk(r) dr

= c(1− x2)s
∫ 3

2

∞∑
j=0

(x
r

)j
gk(r) dr

= c(1− x2)s
∞∑
j=0

xj
∫ 3

2

r−jgk(r) dr,(5.30)

provided gk ∈ L1((2, 3)). In order to derive the desired decaying properties, for
each k ≥ 1, we will choose gk such that

(5.31a)

∫ 3

2

r−jgk(r) dr = 0 for all 0 ≤ j ≤ k − 1.

From (5.295.29), we also require gk to satisfy

(5.31b) δkℓ =

∫ 3

2

Yk(r)Yℓ(r) dr =

∫ 3

2

r2(r2 − 1)2sgk(r)gℓ(r) dr.

Setting

hk(r) := r2(r2 − 1)2sgk(r),
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we can rewrite (5.31a5.31a) and (5.31b5.31b) as(
hk, r

−j
)
s
= 0, for all 0 ≤ j ≤ k − 1,(5.32a)

(hk, hℓ)s = δkℓ, for all non-negative integers k, ℓ,(5.32b)

where

(h1, h2)s :=

∫ 3

2

r−2(r2 − 1)−2sh1(r)h2(r) dr.

Using the Gram-Schmidt process, we can choose

hk(r) ∈ span

 k⋃
j=0

{
r−j
} for all k = 0, 1, 2, · · ·

which satisfy (5.32a5.32a) and (5.32b5.32b). In other words,{
Yk(r) = r−1(r2 − 1)−shk(r) : k = 0, 1, 2, . . .

}
forms an orthonormal basis of L2((2, 3)).

We observe that∣∣∣∣∫ 3

2

r−jgk(r) dr

∣∣∣∣
=

∣∣∣∣∫ 3

2

(
r−1(r2 − 1)−shk(r)

) (
r−1(r2 − 1)−sr−j

)
dr

∣∣∣∣
≤
(∫ 3

2

r−2(r2 − 1)−2s|hk(r)|2 dr
) 1

2
(∫ 3

2

r−2−2j(r2 − 1)−2s dr

) 1
2

=

(∫ 3

2

r−2−2j(r2 − 1)−2s dr

) 1
2

≤ 2−1−j ,

for all j ≥ k. Combining this estimate with (5.31a5.31a), we have

(5.33)

∣∣∣∣∫ 3

2

r−jgk(r) dr

∣∣∣∣ ≤ 1{j≥k}2
−1−j .

Plugging (5.335.33) into (5.305.30), we obtain that∣∣∣Ỹk(x)∣∣∣ ≤ |c|
(
1− x2

)s ∞∑
j=0

|x|j
∣∣∣∣∫ 3

2

r−jgk(r) dr

∣∣∣∣
≤ C

∞∑
j=k

2−j = C2−k+1,

which is our desired result. □

Given any bounded linear operator A : L2((2, 3)) → L2((2, 3)), we define

ak2

k1
:= (AYk1

, Yk2
)L2((2,3)) .

Let
(
ak2

k1

)
be the tensor with entries ak2

k1
, and consider the following Banach space:

X ′ :=
{(
ak2

k1

)
:
∥∥∥(ak2

k1

)∥∥∥
X′

<∞
}
,

where ∥∥∥(ak2

k1

)∥∥∥
X′

:= sup
k1,k2

(1 + max{k1, k2})3
∣∣∣ak2

k1

∣∣∣ .
Similar to Lemma 5.35.3, we can prove the following lemma.
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Lemma 5.14. We have

(5.34) ∥A∥L2(B3\B2)→L2(B3\B2)
≤ 2

∥∥∥(ak2

k1

)∥∥∥
X′
.

Proof. In view of the Hilbert-Schmidt norm, we obtain

∥A∥2
L2(B3\B2)→L2(B3\B2)

≤
∑
k1,k2

∣∣∣ak2

k1

∣∣∣2
≤ sup

k1,k2

(1 + max{k1, k2})6
∣∣∣ak2

k1

∣∣∣2 ∑
k1,k2≥0

(1 + max{k1, k2})−6
.

(5.35)

We also note that

(5.36)
∑

k1,k2≥0

(1 + max{k1, k2})−6 ≤ 2

∞∑
k=0

(1 + k)−6 ≤ 4.

Combining (5.355.35) and (5.365.36) implies (5.345.34). □

Similar to preceding discussions, let us consider the one spatial dimensional case.

• Special weak solutions.

Let χ = χ(t) ∈ C∞
c ((0, T )). By the same proof of Lemma 5.45.4, we can establsih

Lemma 5.15. If q ∈ B∞
+,R, then there exists a unique weak solution ukto

(
∂2t + (−∆)s + q

)
uk = 0 in (B1)T ,

uk(x, t) = χ(t)1(2,3)Yk in (R1 \B1)T ,

uk = ∂tuk = 0 in R1 × {0},

such that

∥uk∥L∞(0,T ;L2(B1)) ≤ CR,T,s∥χ∥W 2,∞(0,T )e
−csk.

• Matrix representation.

Again, consider the mapping

Γ(q)(f) := χΛq(χf)− χΛ0(χf) for all f ∈ C∞
c ((R1 \B1)T ).

In this case, we define

Γk2

k1
(q)(t) := (Γ(q)Yk1

, Yk2
)L2((2,3)) (t).

Likewise, Λq is self-adjoint, and we have

Γk2

k1
(q)(t) = Γk1

k2
(q)(t).

Following the same proof of Lemma 5.75.7, we can prove that

Lemma 5.16. Given any q ∈ B∞
+,R, there exist constants CR,T,s > 1 and c′s > 0

such that

sup
t∈(0,T )

∣∣∣Γk2

k1
(q)(t)

∣∣∣ ≤ C ′
R,T,s∥χ∥2W 2,∞(0,T )e

−c′sσ,

where σ := max{k1, k2}.

• Construction of a family of δ-net.

We now construct a δ-net for (Γk2

k1
(B∞

+,R)(t)).
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Lemma 5.17. Given any R > 1 and 0 < δ < ∥χ∥2W 2,∞(0,T ). There exists a family

{Y (t) : t ∈ (0, T )} such that each Y (t) is a δ-net of
(
(Γk2

k1
(B∞

+,R)(t)), ∥·∥X′

)
and

satisfies

log |Y (t)| ≤ Ks log
3

(
KR,T,s∥χ∥2W 2,∞(0,T )

δ

)
for some positive constants Ks and KR,T,s, where |Y (t)| denotes the cardinality of
Y (t).

Proof. The proof of Lemma 5.175.17 is almost identically to the proof of Lemma 5.95.9
with some minor adjustments in Step 4. Here, let Nσ be the number of 2-tuples
(k1, k2) with max{k1, k2} = σ. In this case, we can easily obtain

Nσ ≤ 2(1 + σ) ≤ 8(1 + σ)2n−1

with n = 1. □

Proof of Theorem 1.41.4. Finally, we can prove Theorem 1.41.4 by following the lines in
the proof of Theorem 1.31.3. □

Appendix A. Proofs related to the forward problem

In the end of this work, we prove Theorem 2.12.1 in details for the self-containedness.
The proof of Theorem 2.12.1 is similar to the proof of the case s = 1, i.e., the well-
posedness of the classical wave equation. The main difference is that the estimates
and results hold in the fractional Sobolev space. Here we will utilize similar ideas
shown in [Eva98Eva98, Chapter 7]: The Galerkin approximation.

We now set up the Galerkin approximation for the fractional wave equation.
To this end, let us consider an eigenbasis {wk}k∈N associated with the Dirichlet
fractional Laplacian in a bounded domain Ω, that is,{

(−∆)swk = λkwk in Ω,

wk = 0 in Ωe.

Moreover, we can normalize these eigenfunctions so that

{wk}k∈N be an orthogonal basis in H̃s(Ω),(A.1)

and

{wk}k∈N be an orthonormal basis in L2(Ω).(A.2)

Given any fixed integer m ∈ N, consider the function

vm(t) :=

m∑
k=1

dkmwk,(A.3)

where the coefficients dkm(t) (0 ≤ t ≤ T , k = 1, . . . ,m) satisfy{
dkm(0) = (φ̃, wk),(
dkm
)′
(0) = (ψ̃, wk),

(A.4)

and, for 0 ≤ t ≤ T ,

(v′′
m, wk)L2(Ω) +B[vm, wk; t] =

(
F̃ , wk

)
L2(Ω)

(A.5)

with k = 1, . . . ,m. Let us split the proof of Theorem 2.12.1 into the following lemmas.

Lemma A.1 (Existence of the approximate solution). For any m ∈ N, there exists
a unique function vm of the form (A.3A.3) satisfying (A.4A.4) and (A.5A.5).
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Proof. Due to the orthonormality property (A.2A.2) of {wk}k∈N ⊂ L2(Ω), we have

(v′′
m(t), wk)L2(Ω) =

(
dkm
)′′

(t).

In addition, we have

B[vm, wk; t] =

m∑
ℓ=1

ekℓdℓm(t),

where ekℓ := B[wℓ, wk] for k, ℓ = 1, . . . ,m. Let us write F k(t) := (F̃ (t), wk) for
k = 1, . . . ,m. Consequently, (A.5A.5) becomes the following linear system of ordinary
differential equation (ODE)(

dkm
)′′

(t) +

m∑
ℓ=1

ekℓdℓm(t) = F k(t), for 0 ≤ t ≤ T, k = 1, . . . ,m,(A.6)

with the initial conditions (A.4A.4). Via the standard ODE theory, there exists a
unique C2 solution dm(t) = (d1m(t), . . . , dmm(t)) satisfying (A.4A.4), and solving (A.6A.6)
for 0 ≤ t ≤ T . □

Our next goal is to take m→ ∞, whenever we have a suitable energy estimate,
uniform in m ∈ N.

Lemma A.2 (Energy estimate). Under the assumptions of Theorem 2.12.1, there
exists a constant C > 0, independent of m ∈ N, such that

max
0≤t≤T

(
∥vm(t)∥H̃s(Ω) + ∥v′

m(t)∥L2(Ω)

)
+ ∥v′′

m∥L2(0,T ;H−s(Ω))

≤ C
(
∥F̃∥L2(0,T ;L2(Ω)) + ∥φ̃∥H̃s(Ω) + ∥ψ∥L2(Ω)

)(A.7)

for all m ∈ N.

Proof. We divide the proof into several steps.

Step 1. Basic estimates.

Multiplying the equation (A.5A.5) by
(
dkm
)′
(t), and summing over k = 1, . . . ,m,

with the condition (A.2A.2) at hand, we have

(v′′
m,v

′
m)L2(Ω) +B[vm,v

′
m; t] =

(
F̃ ,v′

m

)
L2(Ω)

(A.8)

for a.e. 0 ≤ t ≤ T . Note that the first term of (A.8A.8) can be written as

(v′′
m,v

′
m)L2(Ω) =

d

dt

(
1

2
∥v′

m∥2L2(Ω)

)
.(A.9)

On the other hand, we can express

B[vm,v
′
m; t] =

∫
Rn

(−∆)s/2vm(−∆)s/2v′
m dx+

∫
Ω

qvmv′
m dx

=
d

dt

(
1

2

∫
Rn

|(−∆)s/2vm|2 dx
)
+

∫
Ω

qvmv′
m dx.

(A.10)

Meanwhile, we recall that the Hardy-Littlewood-Sobolev inequality

∥vm∥L2(Ω) ≤ C∥vm∥
L

2n
n−s (Rn)

≤ Cn,s∥(−∆)s/2vm∥L2(Rn),(A.11)

holds for vm ∈ H̃s(Ω), see e.g. [Pon16Pon16, Proposition 15.5]. Indeed, the Hardy-
Littlewood-Sobolev inequality also can be further refined in terms of fractional
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gradient of order s (a.k.a.) s-gradient, see e.g. [Pon16Pon16, Section 15.2] for more de-
tails. Putting together (A.8A.8), (A.9A.9), (A.10A.10), and (A.11A.11), we can derive the following
inequality

d

dt

(
∥v′

m∥2L2(Ω) + ∥(−∆)s/2vm∥2L2(Rn)

)
≤C

(
∥v′

m∥2L2(Ω) + ∥(−∆)s/2vm∥2L2(Rn) + ∥F̃∥2L2(Ω)

)
,

(A.12)

for some constant C > 0.

Step 2. Gronwall inequality.

We next let

η(t) := ∥v′
m(t)∥2L2(Ω) + ∥(−∆)s/2vm(t)∥2L2(Rn),(A.13)

and

ζ(t) := ∥F̃ (t)∥2L2(Ω),(A.14)

for 0 ≤ t ≤ T . Then (A.12A.12) yields that

η′(t) ≤ C1η(t) + C2ζ(t), for 0 ≤ t ≤ T,

for some constants C1, C2 > 0. Therefore, the Gronwall’s inequality implies that

η(t) ≤ eC1t

(
η(0) + C2

∫ t

0

ζ(s) ds

)
, for 0 ≤ t ≤ T.(A.15)

On the other hand,

η(0) =∥v′
m(0)∥2L2(Ω) + ∥(−∆)s/2vm(0)∥2L2(Rn)

≤C
(
∥φ̃∥H̃s(Ω) + ∥ψ̃∥L2(Ω)

)
,

where we have utilized (A.1A.1), (A.2A.2) and ∥(−∆)s/2vm(0)∥L2(Rn) ≤ C∥φ̃∥H̃s(Ω), for

some constant C > 0. Thus, combining (A.13A.13), (A.14A.14), and (A.15A.15), we derive the
following bound

∥v′
m(t)∥2L2(Ω) + ∥(−∆)s/2vm∥2L2(Rn)

≤ C
(
∥φ̃∥2

H̃s(Ω)
+ ∥ψ̃∥2L2(Ω) + ∥F̃∥2L2(0,T ;L2(Ω))

)
.

Since the above estimate is independent of t ∈ [0, T ], one can conclude that

max
0≤t≤T

(
∥v′

m(t)∥2L2(Ω) + ∥(−∆)s/2vm(t)∥2L2(Rn)

)
≤ C

(
∥φ̃∥2

H̃s(Ω)
+ ∥ψ̃∥2L2(Ω) + ∥F̃∥2L2(0,T ;L2(Ω))

)
.

Step 3. Conclusion.

For any ϕ ∈ H̃s(Ω) with ∥ϕ∥H̃s(Ω) ≤ 1, we write ϕ = ϕ1 + ϕ2, where ϕ1 ∈
span{wk}mk=1 and (ϕ2, wk)L2(Ω) = 0, for k = 1, . . . ,m. It is not hard to see
∥ϕ1∥H̃s(Ω) ≤ 1. In view of (A.3A.3) and (A.5A.5), we have

(v′′
m, ϕ)L2(Ω) = (v′′

m, ϕ1)L2(Ω) = (F̃ , ϕ1)−B[vm, ϕ1; t],

so that ∣∣(v′′
m, ϕ)L2(Ω)

∣∣ ≤ C
(
∥F̃ ∥L2(Ω) + ∥vm∥H̃s(Ω)

)
,
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where we used ∥ϕ1∥H̃s(Ω) ≤ 1. In conclusion,∫ T

0

∥v′′
m∥2H−s(Ω) dt ≤C

∫ T

0

(
∥F̃ ∥2L2(Ω) + ∥vm∥2

H̃s(Ω)

)
dt

≤C
(
∥φ̃∥2

H̃s(Ω)
+ ∥ψ̃∥2L2(Ω) + ∥F̃∥2L2(0,T ;L2(Ω))

)
.

This proves the assertion. □

Now, we are ready to prove Theorem 2.12.1.

Proof of Theorem 2.12.1. Our goal is to pass the limits in the previous Galerkin ap-
proximations.

Step 1. Existence of weak solution.

Using the energy estimate (A.7A.7), it is known that the sequence {vm}m∈N, {v′
m}m∈N

and {v′′
m}m∈N are bounded in L2(0, T ; H̃s(Ω)), L2(0, T ;L2(Ω)) and L2(0, T ;H−s(Ω)),

respectively.
By extracting a subsequence of {vm}m∈N (still denote the subsequence as {vm}m∈N),

there exists v ∈ L2(0, T ; H̃s(Ω)), with v′ ∈ L2(0, T ;L2(Ω)) and v′′ ∈ L2(0, T ;H−s(Ω))
such that 

vm ⇀ v weakly in L2(0, T ; H̃s(Ω)),

v′
m ⇀ v′ weakly in L2(0, T ;L2(Ω)),

v′′
m ⇀ v′′ weakly in L2(0, T ;H−s(Ω)).

Given a fixed integer N , choose a function ṽ ∈ C1(0, T ; H̃s(Ω)) of the form

ṽ(t) :=

N∑
k=1

dk(t)wk,(A.16)

where {dk}Nk=1 are smooth functions and {wk}k∈N are the eigenfunctions given by
(A.1A.1) and (A.2A.2). By choosing m ≥ N , multiplying (A.5A.5) by dk(t), and summing
k = 1, . . . , N , we then integrate the resulting identity with respect to t to derive∫ T

0

(
(v′′

m, ṽ)L2(Ω) +B[vm, ṽ; t]
)
dt =

∫ T

0

(F̃ , ṽ)L2(Ω) dt.(A.17)

By passing the limit (along a subsequence, if necessary) in (A.17A.17), we have∫ T

0

(
(v′′, ṽ)L2(Ω) +B[v, ṽ; t]

)
dt =

∫ T

0

(F̃ , ṽ)L2(Ω) dt.(A.18)

Note that (A.18A.18) holds for all functions ṽ of the form (A.16A.16), which are dense in

L2(0, T ; H̃s(Ω)). Combining (A.18A.18) and the denseness of ṽ, we obtain

(v′′, ϕ)L2(Ω) +B[v, ϕ; t] = (F̃ , ϕ)L2(Ω),

for any ϕ ∈ H̃s(Ω) and for a.e. 0 ≤ t ≤ T . Moreover, by [Eva98Eva98, Theorem 5.9.2],
one can show that v ∈ C([0, T ];L2(Ω)) and v′ ∈ C([0, T ];H−s(Ω)).

It remains to show that

v(0) = φ and v′(0) = ψ.(A.19)

In order to show (A.19A.19), let us select any function w ∈ C2([0, T ]; H̃s(Ω)), with
w(T ) = w′(T ) = 0. Integrating by parts twice with respect to t of (A.18A.18) yields
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that ∫ T

0

(
(w′′,v)L2(Ω) +B[v,w; t]

)
dt

=

∫ T

0

(F̃ ,w)L2(Ω) dt− (v(0),w′(0))L2(Ω) + (v′(0),w(0))L2(Ω).

(A.20)

Similarly, from (A.17A.17), one also has∫ T

0

(
(w′′,vm)L2(Ω) +B[vm,w; t]

)
dt

=

∫ T

0

(F̃ ,w)L2(Ω) dt− (vm(0),w′(0))L2(Ω) + (v′
m(0),w(0))L2(Ω).

(A.21)

Hence, by taking m→ ∞ of (A.21A.21) (along a subsequences as before), we have∫ T

0

(
(w′′,v)L2(Ω) +B[v,w; t]

)
dt

=

∫ T

0

(F̃ ,w)L2(Ω) dt− (φ̃,w′(0))L2(Ω) + (ψ̃,w(0))L2(Ω).

(A.22)

Finally, comparing (A.20A.20) and (A.22A.22), by the arbitrariness of w(0), w′(0), we can
conclude that v is a weak solution of (2.22.2).

Step 2. Uniqueness of weak solution.

Let u1, u2 be weak solutions of (2.12.1). Then u = u1 − u2 satisfies
(
∂2t + (−∆)s + q

)
u = 0 in ΩT ,

u = 0 in (Ωe)T ,

u = ∂tu = 0 in Rn × {0}.
For each fix 0 ≤ r ≤ T , we define

w(t) :=

{∫ r

t
u(τ) dτ if 0 ≤ t ≤ r,

0 otherwise.

Note that w(t) ∈ H̃s(Ω) for each 0 ≤ t ≤ T . Therefore, choosing the test function
ϕ = w(t) in Definition 2.12.1 yields

(u′′(t),w(t))L2(Ω) +B[u,w; t] = 0 for a.e. 0 ≤ t ≤ T.

Since u′(0) = w(r) = 0 and w′(t) = −u(t), we have

0 =

∫ r

0

(u′′(t),w(t))L2(Ω) dt+

∫ r

0

B[u,w; t] dt

= −
∫ r

0

(u′(t),w′(t))L2(Ω) dt+

∫ r

0

B[u,w; t] dt

=

∫ r

0

(u′(t),u(t))L2(Ω) dt−
∫ r

0

B[w′,w; t] dt

=
1

2

∫ r

0

d

dt
(u(t),u(t))L2(Ω) dt−

1

2

∫ r

0

d

dt
B[w,w; t] dt

=
1

2
∥u(r)∥2L2(Ω) −

1

2
∥u(0)∥2L2(Ω) −

1

2
B[w,w; r] +

1

2
B[w,w; 0]

=
1

2
∥u(r)∥2L2(Ω) +

1

2
B[w,w; 0]

=
1

2
∥u(r)∥2L2(Ω) +

1

2
∥(−∆)s/2w(0)∥2L2(Rn) +

1

2

∫
Ω

q|w(0)|2 dx.
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That is, we obtain
(A.23)

∥u(r)∥2L2(Ω) + ∥(−∆)s/2w(0)∥2L2(Rn) = −
∫
Ω

q|w(0)|2 dx ≤ ∥q∥L∞

∫
Ω

|w(0)|2 dx

Since∫
Ω

|w(0)|2 dx =

∫
Ω

∣∣∣∣∫ r

0

u(τ) dτ

∣∣∣∣2 dx ≤
∫ r

0

∫
Ω

|u(t)|2 dx dt =
∫ r

0

∥u(t)∥2L2(Ω) dt,

(A.23A.23) implies

(A.24) ∥u(r)∥2L2(Ω) ≤ ∥q∥L∞

∫ r

0

∥u(t)∥2L2(Ω) dt.

Multiplying (A.24A.24) by the integrating factor e−r∥q∥L∞ yields

d

dr

[
e−r∥q∥L∞

∫ r

0

∥u(t)∥2L2(Ω) dt

]
=e−r∥q∥L∞(Ω)

[
−∥q∥L∞

∫ r

0

∥u(t)∥2L2(Ω) dt+ ∥u(r)∥2L2(Ω)

]
≤ 0,

that is,

e−r∥q∥L∞(Ω)

∫ r

0

∥u(t)∥2L2(Ω) dt = 0 for all r ∈ (0, T ),

and this immediately implies u ≡ 0.

Step 3. Energy estimate.

In Step 1 (precisely, (A.7A.7)), we have derived

max
0≤t≤T

(
∥vm(t)∥H̃s(Ω) + ∥v′

m(t)∥L2(Ω)

)
≤C

(
∥F̃ ∥L2(0,T ;L2(Ω)) + ∥φ̃∥H̃s(Ω) + ∥ψ∥L2(Ω)

)
.

Passing the limit m→ ∞, the estimate (2.32.3) follows directly from above. □
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[GRSU20] T. Ghosh, A. Rüland, M. Salo, and G. Uhlmann. Uniqueness and reconstruc-

tion for the fractional Calderón problem with a single measurement. Journal of

Functional Analysis, 279(1):108505, 2020. MR4083776MR4083776, doi:10.1016/j.jfa.2020.108505doi:10.1016/j.jfa.2020.108505,
arXiv:1801.04449arXiv:1801.04449.

[GSU20] T. Ghosh, M. Salo, and G. Uhlmann. The Calderón problem for the frac-

tional Schrödinger equation. Analysis & PDE, 13(2):455–475, 2020. MR4078233MR4078233,
doi:10.2140/apde.2020.13.455doi:10.2140/apde.2020.13.455, arXiv:1609.09248arXiv:1609.09248.

[HL19] B. Harrach and Y.-H. Lin. Monotonicity-based inversion of the fractional Schrödinger
equation I. Positive potentials. SIAM Journal on Mathematical Analysis, 51(4):3092–
3111, 2019. MR3984302MR3984302, doi:10.1137/18M1166298doi:10.1137/18M1166298, arXiv:1711.05641arXiv:1711.05641.

[HL20] B. Harrach and Y.-H. Lin. Monotonicity-based inversion of the fractional Schödinger
equation II. General potentials and stability. SIAM Journal on Mathematical Analysis,

52(1):402–436, 2020. MR4057616MR4057616, doi:10.1137/19M1251576doi:10.1137/19M1251576, arXiv:1903.08771arXiv:1903.08771.

[INUW14] V. Isakov, S. Nagayasu, G. Uhlmann, and J.-N. Wang. Increasing stability of the
inverse boundary value problem for the Schrödinger equation. In Contemp. Math.,

Amer. Math. Soc., Inverse problems and applications (eds. P. Stefanov, A. Vasy and

M. Zworski), volume 615, pages 131–141. 2014. MR3221602MR3221602, doi:10.1090/conm/615doi:10.1090/conm/615.

https://mathscinet.ams.org/mathscinet-getitem?mr=4052763
 https://dx.doi.org/10.4310/CMS.2019.v17.n7.a5
https://mathscinet.ams.org/mathscinet-getitem?mr=3917858
http://dx.doi.org/10.3934/ipi.2019011
https://arxiv.org/abs/1712.00937
https://mathscinet.ams.org/mathscinet-getitem?mr=4092686
https://doi.org/10.1007/s00526-020-01740-6
https://arxiv.org/abs/1810.04211
https://mathscinet.ams.org/mathscinet-getitem?mr=0678605
https://mathscinet.ams.org/mathscinet-getitem?mr=2354493
https://doi.org/10.1080/03605300600987306
https://arxiv.org/abs/math/0608640
https://arxiv.org/abs/0303126
https://mathscinet.ams.org/mathscinet-getitem?mr=1984884
https://doi.org/10.1088/0266-5611/19/3/313
https://mathscinet.ams.org/mathscinet-getitem?mr=4043580
http://dx.doi.org/10.3934/dcdsb.2019255
https://mathscinet.ams.org/mathscinet-getitem?mr=2944369
https://doi.org/10.1016/j.bulsci.2011.12.004
https://arxiv.org/abs/1104.4345
https://mathscinet.ams.org/mathscinet-getitem?mr=2235639
https://doi.org/10.1088/0266-5611/22/3/005
https://arxiv.org/abs/math/0505452
https://mathscinet.ams.org/mathscinet-getitem?mr=2372486
https://doi.org/10.1080/03605300701382340
https://arxiv.org/abs/math/0508161
https://mathscinet.ams.org/mathscinet-getitem?mr=1625845
http://dx.doi.org/10.1090/gsm/019
https://mathscinet.ams.org/mathscinet-getitem?mr=3169789
https://doi.org/10.1080/03605302.2013.825918
https://arxiv.org/abs/1301.5119
https://mathscinet.ams.org/mathscinet-getitem?mr=4138565
https://doi.org/10.3934/mine.2019.4.715
https://arxiv.org/abs/1902.09851
https://mathscinet.ams.org/mathscinet-getitem?mr=3764930
https://doi.org/10.1080/03605302.2017.1390681
https://arxiv.org/abs/1708.00654
https://mathscinet.ams.org/mathscinet-getitem?mr=4083776
https://doi.org/10.1016/j.jfa.2020.108505
https://arxiv.org/abs/1801.04449
https://mathscinet.ams.org/mathscinet-getitem?mr=4078233
https://doi.org/10.2140/apde.2020.13.455
https://arxiv.org/abs/1609.09248
https://mathscinet.ams.org/mathscinet-getitem?mr=3984302
https://doi.org/10.1137/18M1166298
https://arxiv.org/abs/1711.05641
https://mathscinet.ams.org/mathscinet-getitem?mr=4057616
https://doi.org/10.1137/19M1251576
https://arxiv.org/abs/1903.08771
https://mathscinet.ams.org/mathscinet-getitem?mr=3221602
http://dx.doi.org/10.1090/conm/615


38 P.-Z. KOW, Y.-H. LIN, AND J.-N. WANG

[Isa91] V. Isakov. Completeness of products of solutions and some inverse problems

for PDE. Journal of differential equations, 92(2):305–316, 1991. MR1120907MR1120907,

doi:10.1016/0022-0396(91)90051-Adoi:10.1016/0022-0396(91)90051-A.
[Isa11] V. Isakov. Increasing stability for the Schrödinger potential from the Dirichlet-to-

Neumann map. Discrete Contin. Dyn. Syst. Ser. S, 4(3):631–640, 2011. MR2746425MR2746425,
doi:10.3934/dcdss.2011.4.631doi:10.3934/dcdss.2011.4.631.

[Kia17] Y. Kian. Unique determination of a time-dependent potential for wave equations

from partial data. Ann. Inst. H. Poincaré Anal. Non Linéaire, 34(4):973–990, 2017.
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