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Unsupervised numerical characterisation in
determining the borders of malignant skin
tumours from spectral imagery

Ilkka Pölönen,Tero Tuovinen, Hannu-Heikki Puupponen, Mari Salmivuori, Mari
Grönroos, and Noora Neittaanmäki

Abstract For accurate removal of malignant skin tumors, it is crucial to assure
the complete removal of the lesions. In case of certain ill-defined tumors, it is
clinically challenging to see the true borders of the tumor. In this paper, we introduce
several computationally efficient approaches based on spectral imaging to guide
clinicians in delineating tumor borders. First, we present algorithms that can be
used effectively with simulated skin reflectance data. By using simulated data, we
gain detailed information about the sensitivity of the different approaches and how
variables defined by algorithms act in the skin model. Secondly, we demonstrate the
performance of the algorithms with spectral images taken in-vivo and representing
two types of skin cancers with ill-defined borders, namely lentigo maligna and
aggressive basal cell carcinoma. The results can be used as a guideline for developing
software for the fast delineation of skin cancers.

1 Introduction

Incidence of skin cancer is on a rise, leading to a significant healthcare burden
and costs, not only in countries with high levels of ultraviolet (UV) exposure, but
also in northern countries, where the light skin phenotype, which is one of the risk
factors for skin cancer, is common [7, 16, 3]. Skin cancers are divided to cutaneous
melanoma and non-melanoma skin cancers (NMSC), which includes squamous cell
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carcinoma (SCC) and basal cell carcinoma (BCC). NMSC are the most common
cancer in the fair-skinned population, and approx. 80 % of NMSCs are BCCs [19].
Currently, between two to three million NMSC and 132,000 melanoma cases are
reported annually (WHO webpage) [28].

SCC and BCC are divided into low and high-risk tumors on the basis of
histopathology, anatomic location, and the size of the tumor [27, 26]. BCCs have
indolent and aggressive histological growth patterns [27]. Cutaneous melanoma
has four main subtypes, which are superficial, nodular, lentigo maligna melanoma
(LMM) and acral lentiginous melanoma, and the precursor of LMM is lentigo ma-
ligna (LM), i.e., in-situ melanoma [9]. Out of these classes of tumors, especially
aggressive BCCs with ill-defined borders, and LM/LMM with areas of subtle or
lacking pigmentation, can have subclinical extensions, and thus these tumors pose a
clinical problem in defining the tumor borders.

Currently skin cancer diagnosis is based on histopathological examination of skin
biopsies obtained under clinical suspicion. Melanomas, SCCs and high-risk BCCs
are treated with a surgical excision [27, 26, 9]. Ill-defined skin tumors may require
several re-excisions before complete histological removal with sufficient margins
is achieved. With ill-defined borders and possible subclinical extensions, there is
a risk of recurrence due to incomplete removal of the tumor [6]. Micrographic
surgery is developed to achieve better treatment results in ill-defined tumors or
tumors in challenging locations, by examining 100 % of the tumor margins, but
this technique demand resources and a trained team of specialists [27, 9, 26]. With
non-invasive imaging technology, such as spectral imaging, it may be possible to
delineate preoperative tumor border assessment might be more accurate, avoiding
resource-consuming re-excisions, or the need for a special operation technique.

The use of spectral imaging for skin cancer analysis, in visible light and in near
infrared, is currently under active research. The origin of spectral imaging is in the
field of remote sensing [5]. The technology has been applied to different fields of
science, mainly in applications where there is a need to detect and recognize objects
and outliers from images [8]. Spectral imaging can be used, e.g., to estimate surface
moisture of peat production [11], to plan a fertilization task for farm machinery [15],
and to authenticate art or to conduct crime scene studies [18].

In medical use, skin cancer analysis is one of the most promising applications
for hyperspectral imaging. It has been used succesfully to delineate skin tumors
using supervised or semi-supervised approaches [22, 29]. It also has been applied to
distinguish between in-situ and malignant melanoma [21].

In this paper, we explore several approaches for numerically characterising skin
tumor borders to help clinicians detect subclinical parts of the tumor. Our approach
works in a fully unsupervised manner, by using a novel spectral imaging system. We
demonstrate our method and imaging system by collecting spectral data in-vivo from
a tumor in a clinical setup. Section 2 presents how the optical spectra of the skin
can be simulated. Section 3 describes how spectral images are acquired. The section
4 describes the used and developed algorithms in detail. Section 5 illustrates the
results with simulated and imaged spectral data. In the results, the hyperspectrally
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defined tumour borders are compared to clinically assessed ones, and results were
confirmed by histopathology. Finally, sections 6 and 7 present the conclusions.

The study protocol was approved by the local ethics committee (TAYS/R14120)
and followed theDeclaration ofHelsinki. Volunteering patients were informed orally,
and they provided their written informed consent. Two demostrative patient cases
were imaged and excised at the department of Dermatology and Allergology in Joint
Authority for Päijät-Häme Social and Health Care Group, Lahti, Finland.

2 Mathematical model of the human skin

Skin consists of several layers. The twomajor layers are called dermis and epidermis.
This layered structure can be modelled based on the Kubelka–Munk model for light
propagation [17],which is based on the relation between scattering and the absorption
coefficient of the layers as well as overall reflectance. The Kubelka–Munk theory
describes radiation in diffuse scattering media via an energy transport equation [14].
Based on this model, it is possible to make quantitative studies about absorption,
scattering and luminescence in diffuse scattering media, as illustrated in Figure 1.
A similar approach has been used previously in the article by [14]. The optical
properties of skin have been studied widely in traditional spectroscopy research (see
e.g. articles by [2, 13]). There the focus is on the light propagation model, which
consists of the structural properties of several layers, where the most important layers
are epidermis, dermis and subcutaneous fat [1]. Basically it is possible to represent
each layer as as a combination of absorption and scattering properties of different
chromophores in the skin.
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Fig. 1 Schematic illustration of the behaviour of light encountering human skin.
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There is a wide range of potential candidates for the model (see e.g. [14]),
but in this study, one of the simplest and a numerically inexpensive approach has
been chosen. The major chromophore of epidermis is melanin [23], and in dermis,
oxygenated and de-oxygenated haemoglobin.

Table 1 The seven parameters and their operating range based on literature [14].
Skin choromophores and parameters

used in the equations Symbol
Hemoglobin oxygen saturation S

Avarage blood volume fraction B

Water content W

Bilirubin concentration Cbili

β-carotene concentration Cβ
Fat content F

Melanosome volume fraction M

Epidermis thickness depi

Dermis thickness ddermis

According to [13], the absorption µa of each skin layer can be characterized as a
linear mixture of different chromophores as follows:

µa =BSµa,oxy + B(1 − S)µa,deoxy +Wµa,water+

Fµa, f at + Mµa,mel + 2.3(Cbiliµa,bili + Cβµa,β),
[cm−1] (1)

where µa,_ are known absorption coefficients of chromophores. Other parameters
are listed in Table 1. 1.

The absorption model is simplified. Only the mixture of main chromophores and
a baseline spectrum have been used:

µa =BSµa,oxy + B(1 − S)µa,deoxy
+ Mµa,mel + (1 − M − B)µa,base,

[cm−1] (2)

where the melanin absorption coefficient is

µa,mel = 6.6 × 1011λ−3.33 [cm−1] (3)

and the baseline absorption coefficient is

µa,base = 0.244 + 85.3 exp
−(λ−164)

66.2 . [cm−1] (4)

Both estimates were originally presented by [12]. When considering healthy skin as
a two-layered structure, it follows that in the epidermal layer B = 0, and in the dermal
layer M = 0. Cancerous tissue complicates the structure. For example, in advanced

1 Haemoglobin absorption coefficients used for this study were downloaded from
http://omlc.org/spectra/index.html.
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malignant melanoma, blood may be found in the epidermal layer, and melanocytes
in the dermal layer.

Skin scattering can be approximated using Mie theory as follows:

µ′s = a
(

λ

500(nm)

)−b
, [cm−1] (5)

where µ′s is the reduced scattering, a is the scaling factor and b the scattering power.
Variance betweenMie and Rayleigh scattering is dependent on the diameter of fibres
in the skin. If the majority of skin fibres are very small, then the fraction of Rayleigh
scattering fRay is large. For example, low fRay could indicate that the amount of
collagen is high in a certain spot of skin. The skin anisotropy factor g varies between
0.5and0.9. The scattering for each skin layer is µs = (1 − g)µ′s .

The equation for reflectance R for one layer can be represented as a function of
layer thickness dlayer , absorption µa and scattering µs [14]:

Rlayer (λ) =
(1 − β)2)(expKlayer dlayer − exp−Klayer dlayer )

(1 + β)2 exp−Klayer dlayer −(1 − β)2 exp−Klayer dlayer
(6)

Transmittance T can be represented as

Tlayer (λ) =
4β

(1 + β)2 expKlayer dlayer −(1 − β)2 exp−Klayer dlayer
(7)

where K is the backward flux

Klayer =

√
klayer

(
klayer + 2 × slayer

)
[cm−1] (8)

and β is the forward flux

βlayer =

√
klayer

klayer + 2slayer
, (9)

and
klayer = 2 × µalayer

, slayer = 2 × µslayer
. [cm−1] (10)

These equations follow from the Kubelka–Munk theory.
The total reflection can be expressed as

Rtotal = RepidermalRdermal = Repidermal +
T2
dermal

Repidermal

1 − RepidermalRdermal
. (11)

This model will be later used to simulate skin to evaluate section 4 algorithms
performance, when there are small changes in the model’s parameter.
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3 Spectral imaging

The imaging sensor captures the spectrum of reflecting substances, and creates a
datacube spanning both spatial and spectral axes. , which can be analyzed further.
Each spatial pixel in the image forms a spectrum in a spectral dimension, as illustrated
in Figure 2. The basic principle of light spectroscopy is that substances reflect
different wavebands of light differently. Therefore many substances have a unique
spectral signature. In spectral analysis, the goal is to recognize different substances
based on how they absorb and scatter light. Hyperspectral imaging diverges from
normal reflectance spectroscopy in that it produces a composite image of all the
spectra.
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Fig. 2 Illustration of a hyperspectral image. Each pixel in the image forms a spectrum through the
imaged wavebands.
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Fig. 3 Illustration of the Fabry–Perot interferometer structure inside the imager.

The instrument used in this study was a small and lightweight hyperspectral im-
ager developed by VTT Technical Research Centre of Finland. Spectral separation in
the device is carried out through a piezo-actuated Fabry–Perot interferometer (FPI).
The component is hermetically sealed in a metal can filled with nitrogen. Both the
parallelism and the distance between the mirrors of the Fabry–Perot interferometer



Unsupervised numerical characterisation ... 7

are controlled with high accuracy. This is achieved with three closed-loop control
channels at the edges of the mirror plates. Each channel has a piezoelectric actuator
with a closely positioned capacitive measurement point, which is used to determine
the mirror separation. Each channel is controlled with nanometer accuracy to obtain
the desired parallelism and air gap between the mirrors. The structure of the inter-
ferometer system is illustrated in Figure 3, and the optical concept is described in
Figure 4.

The spectral imager uses a CMOS sensor. Combined with the piezo-actuated
Fabry–Perot interferometer, this enables quite a high speed of image acquisition.
Depending on the lighting conditions, the exposure time for each plane can vary
from 0.1 to 1, 000ms. In this setup, we used an exposure time of 30ms. The whole
spectral cube was recorded in approximately one second. This depends on howmany
wavebands are to be included in the measurement, and the target resolution. Each
band’s center wavelengths and full width at half of the maximum (FWHM) can be
found in Table 3 in the Appendix. FWHM varies between 11 to 45 nm. Currently
we have not compensated for or taken into account overlap between wavebands.

Other technical specifications can be found in Table 2 in the Appendix. For the
purposes of this study, four times four pixel binning was in place, giving a final
image plane resolution of 320 by 240 pixels.

Aptina MT9P0311/2.5-inch 
CMOS RGB color sensor
2592H x 1944V pixels
5.70mm(H) x 4.28mm(V) 
(7.13mm diag.)
Pixel size: 2.2 µm x 2.2 µm

Custom singlet 
lens

Fabry-Perot
Interferometer 
module
Fused silica mirrors: 
2 x 3 mm glass 
thickness, Aperture 
7 mm

Shortpass Filter
pass band:  < 900 nm

Longpass Filter
pass band:> 500 nm

Custom 
achromatic 
douplet lens 1

Custom 
achromatic 
douplet lens 2

Custom 
achromatic 
douplet lens 3

Fig. 4 The optical concept of the hyperspectral imager.

The camera was placed on a custom made holder, which also integrated a fiber-
optic ringlight around the camera’s lens system. The ringlight was attached to a
halogen-based fiber-optic illuminator (Dolan-Jenner, Fibre-light DC950). The illu-
minator had an infrared filter, which was removed to improve signal efficiency in the
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infrared region. A diffuse filter sheet was placed against the face of the ringlight to
achieve a more consistent light distribution pattern and to reduce specular reflections
from the skin surface. To exclude external light sources that could interfere with the
measurements, and to maintain a constant, reproducible distance between the subject
and the imager, an interchangeable cone threaded onto the handle was utilized.

400 500 600 700 800 900
Wavelenght (nm)

0

0.2

0.4

0.6

0.8

1

R
ef

le
ct

an
ce

Example recorded recorded healthy skin spectrum

Inside of
ringlight holder

Fiber optic
ringlight

Diffusing
sheet

Fabry-Pérot interferometer
based spectral imager

Ringlight
holder

Interchangable
cone

Fibre optic
light guide

USB and
power cords

Illuminations uniformity

100 200 300
px

50

100

150

200

px

1

2

3

4

D
N

106

Fig. 5 Left: Overview of the spectral imager system. Top right: Illumination uniformity map of a
white reference target, integrated over wavebands. Bottom right: An example random healthy skin
spectrum.

The captured intensity I is converted into reflectance X by dividing the recorded
data with a white reference target for all wavelengths λ ,Xλ = (Iλ− Idark)/(Iλ,white−

Idark), where Iλ is the recorded raw digital image, Iλ,white is the recorded white
reference target, and Idark is the dark current of the imaging sensor. The exposure
of the hyperspectral image is adjusted with the white reference. In demonstrations,
we have cropped the image border so that only the region of interest is included in
further analysis.

4 Computational methods

This section presents the algorithms for the analysis. Let x = [x1x2 . . . xd] ∈ [0, 1]
be a recorded reflectance spectrum, where d is the number of wavebands. Moreover,
let X = (x1x2 . . . xn)T be a spectral image, with the pixels linearly indexed and n the
total number of pixels in the spectral image.
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4.1 Modified standard normal variate correction algorithm

Originally the standard normal variate algorithm [4] was invented to reduce spectral
noise and eliminate the effect of the background. The algorithm was designed for
single point spectrometers, where samples are measured as a time series. In the
imaging sense, this is not very relevant, because there are better ways to standardise
data points. However, if there is a situation where a quite large area of an image is
spectrally relatively homogenous, the algorithm can be used to characterise differ-
ences in the image, without prior information about the spectra of the homogenous
background.

First, we calculate the mean in the spectral direction for each pixel in the image
as

x =
1
n

n∑
i=1

xi . (12)

Next the standard deviation is calculated for each pixel,

xSTD
i =

√∑d
1=j(xj − x j)

2

d
. (13)

Now, we transform the centers SNVi j for each spectra in the image are calculated,
so that

SNVi j =
xi − x
xSTD
i

. (14)

Finally, we sum over all wavebands

MSNVi =

d∑
j=1

SNVi j (15)

The MSNVi values are calculated for the whole image area, and the results are
reshaped to the size of the original images. This image is normalized to the range
[0, 1].

4.2 Linear unmixing

In this method we assume that the measured spectra are a linear mixture of some
spectra, which are characteristic to the image and present in it. Let

X =MY, (16)

where M ⊂ Rk×n is the mixing matrix, and Y ⊂ Rk×d are the characteristic spectra,
which are called endmembers. To solve M from the equation (16), it is necessary to
determine the endmembers Y .
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Algorithm 1 Iterative Vertex Component Analysis (IVCA)
Input: Spectral data X
Output: endmembers, abundance maps

Calculate PCA or SVD.
for k = 2 to 6

Fix first endmember
for i = 2 to k

Do affine transformation.
Fix i:th endmember.

end
Save endmembers.
Calculate abundance maps using FVA.
Reconstruct the data multiplying endmembers with abundances.
Calculate the reconstruction error using the Frobenius norm.

end
Find the smallest construction error and select the endmembers based on this

Vertex component analysis (VCA) [20] is widely used in the endmember extrac-
tion method. It can be considered a state-of-the-art algorithm. It is based on the
geometry of spectral data. The main assumption behind VCA is that the endmem-
bers are vertices of a convex hull, which covers all spectra. The algorithm assumes
that there are pure endmembers in the image. The original VCA needs to know
how many endmembers there are in the data set. Thus, the method itself is not fully
automatic. However, VCA is a relatively fast algorithm. The most computationally
expensive part is to either calculate a singular value decomposition (SVD), or per-
form a principal component analysis (PCA), which reduces the dimensionality of the
data. After this phase, the algorithm fixes the maximum value of the first principal
component as the first endmember and performs affine transformation with it. The
second endmember is then the maximum of this transformed data. This continues
until all k endmembers are found.

After the endmember extraction is done, we need to solve the mixing matrix
M, which describes the proportion of endmembers in each pixel. Linear equations
can be solved in multiple different ways. To execute inversion computationally in
an efficient manner, we may apply the Filter Vector Algorithm (FVA) [24]. FVA is
derived from the least squares method. Basically, from the found endmembers Y,
the first task is to calculate a filter matrix using the pseudoinverse

F = (YtY)−1Yt . (17)

Now, the mixing matrix is simply

M = FX. (18)

Because the filter vectors are an orthogonal projection to the subspace formed by the
endmembers, it holds that
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fiyj =

{
1, i = j
0, i , j . (19)

and for a single spectrum xj,

fixj = fj

(
k∑
i=1

miyi + n

)
=

k∑
i=1

f jyimi + fjn = mj, (20)

where n is noise and mj is the proportion of endmembers Y in pixel j. These
proportions (M) are reshaped as images, which are termed abundance maps of the
corresponding endmember.

Because of the assumption that the data is linearly mixed, it is possible to recon-
struct data using the found endmembers. The reconstructed data is

X =MY. (21)

To automate VCA, it is necessary to approximate how many endmembers there are.
One option is to minimize the reconstruction error between the original recorded and
reconstructed data sets, subject to the number of endmembers k, using the Frobenius
norm, i.e.

min
k
| |X − X| |FRO, (22)

where k varies between 2 and 6. Based on experience, VCA usually detects two
to four endmembers from skin with a benign or malignant tumor. In the numerical
examples, which are processed using Algorithm 1, the dimension reduction has been
applied to full data. For the iterations, it is necessary to have as many dimensions as
the largest used k value will be. Then the procedure continues by running VCA in
all iterations, and calculating each time the abundance maps and the reconstruction
error. The reconstruction error is the smallest when the number of endmembers
correspond to the real number of unique spectra in the image. With the found best
fitting endmembers, the abundance maps are calculated.

4.3 Linear unmixing of estimated single scattering albedo

Section 2 shows that the skin reflectance spectra are actually a nonlinear mixture
of the absorbance of different chromophores and scattering properties of skin cells.
Thus it is a legitimate question whether non-linear models should be applied. Hapke
[10] suggests a rapid semiquantitative estimation formula to convert reflectance to
singe scattering albedo (SSA),

ω =
4x

(1 + x)2
, (23)
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where x is the diffuse reflectance spectrum. Now, the SSA ω of an intimate mixture
is actually a linear mixture of the SSAs of different components, and abundances are
proportions of mass fractions of some materials.

It is possible to reduce the non-linearity of reflectance data using the equation
(23). After the reduction, all that is needed is to run IVCA for the data to solve
different components of the SSAs and calculate their abundances.

4.4 Closed form chromophore specific approximation for estimated
single scattering albedo

By definition, a single scattering albedo consists of scattered and absorbed light, so
that

ω(λ) =
µs(λ)

µa(λ) + µs(λ)
, (24)

where µs is the scattering coefficient and µa is the total absorption coefficient.

Algorithm 2 Closed form approximation for the estimated SSA of skin
Input: ω, wavelengths, absorption coefficients for skin chromophores µa, i

Output: proportion of different chromophores, µs , µ̂a

1. Calculate initial scattering
2. Calculate first iteration of µa (eq. 25).
3. Solve chromophore proportions using FVA.
4. Reconstruct absorption coefficient by multiplying chromophore absorption coefficients by their
proportions.
5. Calculate scattering µs (eq. 26).
6. Calculate second iteration of µa (eq. 25).
7. Solve chromophore proportions using FVA.
8. Reconstruct absorption coefficient again by multiplying chromophore absorption coefficients by
their proportions.

It is possible to approximate the albedo of skin using the equation (23). From the
equation (24), it is evident that

µa(λ) =
µs(λ)

ω(λ) − µs(λ)
(25)

and similarly

µs(λ) =
ω(λ)µa(λ)

1 − ω(λ)
. (26)

As was pointed out in Section 2, total absorption is a linear combination of
different chromophores of the skin. Parameters for the skin scattering equation (5)
are found from the literature. Based on these literature values, initial scattering µs for
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skin is calculated. The absorption coefficient for skin is estimated using the equation
(25) and the linear mixture of the chromophores is solved from µa using FVA. Next,
the procedure continues by simulating skin absorption by exploiting the determined
mixing matrix m, so that µ̂a =

∑
i miµa,i . A better estimation for µs is obtained from

the equation (26) with µ̂a and ω. Again, we solve a new mixing matrix m for the
absorption coefficients of different chromophores, and simulate the total absorption
coefficient of skin.

As a result, an estimation for the proportion of different chromophores, total
scattering and absorption coefficients of the skin and the tumor for each pixel in the
image are established. From the ratio of oxygenated and deoxygenated haemoglobin,
it is possible to calculate an estimate for oxygen saturation.

5 Results

5.1 Simulated spectral cube

The data cube was simulated using the method described in Section 2. We simulated
five different spectra, which were used to create a data cube with different kind of
areas as shown in Figure 6. First, healthy skin area was simulated so that g = 0.73,
S = 0.795, B = 0.051, M = 0.21, a = 0.16, b = 0.6, ddermis = 0.0011 and
depidermis = 0.00091. Here the parameter g is the skin anisotropy, S is oxygen
saturation, B is the blood volume fraction, M is the melanocyte fraction, a is the
scattering scaling factor, b is the scattering power, ddermis is the thickness of the
dermal layer and depidermis is the thickness of the epidermal layer.

Four differing areas were created by modifying parameters of healthy skin, de-
noted as background in Figure 6.a. For Area 1, the scattering power b was changed
to 0.7. For Area 2, blood volume fraction B was changed to 0.151. For Area 3,
melanocyte fraction M was changed to 0.41. Finally, for Area 4, the parameters were
changed as follows: B = 0.151, M = 0.25, a = 17 and b = 0.7. Each area and
background corresponds to one spectra in Figure 6.b. To make the spectral data cube
set more realistic, 10 % gaussian noise was added to each pixel.

These small changes should indicate the sensitivity and accuracy of different
methods proposed in section 4 for incremental changes in the spectrum.
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Fig. 6 a) Color image from a simulated spectral cube. In this case all areas except Area 1 are clearly
distinguishable from the background. In more realistic cases, these areas have more diffuse and
irregular borders. b) Simulated spectra, which correspond to different areas of a sub-image (a) and
the parameters used in this area. The spectra have quite similar shape and intensities.

In Figure 6, the spectra given by the reflectance model are presented, including
the parameter values used.We observe that the spectra are quite similar to each other.
As Figure 6 shows, all areas except Area 1 are clearly visible against the background.
In more realistic cases, these areas have usually more diffuse and irregular borders.
By looking at Figures 7 and 8, which represent the abundance maps from the linear
mixture of the estimated SSA, wemay conclude that bothmethods detect themelanin
changes in Area 3. Nevertheless neither of them is able to distinguish changes in
scattering (Area 1) or with haemoglobin (Areas 2 and 4).
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Fig. 7 Abundances of the linear mixture of the detected endmembers of simulated data. Left: we
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Fig. 8 Abundances of the linear mixtures of the estimated single scattering albedo. Left: Area 3
(with higher melanin) has mixed partly with Areas 2 and 4. Higher blood volume in Areas 2 and 4
is visible in the map, but the actual endmember is from Area 3. Center, Right: the background and
Area 1 are mixed with both endmembers and thus non-separable. Arbitrary units.

Closed form approximation is capable of detecting changes in blood volume and
in melanin concentration as illustrated in Figure 9, although it slightly conflates
them. The major advantage of the model is that it can detect the small change in
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scattering between the background and Area 1. Moreover, the increase of absorption
is visible in the mean absorption map.
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Fig. 9 Chromophore and attribute specific maps for closed form estimation of single scattering
albedo. These maps show how chromophores and different scattering attributes have been dis-
tributed. For chromophores the range is from 0 to 1, showing their proportion in the tissue. Oxygen
saturation is the ratio between Oxy- and de-oxyhaemoglobin. Scattering and absorptions are given
in units of mm−1.

The modified SNV algorithm performs well when the issue is detecting changes
from the background, as in Figure 10 a). Nevertheless, if the ratio of the background
area compared to the target areas decreases, then also the performance of themodified
SNV in distinguishing areas decreases, as is revealed by Figure 10 b).

a) b)

Fig. 10 a) The result of the modified SNV algorithm for the whole simulated data cube. The
algorithm is capable of distinguishing modified areas from the background. b) The result of the
modified SNV algorithm for partial simulated data cube. The performance of the algorithm in
distinguishing areas is not that good compared to when there is more background in the image.
Arbitrary units.

5.2 Basal cell carcinoma

In the clinical part of the study with ill-defined BCCs, the tumour borders were
assessed clinically with a dermatoscope (i.e. using a hand-held epiluminescence
device). Thereafter tumors were imaged with the hyperspectral imaging system, and
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the marginals were excised as a separate 2 mm circumferential strip - both speci-
mens marked with orientation. Histopatholgical analyses were made with traditional
methods with vertical sections. This procedure allowed us to confirm histopatholog-
ically, if tumor-borders defined by clinician matched with borders assessed fromHIS
images [25]. So if subclinical extension suspected by HIS was found in the separate
marginal strip, this was interpreted as true positive finding, and if tumor-borders
were assessed to be smaller with HIS, there was a tumor-free area reported in the
histology of the separately excised tumor piece - also interpreted as a true positive
finding. In the clinical study reported by Salmivuori et al., there was 12 out of 16
ill-defined BCCs delinated more accurately with the proposed system of hyperspec-
tral imaging compared to the clinical evaluation (four wider and eight smaller by
HIS).There were two false positive and two false negative cases.

We present here one case in more detail. In Figure 11, we observe an ill-defined
BCC with later confirmation of several aggressive growth patterns in histopatho-
logical examination. Black arrows show the direction of the subclinical parts of the
lesion. The subclinical extensions were confirmed in histopathology.

Fig. 11 An aggressive basal cell carcinoma. Left: Narrow band RGB image constructed from
spectral image. Black arrows show the locations of the subclinical extensions. Right: RGB image
of BCC same BCC lesion. Black dot line represent clinical delineation, which was first excised.
After that separate 2 mm circumferential strip was removed.

Figure 12 presents the linear mixture model revealing the areas of a subclinical
tumor extension. Because melanin is not the main chromophore in BCCs, we assume
that the found endmembers are distinguished mostly based on the blood volume
fraction in the skin.
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Fig. 12 Abundances of the linear mixture of the detected endmembers of basal cell carcinoma.
On the left, the most distinguishing feature seems to correlate with the blood volume fraction. The
second image from the left seems to be the marker. The two images on the right seem to divide
healthy skin area to two parts. Arbitrary units.
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Similar results were also obtained with an estimated single scattering albedo in
Figure 13. Here, the algorithm was additionally capable of separating the ulceration
area and the marker. Moreover, it is possible to observe differences between the
backgrounds, caused by the blood volume fraction.
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Fig. 13 Abundances of the linear mixtures of estimated single scattering albedo of basal cell
carcinoma. Left: the ulceration area and the marker are also distinguished as their own endmember.
Center: the method is able to capture the spectrum of healthy skin. Right: the most distinguishing
feature seems to correlate with the blood volume fraction. Arbitrary units.

Finally, the chosen chromophore and the attribute-specific closed-form approx-
imation reveal that there is a higher blood volume fraction in the tumor area, also
in the subclinical parts. In Figure 14 we observe a clearly visible higher mean ab-
sorption and blood volume in the tumor area. The ulcerated area has anomalous
behavior.
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Fig. 14 The chromophore and the attribute-specific closed-form approximation of basal cell carci-
noma reveals a higher blood volume fraction in the tumor area, including the subclinical parts. For
chromophores, the range is from 0 to 1, showing their proportion in the tissue. Oxygen saturation
is the ratio between Oxy- and de-oxyhaemoglobin. Scattering and absorptions are given in units of
mm−1.

Modified SNV also separates lesions, as shown in Figure 15, but it also sepa-
rates some other details as emphasizing that tumors without pigmentation as main
chromophore are more difficult to image than pigmented ones..
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Fig. 15 Modified SNV for basal cell carcinoma.

5.3 In-situ melanoma

In the clinical pilot study with LM/LMM, the tumor borders were assessed visually,
dermatoscopically and with Wood’s light (i.e. a blue light highlighting the pigmen-
tation). The lesions were excised with wide margins. Inking and sutures were used
for orientation, and also targeted biopsies of suspected subclinical areas shown by
hyperspectral imaging were used. The hyperspectral imaging results were compared
to the histopathology. In this clinical part of LM/LMM, the linear mixture model
was used [22]. As reported by Neittaanmäki-Perttu et al. delineation by hyperspectral
imaging matched the histopathological analysis in 18/19 (94.7 %) of cases, while in
1/19 (5.3 %) cases linear mixture analysis showed lesion extension not confirmed
by histopathology (false positives). Compared to clinical examination, HIS defined
lesion borders more accurately in 10/19 (52.6 %) of cases. In the rest of the cases
the borders were identical. [22]

We present here one case in more detail, also using the other three numerical
models, which were developed later [25]. Figure 16 represents a clinical photograph
of a lentigo maligna. Black arrows show direction of subclinical parts of the lesion.
Subclinical extensions were confirmed by histopathology.

Fig. 16 In-situmelanoma: Lentigomaligna. Left: arrow bandRGB image constructed from spectral
image. Black arrows show the locations of the subclinical extensions. Right: RGB image of same
lesions with biopsy locations. Locations 1 and 2 were suspected to be subclinical extensions based
on spectral image analysis and later confirmed by histopathology.
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The linear mixture model seems to separate melanin and changes in the blood
volume fraction to three different endmembers. As Figure 17 shows, it is also capable
of characterising visible subclinical changes.
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Fig. 17 Abundance maps from the linear mixture model of lentigo maligna. On the left, the
procedure is capable of detecting melanin and changes in the blood volume fraction. Moreover,
subclinical parts of the lesion are clearly visible. At center and on the right, healthy surrounding
skin seems to divide into different endmembers. Arbitrary units.

Itwas possible to distinguish two endmembers from the estimated single scattering
albedo, which seems to correspond to melanin fraction and non-melanin skin. As
revealed by Figure 18, subclinical parts are clearly visible.
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Fig. 18 Abundances of the linear mixtures of estimated single scattering albedo of lentigo maligna.
Here separation occurs between normal skin (image on left) and skin containing melanin (image
on right). Subclinical parts of the lesion are characterised. Arbitrary units.

The closed-form approximation for a single scattering albedo shows clearly how
melanin is distributed in the tumor. In Figure 19, we see difference in the fractions
of melanin on subclinical parts, but the real difference seems to be in the scattering
at the borders of the lesion. A significant difference can be found between healthy
and malicious areas. This could indicate that there are also structural changes in
skin cells, and this information could be used for decision-making in the clinical
treatment.
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Fig. 19 Closed-form approximation for single scattering albedo for lentigo maligna. Subclinical
parts are characterised as melanin and scattering maps. For chromophores the range is from 0
to 1, showing their proportion in the tissue. Oxygen saturation is the ratio between Oxy- and
de-oxyhaemoglobin. Scattering and absorptions are given in units of mm−1.

Fig. 20 Modified SNV is capable of detecting subclinical parts of lentigo maligna.

6 Discussion

The proposed algorithms provided reliable results for the characterisation of tumor
borders confirmed by histopathology. However, the method still has its limitations.
Currently, rounded or irregular surfaces such as the tip of the nose or ears pose
challenges to the imaging, while both of them are typical locations for BCC. Imaged
spectra from such surfaces are not consistent, but includes interruption from imaging
geometry, which also affects the results.

By modifying the imaging setup, it may be possible to reduce different sources
of inaccuracies. The current calculation of reflectance is based on a simple ratio
between the reflected flux from the skin and the white reference. This increases
noise in the data, because there is variation in the optical path length between these
surfaces. If the lightning system was modified so that incident light arrives from
several directions with known angles, it is possible to calculate the reflectance also
using bidirectional reflectance distribution functions. Another potential option is to
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estimate single scattering albedo (SSA) using photometric stereo imaging, which
provides SSA, surface normal and 3D-surface model as a function of wavelength.

Beside tumor delineation in spatial coordinates, there is also a depth factor,
which should be accounted for. Both BCC and melanoma grows also in depth.
For example, in-situ melanoma develops into invasive malignant melanoma when
it has grown through the basal membrane to dermis. Unfortunately, our current fast
inversion model does not take the depth factor into account. Adding layers to the
model makes it ill-posed and non-linear. This kind of inversion can be solved from
the Kubelka–Munk model, but the solution will include some inaccuracies. Within
healthy skin, blood and melanocytes appear in their own layers. Thus, the number of
degrees of freedom ismuch smaller than inmalignant skin tissue, wheremelanocytes
become mixed into the dermal layer, and blood into the epidermal layer. In theory,
it is possible to distinguish the difference between skin layers. For example, if we
would see melanocytes in the dermal layer, we could instantly suspect malignant
melanoma instead of melanoma in-situ. In our clinical pilot study by Neittaanmäki
et al. it seems that HIS is capable to distinguish the in situ lentigo maligna from
the invasive lentigo maligna melanoma with a positive predictive value of 75%, a
negative predictive value of 95%, sensitivity of 90% and specificity of 86.3% [21].
But these are preliminary results and future research is demanded with lager trials.

We emphasize that any numerical model is more or less a compromise that
describes the real world, approximated models evenmore so. The proposed approach
approximates heavily both in the model and in the inversion. For example, Hapke’s
theories have been criticised, but as he citesGeorgeBox in [10], all models are wrong,
but some are useful. Because results from the clinical pilot studies are reasonable
[22, 25], the approximations made here can be considered legitimate.

Under these observations, the proposed methods are able to detect clinically ill-
defined borders of skin tumors on relatively flat surfaces. We aim to continue our
studies further to the direction of developing a systemwhich can handle irregularities
on imaging surfaces, and can utilise more precise models with an efficient solution
approach for the computational inverse problem.

7 Conclusion

In this paper, several computationally efficient and fast approaches to delineate tu-
mour borders from spectral imagery were presented. We introduced a procedure for
the analysis. Algorithms of the procedure were described, and were used effectively
with simulated skin reflectance data, and later on, with the analysis and decision
making process of real skin cancer cases. By using simulated data, detailed infor-
mation about sensitivity of the different approaches was gained. We demonstrated
the performance of algorithms in two example cases more closely, imaged in-vivo
from real skin cancers. Results indicate that the proposed algorithms can be used for
characterising tumor borders.
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Appendix

Table 2 Specifications of used Fabry–Perot imager.
Parameter Imager

Horizontal and vertical FOV (deg.) > 36, > 26
Nominal focal length (mm) 9.3 ± 3 (Custom lenses)
Wavelength range (nm) 500 − 885

Spectral resolution at FWHM (nm) 9 − 40
Adjustable spectral resolution step < 1

f-number < 6.7
Maximum spectral image size (pixels) 2592 × 1944

Spectral image size with default binning (pixels) 320 × 240
Camera dimensions (mm) 62 × 66 × 219

Weight (g) < 450

Table 3 Used wavelenghts and full width at half of the maximum (FWHM) of each band in
nanometers.

496.2 496.4 499.2 503.2 507.2 510.8 514.6 518.9 523.7 528.4
Wavelenght 532.4 533.5 535.9 538.5 539.6 543.2 547.3 552 557.1 561.8

566.2 571.5 579.1 582.8 586.1 589.8 593.8 597.7 601.9 606.3
610.9 612.2 618 625.9 634.1 639.8 646 653.6 659.9 660.8
666.6 666.9 674.5 682.3 688.9 695.3 701.8 709.1 716.4 723
729.5 735.6 744 750.5 756.7 762.5 769.8 777.7 786.7 793.4
800.2 806.2 812.3 818.3 824.9 832.7 838.6 846.5 852.5 859.8
32.1 30.3 29.3 45.6 30.2 29.2 30.8 25.2 30.7 20.9

FWHM 30.9 31.7 31.2 30.3 30.3 31 30.6 30.7 19.4 29.9
21.9 30.3 21.4 30.7 21 30.7 21.8 29.4 22.8 29
23.1 29.4 22 31 20.4 31.9 19.8 31.6 19.8 30.3
20.2 29.6 21.4 28.5 22.2 28.1 22.4 28.6 21.8 29
23.3 28.7 24.9 28.3 23 28.6 20.2 27.6 19.2 28.4
19.7 28.5 19.6 19.5 19.8 20.4 11.2 20 12.9 15.3
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