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12 Data obstacles and privacy 
concerns in artifcial 
intelligence initiatives 

Bilal Aslam, Heikki Karjaluoto and Eevi Varmavuo 

Introduction 

Artifcial Intelligence (AI) is considered a revolutionary technology in the marketing 
industry. Although it has existed as a technology and a feld of study for decades, it has 
only recently shown rapid growth among diferent markets. AI has disrupted a variety of 
industries (Campbell et al., 2020), and the growth of AI adoption and its positive efects 
on businesses are clear; estimations predict that AI will increase the global economy 
by 14% (equivalent to 15.7 trillion USD) by 2030 (see Future Reading: Al Sheibani, 
Cheung, and Messon, 2018). By investing in AI, frms may increase their return on 
investment signifcantly, which will further accelerate AI adoption. 

One factor that infuences AI is data, which are the raw materials that are required 
to run AI machinery. Data serve as a new source of idea generation for product devel-
opment, customer service, shelf location, distribution, dynamic pricing, etc. (Erevelles, 
Fukawa, and Swayne, 2016). Good data are the foundation of AI modelling, and the 
appropriate data are needed to optimise projects (eMarketer, 2019 – see Further reading). 
During the past few years, the use of data sciences, which facilitate decision-making and 
the extraction of actionable insights and knowledge from large datasets in the marketing 
environment, has remarkably increased. Despite these advances, strategies for improving 
the management of data sciences in DM remain scarce (Saura, 2020). AI both lives and 
dies by data; problematic data can introduce risks that can be economically devastating for 
any company (Harrison et al., 2019) 

Therefore, we must explore whether companies are preparing themselves in terms 
of data collection and management to fully capitalise on AI technology. Specifcally, 
businesses reportedly waste considerable time organising, cleaning and structuring the 
databases of their users and customers (Kelleher and Tierney, 2018). There are problems 
in data acquisition, data labelling and the improvement of existing data (Roh, Heo, 
and Whang, 2019). It is important to determine whether companies have organisa-
tional chassis to successfully support AI initiatives. A strong dimension of data that is 
often ignored is ethical issues related to data privacy. For example, the two tech giants 
Google and Facebook were both sued for submitting consumers’ photos for biometric 
scanning (Solove and Schwartz, 2014). This development might afect data-driven AI 
initiatives, especially since the implementation of the General Data Protection Regula-
tion (GDPR) in Europe. Data privacy can also create problems because customers are 
becoming more aware of the collection of their personal data, and it is raising concerns 
(Davenport et al., 2020). 
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This chapter aims to determine whether frms have sound structures for collecting and 
organising data to fully harness AI technology. We used a special data privacy angle to 
monitor the industry’s current outlook regarding data privacy issues. For this purpose, we 
conducted in-depth interviews with relevant AI and data industry experts in fve coun-
tries. The results showed that companies are currently lacking in structures and systems 
for collecting and managing data; thus, their ability to harness AI technology is weak. It 
was also evident that data privacy issues are extremely important, and measures like the 
GDPR will help the industry cultivate a more ethical use of technology while not block-
ing overall industry growth. Our study will assist managers who want to capitalise on data 
based on AI technology. 

Literature review 

The concept of AI in its contemporary sense is not new. It was frstly initiated during the 
Dartmouth Summer Research Project on AI in the 1950s. However, AI appears new to 
those looking to repackage Big Data (Elish and Boyd, 2017). Marketers can now gener-
ate more accurate results for a variety of marketing intelligence tasks, including customer 
segmentation and profling, product reputation management, pricing strategy, competitor 
analysis, promotional marketing analysis, recommender systems, location-based advertis-
ing and community dynamic analysis (Fana et al., 2015). These results have important 
implications for forecasting purchases, and they can afect sales forecasting (Liu, Xiao, 
and Ding, 2016). AI and Big Data are not only changing existing marketing tasks but 
also supporting innovative marketing solutions. For example, Liu, Xiao, and Ding (2016) 
propose an automated and scalable garment recommender system using real-time in-store 
videos that can improve the experiences of garment shoppers and increase product sales. 

Data are the foundation of AI-driven marketing; AI requires data to run, and most 
AI-powered solutions require existing datasets to run. If a project lacks the appropriate 
data, the results will be less than optimal (eMarketer, 2019 – see Further reading). AI 
makes data meaningful through cognitive computing because analysis of data by humans 
can be a time-consuming task; thus, the utilisation of AI techniques helps clarify data 
(Gupta et al., 2018). More data are available today than ever before but companies can-
not generate efective results if their data are compromised (Alshura, Zabadi, and Abug-
hazaleh, 2018). Data ofer greater insights into marketing performance than they did in 
the past, and these insights help marketers make successful decisions for optimising their 
marketing actions and improving their return on investment (Wedel and Kannan, 2016). 
While fnding data used to be a challenge for marketers, they now face the challenge of 
transforming data into value. Data have attained a central role in marketing solutions. As 
data become larger, more complex and more inexplicable, the limited mental capacities 
of humans pose diffculties in deciphering and interpreting an unknown environment 
(Sammut and Sartawi, 2012). Data create a competitive advantage, and marketers are 
creating more personalised experiences through data (Wright et al., 2019; Ozcelik and 
Varnali, 2019; Jarek and Mazurek, 2019; Aguirre et al., 2015). Companies should be using 
an infrastructure that can facilitate the adoption of AI, and this particular area of research 
needs further examination. 

Data-based innovation and marketing can trigger consumers’ privacy concerns from 
a contextual integrity perspective. Such concerns can, in turn, infuence the future of 
these data-intensive felds. Firms must carefully evaluate their use of consumer data in 
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their innovation and marketing eforts (Bleier, Goldfarb, and Tucker, 2020; Daven-
port et al., 2020). Addressing data ethics and politics is an integral task of data stud-
ies. Big Data and their meaning are socially constructed and infuenced by evolving 
social, political and technological forces (Chen and Haase, 2020). Martin, Borah, and 
Palmatier (2017) state that growing eforts towards data collection and usage increase 
customers’ concerns about their privacy. They might feel uncomfortable receiving per-
sonalised advertising and content when they realise how much of their data are being 
collected and analysed (Aguirre et al., 2015). Per Martin and Murphy (2017), the more 
worried customers are about their data privacy, the more negative their responses are 
towards the brand. In addition, regulations, such as the GDPR, are considered revolu-
tionary in terms of data privacy, but they create challenges for marketers (Kietzmann, 
Paschen, and Treen, 2018). 

Research methodology 

To reach a holistic understanding of what data issues challenge marketers, managers 
and other industry executives, semi-structured interviews were used for data collection 
in this research. The interviewed experts were working with AI technology and had 
knowledge of and/or experience in marketing. Given the complexity of the research 
problem and that the phenomenon under study may vary between the interviewees 
depending on their expertise, it was important to consider that new information could 
emerge during the interviews. This study used purposive sampling. A review of the 
interviewees’ titles shows that they varied in their level of expertise. We conducted in 
depth-interviews (see Table 12.1 for details) with 14 relevant managers, CEOs, entre-
preneurs and consultants. 

We conducted telephonic interviews with the informants from Finland, the United 
Kingdom, the United States, Switzerland and Peru to ensure balanced and comprehen-
sive results. Most of the interviews were conducted in Finland. The interviewees were 
selected because of their knowledge/practice/experience, particularly in the AI feld and 
generally for their ability to refect from marketing perspectives. The interviews, which 
lasted ~45–60 minutes, were recorded and transcribed. 

Our data analysis was conducted via thematic analysis (the ethnographic imagination 
approach). Ethnography is a way to imagine ‘social’. In other words, ethnography is 
a type of qualitative research that involves immersing yourself in a particular commu-
nity or organisation to observe their behaviour and interactions up close. Per Watson 
(2011), organisational ethnography involves creating systematic generalisations about a 
topic that must be theoretically informed, informing and contributing to the broader 
body of knowledge that constitutes organisation and management studies. This approach 
enables theoretical rather than empirical generalisations. Sociological imagination allows 
individuals to rise above their everyday social context, making it possible to acquire the 
distance necessary for critical refection and change (Mills, 1959). 

The thematic analysis included fve steps. (1) Braun and Clark (2006) stress that the 
researcher should familiarise themselves with the data. When transcribing the interviews 
for this study, strict attention to detail ensured that no information of value was over-
looked. The interview recordings were frstly transcribed in writing, and fller words (e.g. 
so, um and like) were left out. Both the interviews and the transcriptions were conducted 
in English. (2) The second step included generating initial codes. Coding is defned as 
‘the process of assigning meaningful numerical values or names that reduce data from a 
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Table 12.1 Interview participant details 

Interviewee Country Title Type Duration 

I-1 Finland Head of data Face-to-face 28 min 

I-2 Finland Chief Growth Ofcer Telephone 52 min 
I-3 Finland Lead Data Scientist Telephone (with I4) 46 min 
I-4 Finland Business Lead AI Telephone (with I3) 46 min 
I-5 Finland CEO Telephone 37 min 
I-6 Finland CEO and Co-Founder Telephone 49 min 
I-7 Finland Director, Analytics Telephone 36 min 
I-8 Finland CEO Telephone 24 min 
I-9 Finland Founder and Chairman Telephone 38 min 
I-10 Bulgaria CEO and Co-Founder Telephone 51 min 
I-11 Switzerland AI expert Telephone 55 min 
I-12 The United Kingdom CEO Telephone 39 min 
I-13 The United States Previous Digital Director/ Telephone 1 h 2 min 

Adjunct Professor 
I-14 Peru CEO Telephone 60 min 

large amount of undiferentiated text’ (Hair et al., 2015, p. 302). Thus, coding helps the 
researcher focus on valuable key characteristics of the data. During this step, the entire 
dataset was read and coded with precision. (3) The third step involved searching for 
themes within the data (Braun and Clarke, 2006). Similar codes were put together in 
potential themes; the codes that demonstrated patterns throughout the dataset were con-
sidered themes. The themes were then colour coded to help analyse the data. Braun and 
Clarke (2006) suggest (4) reviewing the themes and (5) naming them. Here, the themes 
were reviewed against emerging similar themes to avoid duplicates, and they were named 
to provide a clear visual map of the data. 

Findings 

Figure 12.1 outlines the framework for factors afecting the successful implementation of 
AI and required actions. 

The analysis consists of themes that emerged from the semi-structured interviews 
regarding data issues. Most of the interviewees stressed that the current data collection 
and management methods that are used in most organisations are insufcient. 

The biggest issue with AI is the data quality and the storing of the data. And I see there are 
a lot of things to be done to get AI really – Because 80% of our time, when we work with 
customers and AI-related projects, it is to just start collecting the data, cleaning the data and 
managing the data, and only after that can we start running the AI. 

(I-3, Lead Data Scientist) 

I don’t think they know what data is there. They never made sense of it. It’s not been tuned, 
not been managed, I doubt. And there’s no kind of data lineage. What is the purpose and why 
was it collected historically vs its purpose now? Is it labelled? Is it normalised? 

(I-13, Digital Director and Adjacent Professor) 
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Required ActionsImportant Data Concerns 

Storage of Data 

Collection of Data 

Data Collection Methods 
in new vs. old companies 

Data Privacy 

Installation of Strong 
Data Collection and 

Management Structures 

Safeguarding consumer 
Privacy and digital rights  

Effective Utilisation 
of AI 

Figure 12.1 Result framework: factors afecting successful implementation of AI and required actions. 

The fndings also showed that, in some cases, companies are collecting data, but they have 
no idea how to use it. 

I believe that companies have quite a lot of data, of which a big part is not used. Nobody cares, 
and they do not know what they have. So, I would start with what data is there and make 
conclusions about whether it is in the right format or not. 

(I-5, CEO) 

Building a large data warehouse was not considered the optimal approach for companies, 
as explained by one of the interviewees (I-6). Instead, the interviewees found starting 
with the business goals and the use case, followed by determining what data and tools 
were required as well as how to label the data the correct approach. 

Davenport et al. (2020) stress the importance of ensuring that these processes do not 
hinder gathering relevant data insights from customers and innovating. This conclusion 
can also be drawn from the interviews; the interviewees agreed that privacy requirements 
and regulations guide the operations of companies. They considered the GDPR the most 
signifcant change in data privacy regulations in recent years and stressed its role in mar-
keting practices today. The interviewees saw regulations as having a positive efect on the 
incorporation of AI into marketing practices. 

I am 100% convinced that GDPR will afect it in a good way. Data privacy is a huge issue 
nowadays already, and it will be more so in the future. And now when we have GDPR in 
place, it will force the companies to concentrate on these privacy issues already in the beginning. 
It is not possible to if something is already up and running; it is very difcult to take into 
account certain privacy things. But if we have those rules in place already in the beginning, it 
will be a great thing. 

(I-6, CEO and Co-Founder) 

Implementation of new 
frameworks (GDPR etc) New Data Laws and 

Guidelines 
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I think GDPR was the best thing that could happen in the data business . . . I would say that 
these regulations help create fair and sustainable AI business. Fair is kind of the same as being 
ethical but an easier concept. 

(I-9, Founder and Chairman) 

As seen earlier, the GDPR guides companies in the right direction regarding consumer 
data privacy from the outset, and it is a major factor when it comes to incorporating AI 
into marketing practices. It only has a negative impact when a lack of understanding is 
involved. 

Another interviewee (I-1) explained that, thanks to the GDPR, consumers are now 
more aware of what data are collected about them, and they also understand their respon-
sibility regarding the data they provide, which can be considered positive. However, 
customers also expect to gain value from giving out their data via better services. This 
connects to the fndings regarding the expectations that consumers have from younger 
companies, especially when considering marketing activities that are based on collected 
data, such as personalisation. Interviewee I-1 also highlighted that compliance with the 
GDPR or other regulations allows companies to create better services and increase their 
overall brand image as well as the confdence of certain partners. 

While the positive role of the GDPR was emphasised by the interviewees, few chal-
lenges were mentioned concerning related limitations in AI-driven marketing practises. 
One challenge described by an interviewee (I-4) was data collection and management 
processes. 

You have to understand what data you are using and how you are using it and whether the 
usage of that data is purposeful for why it was created. 

(I-4, Business Lead AI) 

Another interviewee (I-11) agreed that the GDPR has complicated things for marketing 
practices. However, he emphasised the role of trust between the company and its custom-
ers correspondingly to the rising privacy concerns among consumers that were noted by 
Davenport et al. (2020) and Martin, Borah, and Palmatier (2017). Regarding the opinion 
presented earlier, Martin and Murphy (2017) also stress the role of providing customers 
some control over their data to build trust with the company and increase the likelihood 
of customers providing their data. Thus, building trust between a company and its cus-
tomers is critical for receiving customer data while complying with certain regulations, 
such as the GDPR. 

Discussion 

This chapter aimed to determine whether companies are structurally prepared to adopt AI 
in terms of data collection and management. This step is important to ensure the optimisa-
tion of AI benefts. We sought to determine how privacy issues and new reforms, such as 
the GDPR, can afect a company’s AI initiatives and processes. Our main fndings indicated 
that companies might be neglecting the expertise required for sound data collection and 
management practices. This is consistent with Saura’s (2020) claim that relevant measures 
for improving data management remain scarce. Henke et al. (2016– see Further reading) 
emphasise the importance of having proper data ecosystems in place to deliver successful 
AI campaigns (Chui, 2017 – see Further reading). In some cases, even companies that are 
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collecting large datasets are not utilising them in their favour. We also found that privacy 
should be at the centre of data policy when implementing any data initiatives. Martin, 
Borah, and Palmatier (2017) state that growing eforts in data collection and usage are 
increasing customers’ privacy concerns. Firms must carefully evaluate their usage of con-
sumer data in their innovation and marketing eforts (Bleier, Goldfarb, and Tucker, 2020; 
Davenport et al., 2020). New initiatives, such as the GDPR, are helping industries safeguard 
consumer privacy without causing problems for AI initiatives. Figure 12.1 extracts the 
fndings from this paper. Many data issues must be fxed if companies want to harness AI 
technology. Currently, most companies’ data collection and management systems are inad-
equate; they are not striving to collect all possible forms of internal data. External data can 
be useful but only after internal data are fully understood. While data collection methods 
in older companies are more inadequate than those in newer companies, older companies 
can survive without data because they have long-standing, strong relationships with their 
customers, and the market recognises their products and/or services. However, to be more 
competitive, they must introduce new data collection and management policies. There is 
no simple answer regarding which data are the most efective in any campaign; instead, the 
desired results need to be identifed before beginning a project to know which data will 
help achieve efective results. 

There are certain limitations to this research. For example, the data collection was 
conducted via semi-structured expert interviews on a rather broad scale instead of focus-
ing on a specifc factor. Although the semi-structured interviews ofered the possibility 
of fnding new aspects, this thesis ofers a general overview of the factors that make 
data appropriate for practising efective AI campaigns in marketing versus a detailed 
description. 

Key lessons for future research 

• Future research should seek an exact framework for the deployment of data man-
agement and collection structures as well as a general privacy framework model. 

• A clear/new framework is required to explain how to establish an AI strategy and 
the how company’s data should be managed to make the strategy work 

• Exploration is needed into how data collections and management practices can be 
tailored in diferent organisational settings (e.g. large organisations vs. small organ-
isations; old organisations vs. new organisations). 

Disclaimer 

The research presented in this chapter was remodifed from the University of Jyväs-
kylä Master’s thesis ‘Factors afecting the success of AI campaigns in marketing: data perspective 
(2020)’. The copyright for this JYU thesis belongs to Varmavuo, Eevi as the Author. 
Research presented here has not been otherwise previously published. 

Further reading 

Al Sheibani, S., Cheung, Y., and Messon, C. (2018). ‘Artifcial Intelligence adoption: AI-readiness at on 
Information Systems, Japan 2018. Available at: https://aisel.aisnet.org/pacis2018/ 

Chui, M. (2017). Artifcial Intelligence: The Next Digital Frontier? London: McKinsey and Company Global 
Institute. Availabel at: https://www.mckinsey.com/business-functions/mckinsey-analytics/our-
insights/the-age-of-analytics-competing-in-a-data-driven-world (accessed 15 Oct 2020). 

https://aisel.aisnet.org
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Emarketer. (2019). Getting Smart about Artifcial Intelligence. Available at: www.emarketer.com/content/ 
getting-smart-about- artifcial-intelligence 

Henke, N., Bughin, J., Chui, M., Manyika, J., Saleh, T., Wiseman, B and Sethupathy, G. (2016). ‘Big 
data’s potential just keeps growing. Taking full advantage means companies must incorporate analytics 
into their strategic vision and use it to make better, faster decisions’. McKinney and Company. Available 
at: https://www.mckinsey.com/business-functions/mckinsey-analytics/our-insights/the-age-of-analytics-
competing-in-a-data-driven-world (accessed 15 Oct 2020). 

Jacques Bughin and James Manyika are directors of the McKinsey Global Institute, and Michael Chui is 
an MGI partner; Nicolaus Henke and Tamim Saleh are senior partners in McKinsey’s London ofce, 
Bill Wiseman is a senior partner in the Taipei ofce, and Guru Sethupathy is a consultant in the 
Washington, DC, ofce. 
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