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Abstract 

This thesis is a review of five publications in which some effects characteristic to 
systems with restricted dimensions are emphasised. These effects are the Bose­

like condensation, the divergency of the specific heat at zero temperature in Fermi 

systems, the diffusion of nonequilibrium quasiparticles in mesoscopic supercon­

ductors, and the existence of the core-melted cluster. 

The first of these effects, the Bose-like condensation, arises from the freezing 
out of one or more degrees of freedom of particles in a mesoscopic system. Dur­
ing this process, the dimensionality of the particle distribution is changing and 
analogies can be made with the multiple-step Bose-Einstein condensation. The 
Bose-like condensation was first observed in the phonon gas inside an ultrathin 
dielectric membrane at low temperatures. Nevertheless, it can be extended to 
systems of massive particles and it occurs for both bosons and fermions. 

In the case of fermions, for certain types of single particle hamiltonians, the 
specific heat has asymptotically a divergent behavior at zero temperature, as 
the Fermi energy Ep approaches any value from an infinite discrete set of ener­
gies: { Ei}i:2:1. The divergent behavior for Ep = Ei, for any i, is specific to infinite
systems. If the system is finite, the specific heat converges to zero at zero tem­
perature, for any Ep, as expected. All the results are particularized for particles 
trapped inside parallelepipedic boxes and harmonic potentials. 

The diffusion of nonequilibrium quasi particles injected into mesoscopic supercon­
ducting wires was analyzed in connection wiLh Lhe cooling µroµer-Lies of normal 
metal-insulator-superconductor tunnel junctions. It turns out that due to the 
superconducting energy gap, the diffusion in bare superconducting wires is poor, 
but it can be very much enhanced by depositing a normal metal film in contact 
with this nano-sized wire. If there is an insulating oxide layer between the normal 
metal and the superconductor, the quasiparticles from the superconductor can 
tunnel into the normal metal, reducing in this way the electronic temperature of 
the superconductor. If the normal metal is in good metal-to-metal contact with 
the superconductor, the spatial variation of the energy gap strongly enhances the 
quasiparticle current. 

Finally, the possibility of the existence of a core-melted cluster was investigated. 
A pair potential was introduced, with the property that the solid state of the 
cluster is less dense than the liquid state. With this kind of potential the cluster 
exhibits quite an unusual behavior. In addition to the known states, solid, liquid 
and surface-melted, it can also be found in a "dense liquid" phase (a disordered 
state appearing at low temperatures), a "core-melted" phase and a "core-surface­
melted" phase. In the core-melted phase the external part of the cluster consists 
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of atoms that vibrate around regular crystalline sites, while the core atoms have 

much bigger mobility and sometimes exhibit diffusive motion. 
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Erratum 

There are some mistakes in Publication I. Equation (10) is printed incorrectly. 
The correct form is 

PK = (2 - l) +{ f: roo dx 
2(nxo)2x l-l + C

s
C

l 
(�) 2-l (nxo?:2- 21 ((nxo)2 + x2 )

n=l Jnxo [1 + C C kBT 2-l (nxo x l-1 28 l hvs l3 
X (ex� 1)2}

{ oo 100 x 1-1 (x2 - (nxo)2)x � dx 2_1 n=O nxo
l + C C (kaT) (nxo)x 1 -1 8 l hvs l3 

Also, on the first page, second paragraph, it is written 

while the correct form is 

The inset of Fig. 2 is wrong ( the main frame is correct). The correct figure is 
shown on the next page. Moreover, the expression specific heat was used instead 
of heat capacity and the Bose-Einstein condensation was called a phase transition 
of order two, while in reality it is of order one. 
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Figure 2: The experimental data (the dots) and the theoretical curves (9) for 
curve (1): l = 0 and C1 � 10.3 x 10-6 (m); curve (2): l = l and C1 � 101.9. We 
used v8 = 7200 ms-1

, l3 = 200 nm and C
s � 5 x 10- 17 m2

. The inset shows the 
exponents of Lhe Lernperature <lepen<lence of K, [E4.. (10)] corresponuing Lo the 
curves (1) and (2) in the main figure. 
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Chapter 1 

Classification of phases and phase 

transitions in statistical 

mechanics 

1.1 Introduction 

The world aroun<l w; can Le Jivi<le<l i11Lo physical systems in interaction with each 
other. Each of these systems consists of substances in different phases. Some of 
these, like the solid, liquid, and gaseous phases, or even the different magne­
tization states, are easy to observe even for a nonspecialist. Others, like the 
superconducting phase, the Bose-condensed phases, the regularity and symmetry 
of the crystalline lattice, and the phases of mesoscopic objects or clusters, require 
special experimental devices to be produced and identified. Understanding the 
phases and the transitions between them is an important part of understand­
ing the nature. Yet, despite all the theoretical and experimental efforts in this 
direction, there are still many open questions. 

There is a great variety of models, some of which are exactly solvable, that can 
explain quantitatively or qualitatively many properties of matter. For example, 
one can use a model based on ideal noninteracting particles, described in almost 
any textbook of statistical mechanics (see Ref. [1]), to explain to some extent 
the properties of gases, the Bose-Einstein condensation of low density particles 
inside different kinds of traps, and even some of the properties of electrons inside 
conductors or semiconductors, or thermal properties of dielectrics. To improve 
beyond the results obtained using the ideal gas, a mean field method can be 
employed [2]. With this method one can make calculations for systems ::i.t higher 
particle densities. Besides this, properties that could not be described by the 
ideal gas, like, for example, the magnetic properties, are tractable using the mean 
field method. More sophisticated techniques, like perturbation theory applied to 
classical or quantum statistical mechanics [1], or to quantum field theory [3], can 
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be used to describe more complicated systems or special properties. 
However, in all the systems, the phase transitions are among the most difficult 

phenomena to describe, using a microscopical model. A special case constitutes 
the first order phase transitions between solid, liquid and gaseous phases, since, 
using approximative methods for calculations, one cannot obtain jumps in the 
first order derivatives of the Gibbs potential. Fortunately a set of theorems 
introduced by Yang and Lee [4] clear the way by showing that, for example in a 
gas with a realistic interaction among particles, a discontinuous first order phase 
transition can occur, as expected in real gases. 

In the next section I shall discuss shortly the classification of phase transitions 
in thermodynamics. The phases and the phase transitions are rigorously defined 
in bulk systems. In finite systems of small dimensions (mesoscopic systems) the 
differences between phases are smeared out and sometimes it becomes a matter 
of convenience how one can define the phases and the border between them, in 
the parametric space. These aspects will be discussed in section 1.3. In clusters 
the situation is even more complicated, since they can transform competely from 
one phase to another. The phases can be defined with difficulty, maybe with very 
few exceptions, like, for example, the solid phase at a very low temperature. This 
is the reason why it is more appropriate to discuss phase-like forms instead of 
phases in this situation. We say that a cluster is in a certain phase-like form when 
it exhibits most of the properties of that specific phase, as defined in bulk systems 
[5]. The phase-like forms of clusters will be discussed in general in section 1.4. 
In the remaining chapters I shall present briefly my own contribution to these 
subjects. 

1.2 Bulk systems 

Strictly speaking, thermodynamics is defined only for bulk systems. Formally 
this corresponds to the assumption that the number of particles and the volume 
of the system under investigation are enormous, at a finite particle density. From 
a practical point of view, the bulk systems are those in which the relative fluctu­
ations of all the thermodynamical quantities are negligible. In all this section I 
shall refer only to this kind of systems. 

1.2.1 First order phase transitions 

In bulk systems the phases are well defined and, by definition, there are no 
fluctuations that would bring the systems from one phase to another. The phase 
transition can be identified by a discontinuity in the thermodynamic potential 
describing the system, or in its derivatives. For example, to describe the first 
order phase transition from gas to liquid or vice versa, the Gibbs function is 
the appropriate thermodynamical potential. The Gibbs function per mole is 
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the chemical potential, and its derivatives are the molar volume and the molar 
entropy. At the phase transition, these last two quantities are discontinuous. The 
.iump in entropy is related to the latent heat and the change in volume is due to 
the different densities of the two phases. A schematic curve corresponding to a 
phase transition in PT coordinates (pressure vs. temperature) is shown in Fig. 
1.1. The line separating the two phases ends at the critical point. The existence 
of the critical point is a characteristic of the phase transition of order one. Due to 
this property, a system can be brought from one phase into another by encircling 
the critical point, hence without experiencing any phase transition.1 The slope 

p 

Liquid 
Critical 

R 
I point 

/n
' 

A/
A' Gas 

T 

Figure 1.1: The curve corresponding to the transition between liquid and gas 
phases of a neutral fluid. The transition is of order one and the natural thermody­
namic potential, the Gibbs function, depends just on pressure P and temperature 
T at constant particle number. 

of the separation line between the phases is related to the jumps in the molar 
entropy and the molar volume by the Clapeyron-Clausius equation. To derive 
this we choose four points A, B, A', and B', as shown in Fig. 1.1. The points A 

and B are, in the limit, on the border of the liquid phase, while A' and B' are 
on the same border, in the same positions as A and B, respectively, but seen as 

1 Nevertheless, one should keep in mind the Bose-Einstein condensation of ideal bosons as 
an example of a first order phase transition that does not have a critical point. In this case, 
for a three dimensional gas inside a box with impenetrable walls, the phase equilibrium curve 
extends towards the point (P = oo,T = oo) along a curve P oc T512 [6]. 
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belonging to the gaseous phase. The continuity of the thermodynamical potential 
at the phase transition implies that 

and 

Using the differential equations 

dµ = -sdT + vdP

and 
dµ' = -s'dT + v'dP

(1.1) 

(1.2) 

(1.3) 

(1.4) 

corresponding to the liquid and gas phases respectively, we obtain the result 

dP 
dT 

1::1s 
1::1 V T 1::1 V ' 

(1.5) 

where 1::1s = s' - s and !:1v = v' -v, while l is the latent heat. The molar entropies
and volumes in the two phases are denoted by s, s' and v, v', respectively. An 
equation of the form (1.5) can be written for any first order phase transition (like 
liquid-solid, solid-gas, etc.), not only for the transition between liquid and gas. 

Since it will be of interest in the subsequent chapters, some of the properties 
of the ideal Bose gases will be outlined here. It is already well known that a 
d dimensional Bose gas inside a cuboidal box, experiences a first order phase 
transition, the so called Bose condensation, as the particle density is increased
at constant temperature, or as the temperature is decreased at constant density, 
for d 2: 3. At the transition temperature, Tc (constant density), the ground 
state of the system becomes macroscopically occupied. At this point, in the limit 
V --+ oo, the chemical potential converges to zero and the specific heat exhibits 
a cusp-like maximum ford= 3, 4 and a discontinuity ford 2: 5, as shown in Fig.
1.2 [6]. The transition temperature is defined by the relation 

A� = ((d/2)/p, (1.6) 

where Ac = Jh2/(21rmk8Tc) is the thermal wavelength corresponding to the
transition temperature Tc, ( ( x) is the Riemann zeta function of argument x, p is 
the d-dimensional particle density, and m is the particle mass. 

If the dimensionality of the Bose gas is two or one, there is no Bose conden­
sation in cuboidal boxes. In this case we can define a scaling temperature by the 
formula 

(1.7) 

where As
= Jh2 /(21rmk8T8). In Fig. 1.2 we present the specific heat per particle,

as a function of the scaled temperature, for the cases discussed. 
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Figure 1.2: The specific heat per particle, as a function of the scaled temperature, 
for Bose gases of dimension d = l to 5 in cuboidal boxes. In the case d = 5 the 
curve is displaced by two units along the horizontal axis. Taken from R.M. Ziff, 
G.E. Uhlenbeck, and M. Kac, Phys. Rep. 32, 169 (1977). 

The Bose condensation has also been discussed for particles in different kinds 
of traps and in different dimensions (see, for example, [7, 8] for power-law traps). 
The observation of the phenomenon in systems of atoms trapped in magnetic field 
[9] motivated the theoretical investigation of the Bose condensation in harmonic
traps. A three dimensional (3D) distribution of bosons in such a trap experiences
a Bose condensation at the temperature Tc,h - (n/kB)[Nw1w2w3]/((3)]113, where 
w1 ,2,3 are the frequencies of the harmonic potential in the directions x, y, and 
z, and N is the number of particles. When N ➔ oo and Nw1w2w3 is finite, the 
transition is abrupt and the specific heat has a discontinuity at the transition 
temperature [7, 10]. 

1.2.2 Higher order phase transitions 

For higher order phase transitions the molar parameters are continuous, but some 
of their higher order derivatives are discontinuous. There are two classifications 
of these phase transitions. The first and simplest one is due to Ehrenfest. In 
this classification a phase transition is of order n if all the derivatives of order 
less than n are continuous while the ones of order n have jumps at the phase 
transition. In this case, equations similar to the Clapeyron-Clausius equation can 
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be written for the jumps in the discontinuous quantities when passing from one 
phase into the other. These equations are known as Ehrenfest's equations (see, 
for example [2]). For example the derivative of the pressure with respect to the 
temperature along the curve separating the phases, in the case of a second order 
phase transition, is related to the jumps in the specific heat, cp, and the thermal 
expansion coefficient, w = (1/v)(fJv/fJT)p, at constant pressure by the relation:

dP 1 6.cp 
---

dT vT 6..w· 
(1.8) 

The only real phase transition of order higher than one, in which the jumps of 
the thermodynamic parameters are finite, is the superconducting phase transition 
in zero magnetic field. The onset of the superconductivity is due to the attractive 
interaction between electrons, mediated by phonons [11]. This interaction binds 
electrons into pairs (Cooper pairs) which, in the simplest case, have total spin, 
momentum, and angular momentum equal to zero (s-wave). If the interacting 
electrons are situated above the filled Fermi sea, the wavefunction of their coupled 
state can be written in the form 

'l/Jo(r1 - r2) = [ L 9k cos k(r1 - r2)] (I t)i I -1,)2 - I -1,)i I t)2), (1.9) 
k>kp 

where the summation is over wave vectors k above the Fermi surface. The spin 
states of the electrons were denoted by I -1,) 1,2 or I t)i,2. The constants 9k are 
nothing else but the coefficients of the expansion of the function 'I/Jo ( r1 - r2) in 
terms of the eigenvectors of the bare (renormalised) hamiltonian H0. If we add the 
interaction V into the Schrodinger equation and solve it, using the simplifying 
assumption that Vk,k' = -V (V > 0) if the bare energies Ek and Ek', are in
the interval ( EF, EF + n,wc) and zero otherwise [Vk,k' is the matrix element of the 
interaction operator V between the pairs of electrons (k, -k) and (k', -k')], we 
end up with an equation for the energy E of the Cooper pair: 

1 
V 

L (2Ek - E)-1.
k 

<kE(<p,<p+liwc) 

(1.10) 

If we transform the summation into an integral, with N(0) the density of electron 
states at the Fermi energy, and assuming that hwc « EF, we obtain 

� = � N ( 0) ln 

2EF - E + 2hwc . 
V 2 2EF - E

(1.11) 

Since usually N(0)V < 0.3, we assume N(0)V « 1, and we can approximate the 
equation above by 

(1.12) 

7 



This is the so called weak-coupling approximation. Vve now observe that the state 
built up from electrons with k > kp has an energy lower than the Fermi energy. 
Therefore, by decreasing the energy of the electrons close to the Fermi surface, 
this mechanism could eventually lead to the formation of a gap in the spectrum 
of the electrons, around this energy. 

To evaluate the ground state of the interacting system, we have to u�e the 
formalism of the second quantization . For this we write the hamiltonian, H, and 
the ground state of the system, IBCS), as 

(1.13) 

and 
(1.14) 

respectively, where IO) is the vacuum state (no particles), and kI (kM) is the 
first (last) value that the wave number assumes in the band. For normalization 
reasons, iukl 2 + lvkl2 = 1. The average number of electrons in the system can 
be evaluated by calculating the matrix element of the particle number operator 
� 

+ 
. N = Lk,a- ck

a-
ck

a- onto IBCS). The result 1s 

(1.15) 

The probability of finding N particles in the system is sharply peaked around the 
value N. 

We now fix the average number of particles in the ground state by intro­
ducing the chemical potential µ. The ground state is found by minimizing the 
expectation value of the sum 

6(BCSIH - µNIBCS) = o.

If we define the quantities: 

Ek - µ, 
sin 0k, 
COS 0k, 
-L I vk,JUJVI =-½L I vk,I sin20I , 
(6.� + a)l/2,

(1.16) 

(1.17) 

and make use of Eq. (1.16), we obtain the following equations between the 
parameters: 

and 

tan 20k 
2ukvk 

v2 - u2 

k k 

-�
�k' 

. 20 �Sln k = 
Ek, 

cos20k = -"t-

8 

(1.18) 



Using again the assumption that
if l�kl and 161 ::; nwc
otherwise

and combining Eqs. (1.18) with (1.17) ,ve obtain

with

for l�kl :S nwc
otherwise

A _ nWc 
~ 

t.; -1/N(O)V

u - sinh [1/N(0)V] ~ 
2'-,,wce 

The fractional occupation number va is given by

and

(1.19)

(1.20)

(1.21)
The energy difference between the normal and the superconducting ground

states is equal to
(1.22)

which is the condensation energy at zero temperature, in the absence of magnetic
field.

The method outlined above is quite difficult to use at finite temperatures, since
the excitations are difficult to handle. In what follows I shall present very briefly
a self consistent field method, which is much more convenient for calculations.

We begin by formally defining the product of operators

in which bk is interpreted as the average

If we redefine
llk = - L vk,lbl = - I: Vk,1(c_1-1,.C1t)av 

I I 

and neglect the (presumably) small terms proportional to (c-k-1,.Ckt - bk)2
, we can

write the hamiltonian in a quadratic form:

HM = L Ekctacka - L k(llkcttc�k-1,. + ll�c-k-1,.Ckt - L.lkb�), (1.23)
k,a 
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ti(O) = l.76kT
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Figure 1.3: Temperature dependence of the energy gap in BCS theory, in the 
weak-coupling limit (Eq. 1.26). Taken from M. Tinkham, Introduction to super­

conductivity, second ed., IVIcGraw-Hill, Inc. (1996). 

which can be diagonalized using the transformations 

(1.24) 

The diagonalized hamiltonian is 

HM = I)(k - Ek+ 6.kb�) + L Ekbt{Ykt + ,,:_(Yk)_), (1.25) 
k k 

with all the quantities identical with the ones defined previously. Now it be­
comes obvious that the Fermi operators /'kt,-1- describe elementary excitations 
above the IBC S) ground state, quasiparticle excitations, with the energy Ek =
(a+ l6.kl2 ) 1 /2 . Using the previous definition we can write 

6.k = - L vk,1(c-1-1,C1t) = - L vk,1u{v1(l - ')'�')'It - ')'t')'1-1,). 
I I 

Since (1'�,-1,1'it,-1-) is nothing else but the average population of that specific quasi­
particle level, J(Ek) = (ef3Ek + 1), with (3 = 1/kBT, transforming the summation 
into an integral in the equation above, we can write an equation for the temper­
ature <leµeu<leuL value uf 6.: 

(1.26) 

which is shown in Fig. 1.3. 
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Figure 1.4: Comparison of thermodynamic quantities in superconducting and 
normal states. S, C, U, F, and H

e are the entropy, the heat capacity, the free 
energy, and the critical magnetic field, respectively. The subscript en refers to 
the normal electron state quantities, while es refers to the superconducting ones, 
and 'Y is related to the specific heat of the normal state in the low temperature 
limit by the formula C = "(T. Uen ( 0) is chosen as the zero of ordinate in ( c) and 
( d). Because the transition is of second order, the quantities S, U, and F are 
continuous at the transition temperature, Tc. Moreover, the slope of Fes joins 
continuously to that of Fen at Tc, since fJF/fJT = -S. Taken from M. Tinkham, 
Introduction to superconductivity, second ed., McGraw-Hill, Inc. (1996). 

At this stage it is possible to calculate thermodynamical quantities. At the 
transition temperature, the first derivatives of the thermodynamical potential 
(the free energy), are continuous, while the specific heat, which is a second order 
derivative, is discontinuous (see Fig. 1.4). 

The density of states can be easily calculated using the formula 

and we obtain the result: 
Ns(E) 

= !I{= { ✓Ef-1:,.2 (E > �)
N ( 0) dE O ( E < �) 

(1.27) 

As mentioned before, we observe the formation of an energy gap around the Fermi 
energy. Due to this gap in the energy spectrum, the electrons can move without 
being scattered and the resistance of the sample becomes zero. 
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According to the knowledge of the author, in all the other higher order phase 
transitions the discontinuous derivatives have infinite jumps. The existence of 
such infinite discontinuities makes the application of the Ehrenfest's equations 
and, as a consequence, the Ehrenfest's classification for the phase transitions, 
impossible. In this case, the theory of Tisza is applicable.2

1.3 Mesoscopic systems 

A mesoscopic system is defined as one in which some of the dimensions are com­
parable to the characteristic microscopic lengths, the choice of which depends 
on the system and on the phase under study. Using as examples the systems 
analyzed in the papers of this thesis, the characteristic microscopic length can 
be the dominant phonon wave-length, if one studies the thermal properties of 
a dielectric, the Fermi wave-length, if a system of fermions is investigated, or 
the coherence length, if one describes a superconductor. The property of exten­
sivity, characterizing the bulk systems, can be lost in mesoscopic systems and 
the parameters that are defined as intensive in the bulk, could depend on the 
dimensions. Due to this, the phases do not have precise definitions any more, 
and the boundaries between them become vague. For example, if we focus on 
the Bose condensation of a fixed finite number of particles in boxes with small 
dimensions, or in harmonic traps, we observe a change in the specific heat of the 
system, as a function of temperature. This change is most pronounced in a range 
of temperatures close to the condensation point. 

\\'(' "·ill first analyze the case in which a Bose gas is confined inside a cuboidal 
box, ,Yith dirneusions Li » l2 » h. This case was studied by Sonin in [12], and 
he was the first to point out that in such deformed systems the Bose-Einstein 
condensation can take place in steps, from the three dimensional distribution to 
the ground state, obtaining in between two-dimensional and/or one-dimensional 
macroscopic populations. This concept was much later called Multiple-step Bose­

Einstein condensation (MSBEC), when it was rediscovered, for the case of har­
monic traps, by van Druten and Ketterle [13]. If we impose periodic boundary 
conditions on the walls of the container, in the limit where Li , l2 , l3 » A (,\ is the 
thermal wave-length, as defined previously), we can write the total number of 
particles as an obvious sum: 

N 

No 

No+ N1 + N2 + N3, 
z 

1- z'

(1.28) 

(1.29) 

2 ·we do not go here into details, but the interested reader can find a nice introduction into
this theory in the book byCallen (2]. 
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(1.32) 

where z = e/3µ is the fugacity, a = -(3µ, and g�l(a) is the polylogarithmic 
function of order m and of argument e°' [14]. The superscript (-) is used to 
denote the difference between these functions and those that will appear in the 
case of fermions, where the superscript ( +) will be used. The expressions above 
are deduced in the approximation z � 1. If we call N0, N1, N2, and N3 the 
population of zero-, one-, two-, and three-dimensional phases, respectively, and 
the aggregates N( l) = N1 + N0, N(2) = N2 + N( l), and N(3) = N3 + N(2) = N 
the population of one-, two-, and three-dimensional gases, respectively, then we 
can deduce the temperature of the i-dimensional Bose condensation from the 
condition that the population of the i-dimensional phase is equal to the number 
of particles of the i-dimensional gas in the limit z -+ 1 ( corresponding to the first 
branches in the final approximations used in Eqs. (1.30) and (1.31)). 

Since the 3D condensation is well known, let us analyze shortly a lD and 
a 2D gas with particle numbers N(l) and N(2), respectively. In the lD case, at 
the condensation temperature Tc ,1, which corresponds to the thermal wave-length 
>-c,1, we have the equation 

(1.33) 

Using the notation 6 = vT=°z(li/ >-c,1) we obtain an equation which is indepen-
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dent of the dimension of the sample and of the temperature: 

ft coth (ft6) 
3 6 

(1.34) 

and which has the solution �1 � 1.7. Therefore, the condition imposed in the 
definition of the condensation temperature, (1 - z)1L2 

« ft, is not satisfied. 
Moreover, we observe that at the temperature Tc ,l, N0 is of the same order as 
N(l)· Therefore this can not be a proper, sharp phase transition. 

In order to study the 2D situation, we define 6 = �(l2/ >.). The conden­
sation temperature Tc ,2 can be calculated in a similar way, by writing 

--12_ 

F. 2 {i 
l2 1 Ac,2 li 1T 

->.2-
og

--;(---====12
=-+ ->.c-,2 -1---z·c ,2 VZ 1 + 1 + 

1-z -d-
z >-c,2 

(1.35) 

In the limit li / Ac ,2 » 1 the equation above can be reduced to a universal form: 

(1.36) 

with the solution 6 � 1.9. Again, the condition imposed in the first branch of 
the last form of Eq. (1.31), namely (1 - z)112 

« ft, is not satisfied. At the 
condensation temperature, 

N (T. ) = ft li l2 
1 c ,2 

C ). 2 ,
<,2 c ,2 

which means that a finite 2D population is condensed onto the lD phase. Nev­
ertheless, since the 2D density of particles has to diverge as log (l2 / >.) when l2
increases to infinity (bulk limit), in order to have a finite condensation temper­
ature in this limit, the ratio N1/ N2, at Tc ,2 converges to zero. This means that 
the function N2 (T) is not analytical at T = Tc ,2. 

We reach the conclusion that N3 and N2 are not analytical functions of T at 
the condensation temperatures Tc ,3 and Tc ,2 , respectively, while N1 and N0 are 
analytical below Tc ,2 (see Fig. 1.5). In any case Tc ,l and Tc ,2 do not represent 
proper phase transformations, since in the lD or 2D bulk limits, respectively, 
the particle densities should diverge in order to have a non-zero condensation 
temperature. In usual 3D bulk systems, where li ,2 ,3 -+ oo, such that, in the limit, 
li/li > 0, for any i, j E {1, 2, 3}, the 3D condensation happens first, triggering the 
2D and lD condensations at the same time. In the case of small, finite systems, 
which are very deformed (for example, there exist li and lj, such that li/li -+ oo), 
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the 3D condensation might not trigger the condensation of (some of) the lower 
dimensional gases. In such a case, the gas condenses into a lower dimensional one, 
and not into the ground state. In this case we have a multiple-step Bose-Einstein 
condensation (BEC), according to the terminology introduced in [13]. In Fig. 
1.5, from Ref. [12] one can see the dependence on temperature of the numbers 
of particles in the one-, two-, and three-dimensional phases and gases. The first 
order derivatives of N2 and N3 have finite jumps at Tc ,2 and Tc ,3 , respectively, as 
discussed before. 

Figure 1.5: The dependence on the temperature of the numbers of particles in 
the 1, 2, and 3D phases ( continuous lines) and gases ( dashed lines). Taken from 
E. B. Sonin, Sov. Phys. JETP 29, 520 (1969). 

The realization of BEC in ultracold atoms in magnetic traps has opened up 
far-reaching new prospects. This led to the rediscovery of MSBEC in harmonic 
traps by van Druten and Ketterle [13]. Generalizing the definition given in the 
previous section, in such a trap, the d-dimensional thermodynamic limit is taken 
such that N -t oo, while the characteristic frequencies of the trap decrease to 
zero, in such a way that N Tif=1 

wi remains finite. It is easy to show that, in this 
limit, BEC exists for d ?: 2 (the situation for d = 3 was discussed in Section 
1.2). For d = l a BEC temperature, Tc ,l,h can be defined in finite systems by the 
relation [15]: 

N = 
kBTc,l ,h log (

2kBTc ,l ,h ), 
hw1 hw1 

(1.37) 

in a similar way as in the case of cuboidal boxes. If the trap is very asymmetric, 
so that Tc,l,h < Tc,3,h for the number of particles in the trap (Tc,3,h is the 3D 
condensation temperature), the MSBEC can be observed, first from 3D to lD, 
and then from lD to OD, as shown in Fig. 1.6 [13]. 

In the cases investigated the lower dimensional gases always condense at lower 
temperatures than the higher dimensional ones, with which they coexist. On the 
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Figure 1.6: Behaviour of the ideal Bose gas in a harmonic trap with w1 « w2 = w3

for different particle numbers, N = 104 (dotted), 106 ( short dashed), 108 (long 
dashed), and 1010 (solid lines). The condensation temperatures were kept fixed 
3Tc ,l,h = Tc ,3,h. Shown are the ground state fraction, N0/ N, the fraction of 
population excited in the w1 direction, Nm/ N, and the specific heat per particle, 
C /5Nk8. Taken from N. J. van Druten and W. Ketterle, Phys. Rev. Lett. 79, 
549 (1997). 

other hand, if one of the dimensions of a system is very much reduced ( or one of 
the three frequencies that characterize a harmonic trap is increased very much), 
the degree of freedom corresponding to this dimension can freeze out before BEC 
or MSBEC happens. In this case we have a Bose-like condensation (BLC). This 
phenomenon will be presented in section 2.1 and it turns out that it is common to 
both bosons and fermions (see Paper III), and, moreover, appears also in systems 
of massless particles, like phonons (Paper I and Paper II). 

The first important steps in the study of the effect of the finiteness of the 
dimensions of the box on the shape of the peak accompanying the Bose conden­
sation were made by Goble and Trainor. In [16, 17] they calculated numerically 
the specific heat of systems of bosons in cuboidal boxes of dimensions li x l2 x l3,

with li ,2 » l3 , for various boundary conditions. The general observation was 
that, as the dimension l3 decreases, the cusp-like maximum of the specific heat 
corresponding to the BEC temperature (see Fig. 1.2) is rounded off and the max­
imum of the specific heat moves towards higher temperatures. Nevertheless, the 
position and the height of this maximum depends upon the boundary conditions 
imposed on the walls. But, as mentioned in [17], the most striking observation 
was that, for Dirichlet boundary conditions, the height of the maximum first in-
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creases with the decrease of l3 and then decreases again. Although not clearly 
identified, the MSBEC was already emphasized in these works, which appeared 
earlier than Sonin's [12]. 

Using a technique developed by Krueger [18], Pathria and Greenspoon [19, 20, 
21, 22] calculated analytically, in different perturbation orders, the specific heat 
of a system of bosons in cuboidal boxes of finite dimensions and with different 
boundary conditions on the walls. The conclusion was that the increase of the 
height of the maximum in the specific heat at the condensation temperature is 
an effect of the boundary conditions employed, and it happens just in the case 
of Dirichlet boundary conditions. In all the other cases that were calculated, the 
height of the maximum was decreasing with the decrease of the dimensions of the 
system (see Fig. 1.7). In contradiction with this conclusion, I shall show later 
that, if one employs periodic boundary conditions on the walls of a container 
with the dimensions Li » l2 = l3, the height of the maximum of the specific 
heat is decreasing in the beginning, ·with decreasing l2 and l3, and then increases 
monotonically, as l2 , l3 -+ 0, towards a maximum which is higher than the bulk 
value and, moreover, higher than the value obtained in the case of Dirichlet 
boundary conditions (Fig. 2.5) (Paper III). In any case, Pathria and Greenspoon 
could not observe this, since their approximation technique would fail when the 
dimensions of the system decrease too much and when the system enters the 
region of observability of Bose-like condensation (Paper I, Paper II, and Paper 
III). 
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Figure 1.7: Temperature Tmax (D) at which the specific heat of an infinite slab 
of thickness D is maximum (a), and the height Cmax (D) of this maximum (b): 
first order results, dashed lines; second-order results, solid lines. The variable 0 
is used to specify the boundary conditions: -1 for Dirichlet, 0 for periodic and 
1 for Neumann boundary conditions. The results of Goble and Trainor [17] are 
shown as filled circles. Taken from S. Greenspoon and R. K. Pathria, Phys. Rev. 
A 8, 2657 (1973). 
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In the case of traps, the finiteness of the trap frequencies and of the number 
of particles introduce a shift towards lower values in the 3D condensation tem­
perature, as compared to condensation temperature in the thermodynamic limit 
[10] (that is, in the opposite direction from the case of boxes):

(1.38) 

The parameter --y is equal to 2/3 in the case of an isotropic trap, and has to be 
computed numerically for the anisotropic cases. As the particle number decreases, 
the maximum of the specific heat at the condensation temperature decreases and 
the curve becomes smoother. These effects can be observed in Fig. 1.6. 

1.4 Clusters 

Clusters can be defined as a small, bounded group of atoms. The number of 
atoms usually ranges from a few (a small molecule) up to a few thousands. The 
forms that clusters exhibit may have characteristics that justify us to call them 
phases or phase-like forms. The simplest and most common examples of such 
phases are those of cold solid and warm liquid clusters. The particles that form a 
solid cluster vibrate with small amplitudes ( compared with the nearest neighbour 
distance) around their equilibrium sites. On the other hand, in a warm liquid, the 
particles exhibit diffusive motion that can be quantified by evaluating their mean­
square displacement vs. time; the slopes of such curves are nearly constant over 
distanc<'s aucl times that are large compared with the amplitudes and periods 
of vibrations around equilibrium sites, but smaller than the dimensions of the 
duster and the time required fur the diffusive LrausiL of Lhe cluster [G]. 

In a bulk system, the exchange of particles between two or more coexisting 
phases is negligible as compared with the total particle number and therefore 
does not affect its thermodynamic properties. From the macroscopical point of 
view, the system is in equilibrium. In clusters, the fraction of particles that pass 
from one phase to another cannot be neglected. Therefore an equilibrium cannot 
be achieved, and the denomination of phase-like form is more adequate. The 
concentrations of different phase-like forms in the cluster vary with time and the 
dynamic equilibrium attained can be described in terms of averages over long 

time or by statistical ensembles. The two averages should give the same results, 
in the assumption that the system is ergodic. 

The diffusivity of the particle motion mentioned above is not all the time a 
good tool to diagnose the phase-like form of a cluster. In order to do this, one can 
employ other methods, like the study of the velocity autocorrelation functions and 
their Fourier transforms, the pair correlation functions, the angular correlation 

functions, the root-mean-square fluctuation of the nearest-neighbour distance, c5, 
etc. If one uses the pair and angular correlation functions, a solid cluster exhibits 
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very sharp peaks, as a crystalline or quasicrystalline solid do, while a liquid 
cluster shows much broader peaks in distribution, beyond the first-neighbour 
shell. The ratio o between the root-mean-square fluctuations and the nearest­
neighbour distance is below about 0.1 in the case of a solid, and typically above 
0.2 for liquids (Lidemann criterion). 

In Ref. [5], Berry gave a list of known or potential phase-like forms, that we 
reproduce in Table 1.1 (by LJ6 we denote a Lennard-Jones cluster composed of 
six atoms). The solid and liquid phase-like forms were already described. In the 

Table 1.1: The menagerie of phase-like forms that clusters may exhibit. 

Form 
Solid 

Liquid 

Surface-melted 

Core-melted (?) 
Soft solid 
Flexible Planar 

Nonwetted 
Slush 

Special Condition 
lowest temperature 

none 

liquid wets solid 

liquid denser than solid 
multiple solid-like minima 
perhaps repulsive as well as 
attractive long-range forces 
liquid does not wet solid 
short 
duration in each phase-like 
form 

Example 
all, except He and possibly 
H2 
all except possibly clusters 
of C50 
pairwise Lennard-Jones, 
Morse 
Ga? H2 0? 
LJ5, Cu5 
(KC1)

4
, (KC1)

5

(KC1)
32

Ar14, Ar11

case of a surface-melted cluster, the outermost layer satisfies the conditions for 
a liquid-like behavior, but the inner layers remain solid. Sometimes, the liquid 
characteristics of the outer layer are given by a few atoms, so called floaters, that 
pop out of it and move just above the cluster surface. 

When the cluster can pass from its lowest energy configuration into a limited 
number of others, going through relatively large amplitude motions, but not of 
any kind that permute identical atoms among nonequivalent sites, we say that it 
is in a soft-solid phase-like form. 

The planar structures are exhibited by small alkali halide clusters, that show 
planar ring and rectangular, or "ladder", structures at energies somewhat above 
the energies of their rock-salt like global minima. 

When the liquid forms do not wet their parent solids, as in the case of alkali 
halides, part of the cluster may be a regular solid and the other part an amorphous 
liquid, but the liquid constitutes one side of the cluster and not its surface. In 
this case we have a nonwetted form. 

We say that we discuss a slush when the passage between phase-like forms is 
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too frequent and the properties of any phase-like forms cannot be established. 
As the last example we discuss the core-melted cluster, since it was not pre­

viously observed before in simulations or in experiments. It should consist of a 
liquid core and a solid outer shell. In Chapter 4 we show that such a phase-like 
form exists and it can be obtained using a special kind of interaction potential 
[23]. Moreover, it turns out that the Menagerie should be completed with the 
core-surface melted phase-like form, in which the core and the surface are liq­
uid, while the particles in between form a solid. Also, due to the nature of this 
new interaction, besides what we could call "the usual" liquid-like form, a dense 

liquid-like form can exist at lower temperatures [23]. 
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Chapter 2 

New transitions and special 

effects characteristic to restricted 

geometries 

2 .1 Bose-like condensation 

2.1.1 Massless bosons: phonon gases 

In Section 1.2, the phenomenon of Bose-Einstein condensation (BEC) was dis­
cussed. This condensation was identified with a phase transition of order one, 
during which a finite part of the bosonic gas condenses into the ground state. 
When some of the dimensions of the system are decreased, the Bose gas may 
condense in steps towards the ground state, exhibiting in between macroscopic 
one- and/or two-dimensional populations. If the finite dimensions of the system 
are reduced further (or the particle density is reduced), the BEC condensation 
temperature may be exceeded by the temperature at which some of the degrees 
of freedom of the gas are frozen out. Although this phenomenon was expected to 
happen (see for example [13]), according to the knowledge of the author, nobody 
investigated it theoretically or experimentally before us [Paper I]. 

In experiments done on ultrathin dielectric membranes ( thickness: l3 � 200 
nm) made of silicon nitride, it turned out that the heat conductivity r;, is roughly 
proportional to T2 [24]. Moreover, when the membrane was cut and the heat con­
ductivity of narrow bridges was measured, it was observed that the heat conduc­
tivity depends on the width of the bridge, l2 , much more strongly than expected 
(for example, if the mean free path of the phonons in the membrane would be 
much smaller than the width of the bridge, r;, should be constant), and the expo­
nent of the temperature dependence of r;, decreases also when the width decreases 
(see Fig. 2.1 from [25]). 

In the usual picture, when the phonon gas distribution in the membrane is 
three-dimensional, the heat conductivity is related to the heat capacity and the 
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Figure 2.1: Effective thermal conductivity as a function of temperature for silicon 
nitride membranes of about 250 nm thickness in three different geometries: full 
membrane (circles), membrane with 25 µm wide bridges (triangles), and mem­
brane with 4 µm wide bridges (squares). Inset: measurement geometry with 
the 4 µm bridges. The heater and the thermometer are located on the mem­
brane. Taken from J.P. Pekola, A. J. Manninen, M.M. Leivo, K. Arutyunov, J.K. 
Suoknuuti, T.I. Suppula, and B. Collaudin, accepted for publication in Physica 
B. 

mean free path by the relation [26]: 

(2.1) 

where c is the heat capacity, v is the average sound velocity, and l is the mean free 
path of the phonons. A heat conductivity proportional to T2 would correspond 
to a mean free path proportional to the wave-length of the phonons, ,\. On the 
other hand, the strong decrease of the heat conductivity with the bridge width 
suggests that the mean free path in the membrane (hence without considering 
the scattering on the surfaces), A, is longer than l2, while from the decrease of the 
exponent one can conclude that the scattering on the bridge edges is not perfectly 
diffuse, but the phonons may undergo many reflections until they are scattered. 
According to the experimental data, this mechanism would produce a new mean 
free path, proportional to ,\P, with p > 1.5. Considering the dimensions of the 
membrane (400 x 400 µm2) and of the bridges (for example li x l2 = 100 x 25 µm2), 

and the fact that the measurements were done over a large temperature range 
(wider than one order of magnitude) - see Fig. 2.1 - we can conclude that the 
mean free path in the membrane material, at the dominant frequency, is bigger 
than half the width of the membrane, at least in the lower part of the temperature 
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interval. This brings us to the ballistic limit of heat transport and to the next 
point of our discussion. 

When A is longer than the membrane dimensions or the mean free path that 
results from the scattering on the membrane surfaces, L, one can employ a model 
analogous to the radiative transfer between two black bodies (see [27] and the 
references therein). In this model, the heat flow through the unit area is written 
in the form 

(2.2) 

where a is the Stefan-Boltzmann constant for the phonon gas and � is a numerical 
factor smaller or equal to one, which gives the reduction of the heat flow due to 
the diffuse scattering on the surface. For a perfectly specular surface�= 1, while 
for a perfectly diffusive surface � assumes its lowest value. From Eq. (2.2) one 
can see that in the ballistic limit that we discussed in the previous paragraph 

� = 1 and K ex T3
. This is in contradiction with the experimental observation. 

To solve this problem one should observe that the dominant frequency of 
the 3D distribution of phonons in silicon-nitride, w, calculated by the formula 
Jiw :::::: l.6k8T [26], is approximately w :::::: 2.1 x 1011 x T (s-1 K-1 ). On the
other hand, assuming Neumann boundary conditions on the membrane surfaces 
and using the average velocity of sound in silicon-nitride, which is V5 :::::: 7200 
m/s, one can calculate the minimum frequency of phonons in the z direction, 
perpendicular to the membrane surface: W3min = V8 x ( 7f /l3) :::::: 1.1 x 1011 s-1

(where l3 = 200 nm). \\'0 then conclude that for T ::; 0.5 K, w < W3min and 
the approximation of a ··rnntinuous" spectrum in the z direction is not justified. 
Therefore all the thernwdnrnrnic quantities should be calculated maintaining the 
discrete summation oft II(' phonon modes perpendicular to the membrane surfaces 
( see Paper I). If ,ve take in to account the mean free path of the phonons in the 
membrane and the probability of diffuse scattering on the membrane surface, we 
obtain the following expressions for the heat capacity and heat conductivity of 
the membrane: 

C 

K, 

where x0 is a dimensionless parameter:

7rJi Vs 
xo = 

kBTG' 

23 

(2.3) 

(2.4) 

(2.5) 



and the other parameters, together with the approximations used, are explained 
in Paper I. If we write C ex: TPc and K, ex: TP", the exponents of the temperature 
dependence can be calculated by the formulae 

and 

In this way we obtain 

and 

Pc 

"°'oo (nxo)4 exp (nxo) 

2 +
L..,n=l [exp (nxo)-1]2 

roo x3ex 

d "'00 fOO x3ex 

d JO (ex-1)2 X + L..,n=l Jnxo (ex-1)2 X 

{ oo 100 x 1-1(x2
- (nxo)2)

x L dx 
2-l 

n=O nxo l +CC 
(kaT ) (nxo)x1 -l 

8 l hvs l3 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

The results, in the case of perfectly specular boundary conditions, are plotted in 
Fig. 2.2. We can observe here the crossover between the 2D and 3D phonon gas 
distributions, the first one corresponding to the low temperature range and the 
second one being observed at higher temperature. The dimensionality is reflected 
in the value of these exponents. 

Using the integer l and the constant C1 that enter in the expression of the 
mean free path, as fitting parameters, we obtained good agreement with the 
experimental observations (see Fig. 2.3) for l = 0 and C0 = A � 10.3 µm

(see Paper I for more details about the fitting procedure). It appears that the 
mean free path of the phonons in the membrane is almost independent of the 
wavelength, at low temperatures. Nevertheless, one can see a slight tendency to 
a negative curvature in K, vs. T in the central part of Fig. 2.3, which could be 
explained by a cross-over of different scattering mechanisms with different l. As 
a check we made the fit for l = l, for which we obtained C1 � 101.9. The curves 
marked by (2) in Fig. 2.3 correspond to K, and pli, calculated for these values of l
and C1 • We should expect that mechanisms involving larger l start to contribute 
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Figure 2.2: The exponent of the temperature dependence as a function of 1/x0

(1/ x0 ex T) for: a) the specific heat; b) the heat conductance, in the case of
perfectly specular surfaces. 

to A as the temperature is increased. This should cause a downward bending 
of the experimental curve representing 1-,,. This tendency was observed also in 
other samples measured, and it seems to show up in the crossover region, but no 
systematic investigation was made in this respect. 

In the inset of Fig. 2.3 we plot the exponents of the temperature dependence of 
1-,, for the two values obtained for l. As the diffusivity of the surface increases, the 
transition from 2D to 3D phonon gas becomes smoother. The exponent can even 
decrease with the increase of temperature in some interval above the crossover 
region (but cannot become smaller than 2). Keeping in mind the correspondence 
between the value of the exponent and the dimensionality d of the phonon gas 
distribution, we can say that the conductivity in the membrane may behave as 
in the 2D case (as it happens in our situation for l = 0) even above the crossover 
region, as this is defined using the exponent p0.

An extension of this analysis to the case of bridges and small particles was 
made in Paper II. The change in the dimensionality of the phonon gas distribution 
from three to one and even down to zero has been discussed there. We called 
this change in dimensionality Bose-like condensation (BLC), because of a direct 
analogy with the multiple-step Bose-Einstein condensation (MSBEC), introduced 
in Section 1.3. During the BLC, the population of the energy levels which are 
excited in the direction of the restricted dimensions (say, perpendicular to the 
membrane surface), or the 3D phase, in the terminology introduced in the section 
mentioned before [12], decreases and a lower dimensional distribution becomes 
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Figure 2.3: The experimental data (the dots) and the theoretical calculations [ 
solid lines - Eq. (2.4)] for curve (1): l = 0 and Ci � 10.3 x 10-6 (m); curve 
(2): l = l and C1 � 101.9. We used V8 = 7200 ms-1

, l3 = 200 nm and Cs � 
5 x 10- 17 m2

. The inset shows the exponents of the temperature dependence of 
K, [Eq. (2.9)] corresponding to the curves (1) and (2) in the main figure. 

"macroscopical". This phenomenon produces qualitatively new features in the 
quantities that can be measured experimentally. 

In all the models presented above, the material from which the membrane 
and the bridges were made was considered homogeneous. All the fluctuations 
that might occur in the density or in the coupling strength between the atoms 
were ignored, as well as the fact that the silicon-nitride is a composite material. 
All these facts may complicate the dispersion relation of the phonons. Also, the 
finite geometries would modify the phonon modes from the simple plane-wave 
form that we 11se<l in P;:i,per T an<l Paper II. 

2.1.2 Massive particles 

Bose-like condensation occurs also in the case of massive particles. Moreover, 
in this case it is similar for both bosons and fermions. The author analyzed 
this in Paper III in the general case when the particles are described by a mean 
field hamiltonian of the form H =He + Hct, with He having a (quasi)continuous 
spectrum Ee E [0, oo) and Hct having discrete eigenvalues Ei, i = 0, 1,.... The 
mean occupation numbers of the single particle energy levels E are (n�±)) =

(exp(a+c/k8T) ± 1)-1
, where(-) is the superscript for bosons, and(+) for 

fermions, a has been defined earlier, and µ is the chemical potential. We intro-
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duce the functions 

z�±)
� (k:T) n (n�±l),

G�±) = � (k:T)
n 

[(n�±l) =f (n�±l)2] = -
oz

;
±)'

(2.10) 

(2.11) 

in a similar way as Pathria and Greenspoon did for bosons in [19]. Then, for 
example, the number of particles, the internal energy, and the heat capacity can 
be written as N(±) = Zb±), u(±) = kBTZi±), and cS±) = kB (c�±) -c�±)2

/c�±)) ,
respectively ( we shall consider here only spinless particles). To avoid divergent 
terms that occur in the functions introduced when T approaches zero, in the case 
when the ground state energy Eo is positive, we redefine a as a -Eo/ kT and E as 
E - Eo. Making these replacements we do not change the thermodynamics of the 
canonical ensemble. If the density of the energy levels of the ( quasi)continuous 
spectrum, as a function of energy, is a( Ee), then we can write 

Zb±) = f r
oo a(E) 

dE 
i=O lo exp (a+ /3Ei + /3E) ± 1 ' (2.12) 

where f3 = l/kBT .  If a » 1 in the temperature range of interest for the study of 
BLC (Ei/kBT � 1), we can write Z0 in terms of two functions, corresponding to 
the continuous and to the discrete spectrum, respectively: 

z(±) - -a z(±) z(±)o -e e d , (2.13) 

where z�±) = ft a( E )e-,6E dE and Zd±) = I:�
0 

e-,6E;. In this approximation there
is no difference between bosons and fermions, and according to Eq. (2.11), G�±) =
ZA±). Using the relation

(
an zA±)

) = n 
(

an zb±)
) oan 

,6 

f3 of3n °'' (2.14) 

that holds true for bosons [19] as well as for fermions, we can write the specific 
heat c�±) = et±) jN(±), in units of kB , as

Cy 
2 

32 

2 
32 

2 
32 

kB
= f3 of32 

logZo(f3, a) = f3 of32 
logZe(f3) + f3 of32 

logZct(f3) (2.15) 

(where we have dropped the superscript (±) as insignificant in this case). Ac­
cording to Eq. (2.15), the specific heat is just the sum of the heat capacities 
of the two systems, each of them containing a single particle under canonical 
conditions, and described by the Hamiltonian He and Hct, respectively. 

Explicit expressions for z�) and G�±) can be obtained if we assume that the
density of states of the continuous spectrum has the form a(Ee) = CE� (C and s 
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are constants, such that C > 0 and s > -1), as it happens in most of the cases 
[7, 8]. Under this assumption we can write: 

zC±J n 

and 
Q(±) 

n 

__s;_ ""'n CJr( 1 - .)13s+l L-j=O n S + + n J 

'\"'CXl . (/3 ·)j (±) ( + /3 ·)
X L-i=O ni Ei 9s+l+n-j a Ei 

__s;_ ""'n CJr( 1 - .) f3•+1 L-j=O n S + + n J 
'\"'CXl ·(/3 ·)j (±) ( + /3 ·) 

X L-i=O ni Ei 9s+n-j a Ei ' 

(2.16) 

where ni is the degeneracy of the level with energy Ei and Cf = n!/j!(n-j)!. The 
functions gi±) (a) are the lth order poly logarithmic functions [14] of argument e-°' 
(bosons) or -e-°' (fermions). In the case of ideal particles inside a rectangular box 
of dimensions lx >> ly, lz, we can write Ee = 1ik�/2m and E{i,j} = n?(k;i +k;

j
)/2m, 

where kx, ky, and kz are the wave vectors along the x, y, and z axes, respectively. 
The mass of one particle is m and the discrete values of kyi and kzj depend on 
the boundary conditions. In this case s = -1/2. If lx, ly » lz , then s = 0 and 
Ee = ri2(k� + k;)/2m, while Ei = ri2k;)2m. We observe that the function cv(T) 
in the crossover region (the region where the BLC happens) is not universal for, 
say, a given a(Ec), but it depends on the distribution of the energy levels of Hd. 
Nevertheless, in all the cases presented in Fig. 2.4, at the onset of the BLC 
we observe the formation of a maximum, as in the case of MSBEC in restricted 
geometries. Moreover, in the case of Neumann boundary conditions at the walls 
of the container, the maximum is preceded by a minimum in the BLC from 3D to 
2D and from 2D to lD. 

In nanoscopic systems the surface to volume ratio may not be neglijible, hence 
the boundary conditions may influence their properties, as observed in Section 
1.3. In Fig. 2.G we µloL Tmax/Tc and cvmax/ kB vs. l3/l, for Dirichlet, Neumann, 
and periodic boundary conditions, in the cases when l1, l2 » l3 (Fig. 2.5 (a), 
(c)) and li » l2 = h (Fig. 2.5 (b), (d)). Tc is the bulk BEC temperature, 
given by the equation p(21rh2 /mkBTc)312 = ((3/2), p is the particle density, ( 
is the Riemann zeta function, and l = p-1/3 is the mean interparticle distance. 
Since Tmax converges to a finite value and Tc -+ 0 when l3/l -+ 0, the ratio 
Tmax/Tc diverges in this limit. As p increases, Tc increases and BLC is gradually 
replaced by BEC. As a consequence, lim13 ;1-+oo Tmax/Tc = 1. Figure 2.5 (c) can 
make the connection between these numerical calculations and the analytical 
approximations reported in Ref. [19] (see Fig. 1.7). We can observe that cvmax 

is higher in Fig. 2.5 (d) than in Fig. 2.5 (c), for each boundary conditions. 
Nevertheless, the maximum value of cvmax, which is about 2.02kB , is obtained for 
periodic boundary conditions in the limit p -+ 0, while at higher densities this 
decreases below its bulk value, as expected from previous calculations [19]. 

The study the BLC of ideal particles in harmonic traps is easier since in this 
situation Zd can be calculated exactly. If we denote the characteristic frequencies 
of the harmonic trap by Wx, Wy, and Wz, with Wx « Wy, Wz, then Zc = kBT /nwx 
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Figure 2.4: Specific heat in units of k8 vs. temperature for ideal Bose and Fermi 
gases trapped inside cuboidal boxes with Dirichlet ((a) and (b)), Neumann ((c) 
and ( d)), and periodic ( ( e) and ( f)) boundary conditions at the walls. The Figs. 
(a), (c), and (e) correspond to l i ➔ oo, l2 = 10-9 m, and l3 = 10- 10 m, while 
the Figs. (b), (d), and (f) correspond to l1 ➔ oo and l2 = l3 = 10-9 m. The 
particle density is 1025 m-3 in each case. In each situation the results for bosons 
(solid line) and fermions (dashed line) are both plotted, but they can not be 
distinguished. In the insets of (a), (c), and (e) we show low temperature details 
of the larger graphs ( the axes are the same). 

and Zd = [(1 - exp (hwx/k8T))(l - exp (nw
y
/k8T))]-1

. In this case dcv/dT 2: 0 
for any temperature, so BLC is not accompanied by the formation of a maximum. 
The dimensionality of the system (say, nD) is reflected in the value of cv, which 
is nkB. 

2.2 Divergency of the specific heat in systems 

of fermions 

In this section we shall concentrate on Fermi gases close to T = 0. We consider 
again that the Hamiltonian of the system can be approximated by single-particle 
operators of the form H = Hc +Hd , as explained in section 2.1.2. At temperatures 
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Figure 2.5: The temperature of cvmax of Bose gases, scaled by the bulk critical 
temperature Tc (see the text), as a function of l3 /l (where l = p- 1!3 , and p is the 
density), is shown for (a) the membrane geometry ( li , l2 » l3 ) and (b) the wire 
geometry (l 1 » l2 = l3), The value of cvmax, in units of kB, vs. l3 /l, is plotted 
for ( c) membrane geometry and ( d) wire geometry ( the same as in (a) and (b)). 
SuliJ. da:;lied a11d doLLed lines are used for Dirichlet, periodic and Neumann 
boundatT rnuditions. The thick horizontal lines in (c) and (d) correspond to the 
3D bulk ,·alue of cv at the BEC temperature. In the numerical calculations we 
varied p. keeping l3 = 10-9 m. 

close to O the chemical potential of a Fermi system approaches the Fermi energy 
Ep. For a << -1, the polylogarithmic functions of negative argument can be
written in the form [28]: 

(
+)( ) 

_ lain 

[ ( 
1 

)] 9n a - r(n + 1) 1 + 0 
a2 

(2.17) 

The case for n 
= 1 is included in (2.17), but can be refined further to write 

gi+)(a) = ial [1 + 0 (e-0)]. In the other extreme case, when a» 1, all the poly­
logarithmic functions have a behavior of the form g�±) (a) ::- e-0 [1 + 0 ( e-0)].
Using these asymptotic expressions we can return to the study of the specific 
heat close to zero temperature, for a density of energy levels of He similar to the 
one introduced in the previous section, namely CT(cc) = Cc�. The ground state 
of Hct is nondegenerate sinr.P. wr. rlisr.11ss a finite system. We shall also denote 
ao = -/3Ep.
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A basic result of statistical mechanics is that the chemical potential µ ➔ Ep 
as T ➔ 0. Let us now calculate limr-,o(laol - lal) when Ep = Ei, i > 0 (in all 
the other cases it will turn out that the limit is zero). Using N = za+\a), Eqs. 
(2.16), and the definition of the Fermi energy, we write two different expressions 
for the total number of particles in the system: 

(2.18) 

(s + 1),Bs+l 
(2.19) 

X {laols+l + · • • + (laol - ,8Ei-1)s+l } . 

If we denote� a+,BEi, then from (2.18) and (2.19), neglecting the exponentials 
and assuming that limr-,o(Ulaol) = limr-,o(Ulal) = 0, we obtain, in the case 
a0 , a« -1, an equation for�: 

(2.20) 

where Xs 
- 1 + .. . +ni_1(1-Xi-i)8 and Xj _ Ej/Ep. We now notice that we have 

three distinct situations: ( a) s > 0, in which case � ➔ 0 as T ➔ 0, ( b) s=0, and � 
converges to a finite positive value, and (c) s E (-1,0), when�➔ oo as T ➔ 0. 

Let us now analyze the asymptotic behavior of� in the case ( c), the only case 
that requires closer investigation. We can write 

e-f; Jaols
� nif(s + l) Xs ' (2.21) 

so� = (-s) log laol - log� - log (xs/nS(s + 1)). Therefore, at a0 « -1, � � 
lsl log Ja0 l-log [log laol]+ .. .. We can see now that the assumption limr-,o(Ulaol) = 
limr-,o(Ulal) = 0 was justified. Also, following the same kind of reasoning, one 
can prove that when Ep #- Ei, for any i, then limr-,o(laol - lal) = 0 for any s. 

Using Eqs. (2.20) and (2.21) we can calculate the specific heat close to T = 0. 
For that we have to evaluate the functions G�+), G�+), G�+), and za+l. We analyze 
again the case when Ep = Ei, i > 0. After some algebra and dropping out the 
exponentially small factors, we can write: 

(2.22) 
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(2.23) 

(2.24) 

(2.25) 

where YJ = /')t:J/lal. To see the asymptotic behavior, we calculate cv separately 
for the cases (a), (b), and (c). Using Eqs. (2.20,2.22-2.25) and working consis­
tently in the orders of lal, we obtain the results: 

• Case (a)

• Case (b)

• Case (c)

(s + l)lal 
Xs+l + r(s + 2)nig�!i (�)/lais+l 

x { n;f2(s + 1) gi+l
2

(�)

Xs lal2s

+ 
nff3 (s + 1) gi+l

3
(�) 

+ O (-1-)} 
x; lal3s lals+2 

' 

cv s + l lal 
kB - Xs+l + nir(s + 2)g�!i(�)/lais+l T

(2.26) 

(2.27) 

X { Xs + �s + 0 c: 1)} 
. 

(2.28) 
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Hence, for Ep = Ei, i > 0, from Eqs. ( 2.2 6-2.2 8) we distinguish the following 
situations: 

(al) s > 1/2, then cv/kB ex: (Ep/kBT)1
-

2s, and cv--+ 0 as T--+ 0 (note that if 
s > 2 some of the orders of a interchange, but the function cv converges 
fast to zero as T approaches O); 

( a2 ) s = 1/2, then limr--+o(cv / kB)= (3 - 2V2)(31r /8)(2( 1/2)nTf x3;2X1;2; 

(a3) s E (0, 1/2), then cv/kB ex: (Ep/kBT)1-2s, and cv--+ oo as T--+ 0; 

(b) s = 0, then cv/kB ex: kBT/Ep, and cv--+ 0 as T--+ O;

(c) s E (-1,0), then cv/kB ex: (Ep/kBT)/log (Ep/kBT), and cv--+ oo as T--+ 0.

Therefore, in the cases (a3) and (c), cv presents a divergent behavior at T = 0, 
while in case ( a2) it approaches a finite limit. Since these situations are in 
contradiction with the expected result limr--+o cv = 0, we clarify them by noting 
that this is due to the approximation that the spectrum of He is continuous. This 
does not happen in any finite system and therefore, at low enough temperature 
the specific heat approaches zero, as expected. 

Without getting into details we state that ·when Ep =/- Ei, for any i � 0, similar 
calculations lead us to the results limr--+o( laol - lal) = 0 and limr--+o cv = 0 for 
any s. On the other hand, the continuity of µ as a function of Ep implies the 
continuity of a and cv as functions of Ep, for any T > 0. In other words, a 
divergent behavior in the cases ( a3) and ( c) can be approached asymptotically 
for any T > 0, as Ep --+ Ei (for any i), by the functions cv(T). This leads to the 
formation of a maximum at finite temperature, with the properties: cvmax --+ oo 
and Tmax --+ 0, as Ep --+ Ei, for all i > 0. 

Let us now make the connection with familiar systems, namely with the ones 
discussed in section 2.1.2. In the case of a cuboidal box with dimensions lx »

ly,lz, s = -1/2, hence we have the case (c). In Fig. 2.6 we plot the numerical 
results for such a fermionic system, with dimensions l i --+ oo, l2 = l3 = 10-9 m. 
The mass of the particles is chosen as in section 2.1.2, such that ,\2 

= 10- 1sr-1

m2K. We observe the formation of a maximum as the Fermi energy approaches 
the first excited energy level of Hct, and the divergent behavior at Ep = E1. If 
the fermions are inside a cuboidal box with dimensions lx, ly » lz or a harmonic 
potential with the characteristic frequencies Wx « wy, Wz, then s = 0 and we have 
case (b), therefore we do not observe the formation of a similar maximum. This 
was checked by numerical calculations and was found to be correct. 
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Figure 2.6: The specific heat (in units of kB) of a Fermi gas trapped inside a 
cuboidal box (li ---+ oo, l2 = l3 = 10-9 m) with Neumann boundary conditions 
on the walls. The four curves correspond to the following densities: 1.5 x 1026 

m-3 (dotted line), 9.2 x 1026 m-3 (dashed line), 9.6 x 1026 m-3 (solid line), and 
1 x 1027 m -3 ( thick solid line). This last case corresponds to EF = E 1.
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Chapter 3 

Nonequilibrium 

superconductivity: diffusion and 

trapping of quasiparticles 

3.1 Introduction 

Normal metal-insulator-superconducting (NIS) junctions can be used in a vari­
ety of applications. This chapter is devoted to the cooling properties of such 
junctions. By placing au insulating layer between a normal metal and a super­
conductor, one cau extract srlrctively electrons from the normal metal, reducing 
in this way its temp('rntmc. In Fig. 3.1 it is shown schematically how the hot 
electrons are extracted from the normal metal through one junction and cold 
electrons are introduced into it through the other junction. The first part of the 
cooling process is represented by the tunneling phenomenon through the junction, 
and is discussed in Section 3.2. The second part, analyzed in Section 3.3, con­
cerns the diffusion and trapping of nonequilibrium quasiparticles formed in the 
superconductor. The general results will be combined in Section 3.4, where the 
possibility of constructing coolers using NIS junctions is investigated. Analytical 
approximations will be presented in Section 3.5. 

3.2 Tunneling processes in NIS junctions 

When a thin insulating material ( usually an oxide layer) is placed between a 
normal metal and a superconductor, forming in this way a NIS junction, the 
electrical charges can still penetrate from one side to another by tunneling. The 
thickness of the insulator determines the tunneling probability, which is inversely 
proportional to the resistance of the junction, RT. The tunneling hamiltonian 
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Figure 3.1: The basics of the cooling process, using a pair of NIS junctions. The 
hot electrons are extracted from the normal metal (N), through the insulating 
layer (I) on the left, and deposited into the left superconductor (S). On the right 
hand side, cold electrons are extracted from the superconductor and deposited 
into the normal metal. All these processes lead to the reduction of the average 
energy of the electron gas, i. e. reduction of the temperature in the normal metal. 
The weak coupling between the electrons and the phonons in a metal, at such low 
temperature8 [29], allow8 Lhe ouseL of a nonzero LemperaLure difference between 
these two subsystems in the process. 

can be written in the general form [30]: 

Hr = � {Tsnct.,ackn,a + Ts*nctn,ack.,a },
ks,kn,a 

where Tsn is the tunneling matrix element, while ct,
a 

and ct
s,a are creation 

operators on the states with momenta kn and ks, respectively, and projection of 
spin a. All through this chapter, the superscripts "n" and "s" will refer to normal 
metal and superconductor, respectively. We also make the assumption that the 
tunneling yields no spin flips. Using the linear transformation of the electron 
operators, cks ,a and ct.,a, into quasiparticle operators, 'Yksa and 'Yt

a
, introduced 

in Eqs. (1.24) of Section 1.2.2, and the Cooper pair creation and annihilation 
operators, s

+ and S [31, 32], we can write the terms of the tunneling hamiltonian 
as in [33] 

Tsn (uks'Ytsa + v�s
s

+'Y-ks-a)ckn,a 

+T* r+ (11* rv + 1! ','rv+ ) �u-'k11 ,o ·'k8 iksa -ks•- /-k8-o 

uk.Tsn'Yta ckn ,a + v�S
Tsn s

+ 'Y-ks-a Ckn ,a

]l ]4 

j3 ]2 
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where j1 and j2 represent the densities in energy of the currents of electrons and 
holes, respectively, passing from the normal metal into the superconductor, while 
j3 and j4 represent the reverse currents. Expressing the tunneling probability in 
terms of the normal state tunneling resistance, we obtain the expressions for the 
four currents, as functions of energy: 

J1(E)=g(E)fn(E- eV,Tn)[l - fs(E,T8)]/e2RT, 
J2(E)=g(E)fn(E + eV, Tn)[l - fs(E, T8)]/e2 RT, 
J3(E)=g(E)[l - fn(E - eV, Tn)lfs(E, T8)/e2 RT, 
)4 ( E)=g( E) [1 - fn ( E + e V, Tn)lfs( E, Ts) / e2 RT, 

(3.1) 

where fn,s(E, Tn,s) represent the populations of the electron (in the normal metal) 
and quasiparticle (in the superconductor) energy levels, at some effective tem­
peratures Tn and Ts, respectively. V is the voltage across the junction and the 
electron charge is e. The energy E is measured from the Fermi energy in the 
superconductor and it is always taken in absolute value. Although fn,s may not 
be Fermi distributions in our case of nonequilibrium [34] we make the assumption 
that 1 - f n ( -E, Tn) = f n ( E, Tn), which is an identity for a Fermi distribution, to 
transform the expressions that involved negative E. In what follows I shall con­
centrate on the junction where the flux of electrons is oriented from the normal 
metal into the superconductor (left side in Fig. 3.1), where e V is positive. Using 
Eqs. (3.1), the particle and excitation fluxes, le and lq, respectively, can be 
written as 

! le = r
oo 

U1 - )2 - )3 + j4) dE 
e }t:,. 

1 100 
�R 

g(E)[fn(E - eV, Tn) - fn(E + eV, Tn)] dE, 
e T t:,. 

l
oo 

(j1 + )2 - )3 - J4) dE 

1 100 
�R 

g(E)[fn(E - eV, Tn) + fn(E + eV, Tn) - 2f8(E, Ts)] dE. 
e T t:,. 

(3.2) 

(3.3) 

The power flux transported by the electrons from the normal metal into the 
superconductor is given by the formula [33] 

Pe J:[(E - eV)(j1 - j3) - (E + eV)(j4 - J2)] dE (3.4) 

l
oo 

[E(j1 + )2 - )3 - j4) - eV(j1 - )2 - )3 + J4)] dE. 

We observe that, while le depends only on Tn and is independent of Ts, both lq 

and Pe also depend on T8 • As Ts increases, the power extracted from the normal 
metal decreases, and it turns out that it is important to keep the superconductor 
at as low temperature as possible, in order to have an efficient cooling of the 
normal metal. In order to evaluate the temperature of the superconductor, we 
have to model the diffusion of the quasiparticles into the superconductor. This 
problem will be discussed in the next section. 
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3.3 The diffusion of quasiparticles in supercon­

ductors 

The cooler consists of a very thin film of normal metal, which is to be cooled, 
in contact, through an oxide layer, with the superconducting film. The widths 
of the films vary from about 0.3 µm up to 6 µm. In the case of small junctions, 
the length of the normal metal film is a few microns, while in the case of large 
junctions, it is 10 to 30 µm. The length of the superconducting film is considered 
to be infinite. See Paper IV and citations therein for more details about the 
experimental design. 

From the fact that a quasiparticle excitation, say 1:
0
- IBCS), where q and CJ

correspond to the quasiparticle wave-number and spin, respectively, is an eigen­
state of the wave-number operator, with eigenvalue q, and from the dispersion 
equation, one can deduce the energy dependent quasiparticle group velocity, 
v(<:,x) = vpJl - (6-(x)/<:)2. The Fermi velocity is denoted by Vp [35, 36]. The 
diffusion constant D(E, x) (1/2)v(E, x)a, where a is the elastic mean free path, 
follows immediately: D(E, x) = (v(E, x)/vp )Dn [36]. Here Dn = (pne2CJ(Ep ))- 1 is 
the normal diffusion constant of the superconducting film, determined by extrap­
olating the resistivity Pn of its normal state towards zero temperature. Since in 
the cooling experiments the quasiparticle energies lie close to the gap energy, the 
diffusion constant is very small. Moreover, the excess population of the quasi­
particle levels could decrease the energy gap in the junction region, lowering in 
this way the cooling performance. As a consequence of this, it was observed in 
the experiment that if bare superconducting films were used in the construction 
of the coolers, no appreciable reduction in temperature takes place in the normal 
metal island (see Paper IV). Therefore, the quasi particles should be driven away 
from the junction regions. 

In Paper IV we show how one can remove the excess quasiparticle excitations 
from the regions near the junctions by attaching a semi-infinite normal metal 
electrode to the superconductor, forming in this way a bilayer structure, which 
acts as a "trap" for injected hot quasiparticles. To calculate the quasiparticle 
flux we have to write down the diffusion equation. In all the situations discussed 
here a film of Cu was used as the normal metal, while the superconducting metal 
was Al. 

Let us consider the NIS structure presented in Fig. 3.2 (b) ( all the geometri­
cal notations will refer to this figure), where the electrons pass from the normal 
metal into the superconductor. The other junction of the SINIS structure (S, 
I, and N denote the superconductor, insulator, and normal metal, respectively) 
can be treated in a similar manner. By ,0.(x) we denote the nonconstant en­
ergy gap of the superconductor. We take the gap energy in a bare Al film to be 
6-0 = 200 µeV, and deep in the bilayer region ,0.N < 6-0 because of the proxim­
ity effect, in the case of direct metal-to-metal contact between Cu and Al. The 
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(a) (b) 

Figure 3.2: The SEM image (a) of a large SINIS cooler used in Paper IV, with 
junction area 2: 10 µm2 and its schematic illustration (b) from above (up) and in 
cross-section (down). The cooling junction is in the range [O, l], while the bilayer 
trap starts at the distance ltrap from the origin. The parameter lo is defined such 
that 6 ( x) = 6 N for x 2: l0 . The thick line on top of the Al film ( (b) down) 
represents the oxide layer and forms the junction in the range [O, l]. 

excess quasiparticles in the junction region can disappear or change their energy 
mainly by one of the following processes: interaction with each other, diffusion, 
recombination, inelastic scattering on the lattice, and tunneling back into the 
normal metal. All the last three phenomena heat the normal electrode. A mono­
tonic decrease of the energy gap outside of the junction area would enhance the 
outgoing quasiparticle flux because of the increase of the diffusion constant and 
of the probability of quasiparticle relaxation by inelastic collisions with the lat­
tice, outside the junction region. A quasiparticle trap through an oxide barrier, 
similar and close to the junction could be useful in small area (SI)NIS structures, 
since this would decrease the population of the quasiparticle levels by tunneling 
into the normal trap. Taking into account all these effects, we can write the dif­
fusion equation for the population of the quasi particle energy levels in an interval 
[t:, E + dt:) at point x, in the approximation that all the processes are local. Then, 
if we consider that the quasi particle distribution at point x can be approximated 
by the thermal Fermi distribution f(E, T8(x)) corresponding to temperature T8(x) 
(usually we have Ts > Tb > Tn , where Tb is the heat bath temperature and Tn is 
the temperature of the electrons in the normal electrode), and integrate over all 

39 



Metal to be cooled Trap 

electrons d electrons 
N N 

s 

oxide layer oxide layer 

Figure 3.3: Schematic drawing of the electrons and quasi particles flow in a cooler 
with a trap in contact with the superconductor through an oxide layer. 

energies, we obtain a second order nonlinear differential equation for T8(x):

( d2T.,) Joo D 8f(E,Ts) 
I 

d + (ffi) 2 
Joo D 82 j(E,Ts) 

I 
d 

dx2 6..(x) no n 8Ts X E dx (x) no n BT; X E

_ ( dTs) noDn d6..(x) 8f(6..,Ts) 
I dx dx dTs x 

+ f�x) Jq(V, E, Tn, Ts(x), x)dc + f�x) j�(0, E, Ts, Tb, x)dc = 0. 

(3.5) 

The constant n0 = w8d8 (-Jim3 /rr2h3 )fo is the density of electron states at Fermi
energy Ep, per unit length, along Ox axis. The terms lrec = w8d8Rn2(Ts, x) 
[33, 36] and lgen = lrec(Tb,x) account for the quasiparticle recombination and 
thermal generation rates, respectively. R is the recombination constant and 
n(T, x) is the quasi particle density at temperature T and at position x. (Y ph -

Y excit) accounts for the inelastic interaction of quasi particles with phonons and 
Jq(V, E, Tn , T8(x), x) is the density of the excitation current of energy E through
the unit length of the junction, at position x [33]. Therefore note that, formally, 
f�x) Jq(V, E, T11 , Ts, x)dc = lq(V, T11 , Ts)/l, where l is the length of the junction.
U is the voltage across the junction and J

q 
= 0 for x > l. In the case of a trap 

attached to the superconductor through an oxide barrier j� (0, E, Ts, Tb, x) repre­
sents the term corresponding to the tunneling of quasiparticles into the trap. In 
the present case the oxide layer in the trap region is identical to the one that 
forms the junction, j;(o, E, Ts, Tb, x 2:: ltrap) = Jq(0, E, Ts, Tb, x ::::; l) (see Fig. 3.3). 
In all the other cases j� 0. The expansion of the quasiparticle phase-space in 
the bilayer region for the case of trap in metal-to-metal contact was not taken 
into account in Eq. ( 3. 5). In the absence of a rigourous microscopical theory for 
the density of states in this situation, this can be incorporated by changing the 
energy gap (Fig. 3.4). 
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Figure 3.4: Top: schl'rnatic drawing of the electrons and quasiparticles flow in a 
cooler with a trap in rnetal-to-metal contact with the superconductor. Bottom: 
the variation in space of the energy gap. 

3.4 Coolers 

To calculate the temperature of the electron gas in the normal metal we have to 
equate the heat flow to zero. If we neglect the heat dissipated by the electrical 
current into the normal metal, the equation obtained is 

(3.6) 

lgen(Tb,x)]} - UJ - Pe ,ph = 0,

where Pe,ph = "E,w0d0l(Ti - T:). "E, is the electron-phonon coupling constant 
[29], while w0 , d0 , and l are the dimensions of the normal electrode. For copper 
"E, � 4 n W /K5 µm3 [38]. The fraction of the excess recombination phonon energy 
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Figure 3.5: (a) A SEM image of a basic SINIS cooler with small junctions, 
schematically shown as an inset in (b). (b) Cooling performance of the sample 
in (a). Horizontal axis gives the bath temperature. Vertical axis shows the 
temperature of the normal metal at the optimum cooling bias. The two data sets 
correspond to: pair B as cooler and pair A thermometer (circles), and pair A as 
cooler and pair B as thermometer (triangles). 

absorbed by the electrons in the normal metal is k, while I is the total current 
through the junction, expressed in terms of Tn , T8 , U, and .6. ( x) [33]. ln cooling 
experiments the quasiparticle energies lie very close to the gap energy, therefore 
we can neglect the contribution of the inelastic interaction of the quasiparticles 
with phonons. 

Figure 3.5 (a) shows a test sample where two types of low power SINIS coolers 
(S = aluminium of 18 nm thickness, I = aluminium oxide, N = copper of 28 nm 
thickness) can operate on the same normal metal electrode. The two pairs of 
junctions, one at the ends of the central normal metal (copper) island (pair A), 
and another one in the center (pair B), with superconducting electrodes pointing 
perpendicularly to the normal metal island, can alternatively be used, one as a 
SINIS cooling pair and the other one as a SINIS thermometer. The junctions 
have different sizes between the pairs ( ea. 1 x 0.3 µm2 with total resistance of 
12 . .5 kD in A, and ea. 0.4 x 0.3 11,rn 2 with �4.4 kD i11 B), buL more importantly, 
the superconducting aluminium outside the junctions is covered by a film of 
copper through the same oxide layer as in the tunnel junctions, differently in 
the two pairs. In pair B the coverage extends from a distance of about 0.2 µm 
essentially to infinity, in pair A the similar overlap starts only at a distance of 8 
µm. Figure 3.5 (b) shows the corresponding cooling performances. It is obvious 
that pair B works better as a cooler. This illustrative data shows that the cooling 
characteristics depend on the position of the trap and on the geometry of the 
junction. Yet, as it will turn out below, the trap with an oxide layer between 
the normal metal and the superconductor is not sufficiently effective for large 
junctions. 

To investigate the efficiency of a normal metal quasiparticle trap, let us ana-
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Figure 3.6: Performance of large junction SINIS coolers. Tb on the horizontal axis 
is the starting temperature, and Tmin is the temperature of the normal electrode 
at the optimum bias for cooling. The five samples are otherwise similar, but the 
differing parameters are such that: filled circles - no quasiparticle trap connected, 
2RT '.:::'. 630 O; down triangles - quasiparticle trap through an oxide layer at d =

1 µm, 2RT '.:::'. 280 O; up triangles - quasiparticle trap in metal-to-metal contact 
at d = 5 µm, 2RT '.:::'. 70 O; open squares - quasiparticle trap in metal-to-metal 
contact at d = l µm, 2RT '.:::'. 230 O; filled diamonds - quasiparticle trap in metal­
to-metal contact at d = l µm, 2RT '.:::'. 50 n. The film thickness of the copper 
trap, aluminium and the normal metal island was 30 nm, 25 nm and 35 nm, 
respectively. 

lyze different SINIS coolers of nominally 4 - 6 µm x 4 - 6 µm overlap area of the 
NIS junctions. One should note that this area is typically two orders of magni­
tude larger than in the conventional electron beam fabricated junctions. Figure 
3.6 presents the results obtained in Paper IV. V./e show the maximum tempera­
ture drop for five different samples of large SINIS cooler junctions. One cannot 
compare the performance of different samples quantitatively from the main fig­
ure directly, because the junction resistance (RT) varies from sample to sample. 
Clear qualitative conclusions can, however, be made, especially based on the low 
temperature behavior. The sample with no quasiparticle trap (filled circles), the 
one with the trap at a distance d = l µm, but with an aluminium oxide layer 
between the two metals forming the bilayer ( open down-triangles), and the one 
with the trap in metal-to-metal contact at d = 5 µm (filled up-triangles) tend to 
heat up at T :S 200 mK. The sample shown with open up-triangles had a similar 
oxide layer between the superconductor and the copper layers to what was used 
to form the oxide barrier in the (SI)NIS junctions. In the two remaining samples, 
the one shown with open squares and the one with filled diamonds, the copper-
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Figure 3. 7: Theoretical results of the minimum temperature of the normal metal, 
normalized to the bath temperature, vs. bath temperature, for large junctions 
(the area of one junction is 4 x 4 µm2), in the follmving situations (see Fig. 3.6 
for the corresponding experimental results): (a) RT = 110 D and d =1 (circles), 
5 (squares) and 10 µm (up triangles). /::;.N//::;.0 = 1/3; (b) RT= 30 D, /::;.N//::;.0 = 
1/3, and d =1 (filled circles) and 5 µm (filled squares) . For comparison we show 
the corresponding results for /::;.N//::;.0 = 1/2, with open circles and squares. The 
simple solid lines show the cooling results at optimum bias voltage in the ideal 
cases when T8(x) = Tb and /::;.(x) = /::;.0 for all x. 

to-aluminium direct metal-to-metal contact is at a distance of less than 1 µm. 

One can see that in each case the cooling performance is superior down to 200 
mK and beyond. The difference in performance between these two samples can 
be explained qualitatively by the difference of RT in them. A separate control 
measurement of a sample with two different values of d from the same fabrication 
batch were also performed to confirm the conclusion. 

We will now briefly outline the theoretical calculations. Since /::;.( x) should 
depend on the geometry and on Ts ( x), one can find all the information regard­
ing the cooling effect by solving Eqs. (3.5) and (3.6) self-consistently. Proper 
boundary conditions for Eq. (3.5) would be oT8/ox = 0, at x = 0 (zero diffusion 
current), and Ts = Tb at x --t oo. In the case of a trap in direct metal-to-metal 
contact we approximate /::;.(x), in the range O :s; x :s; l0, by the solution of the 
Ginzburg-Landau equation: /::;.(x) = -/::;.0 tanh [(x - (lo+ y0))/( v'2�)]. The pa­
rameter y0 is calculated such that /::;.(x 2: lo) = /::;.N, We used R = 26 µm3s-1

, 

from H,ef. [36], and Vn, for large junctions, was calculated to be 140 cm2s-1
, from 

our measured resistivity of the normal Al film, at 4.2 K. Choosing � = 1 µm and 
l0 - ltrap = 0.5 µm ( detailed microscopic calculations should give better approx­
imations for these parameters) we calculated the minimum temperature of the 
electron gas in the normal electrode of the large NIS junction, as a function of 
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Figure 3.8: Experimental IV-curves for the configuration with the trap in metal­
to-metal contact positioned at the distances indicated in the legend. 

Tb. From the experimental IV-curves with different trap positions shown in Fig. 
3.8 we conclude that 6-N/ 60 is between 1/3 and 1/2 for our experimental config­
uration with trap in metal-to-metal contact. We used these two extreme values 
in our calculations. The results for the configuration with the trap in metal-to­
metal contact positioned at the distances d = 1, 5 and 10 µm are shown in Fig. 
3. 7. Although the cooling performance varies with parameters like the resistance
of the junctions (RT), diffusivity (Dn ) and the function 6-(x), clear conclusions
can be drawn: a trap positioned close to the junction radically improves cooling
at low temperatures.

0.9 
0.8 
0.7 

1--00.6....... 
I- 0.5

0.4 
• 

• 

. . • 

0.3
200�2.,,.,50

....,.........,..300�-3
50

�-,-400�-
450

�-
500

�-
550
� 

T0 
(ml<) 

Figure 3.9: Different cooling performances of large junction SINIS structures. An 
example of an experimental configuration is shown in Fig. 3.10. The aspect ratio 
of the junction is important for the cooling performance, since a smaller l reduces 
the probability of back tunneling of excitations into the normal metal island [39]. 
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Figure 3.10: Example of experimental setup. The cooling performances of this 
type of refrigerators are shown in Fig. 3.9 [39]. 

In recent experiments with large junction SINIS structures, the ratio Tmin/Tb 
was reduced down to 0.3 at temperatures around 300 mK, with a cooling power 
of about 20 pW (see Fig. 3.9) [39]. The experimental setup is shown in Fig. 3.10. 

Direct numerical calculations and our analytical evaluations show that if there 
is no trap at all (through oxide barrier or in metal-to-metal contact), neither small 
nor large junctions can work as refrigerators at low temperatures. The small NIS 
junctions (as in Fig. 3.5), with a trap through the oxide barrier positioned close 
to it, work efficiently as a cooler, while in the case of large NIS junctions, the 
thermalization of the superconductor is poor at low temperatures, as observed in 
the experiment. The theoretical results are shown in Fig. 3.11. 

As a conclusion, we have demonstrated that the excess quasiparticle popu­
lation, i.e. the heating up of a superconductor, can be significantly reduced by 
drawing the hot quasiparticles from the junction region into a bilayer trap. The 
performance of such a trap is superior even with moderately large power levels, 
when the trap is in direct metal-to-metal contact at a short ( < 1 µm) distance 
from the junction injecting heat ( the choice of this distance depends mainly on 
�). In smaller junctions, a trap in contact through an oxide barrier seems suffi­
cient for the purpose. We have modeled the heat balance and flow in the (SI)NIS 
- quasiparticle trap systems. The theoretical calculations explain the observed
phenomena.

3.5 Analytical approximations 

In the most general case the equations presented in the previous sections of this 
chapter must be solved numerically . Beside the facts that the numerical calcu­
lations are time consuming, and that Eq. (3.5) poses some numerical problems, 
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Figure 3.11: Theoretical calculations of the minimum temperature of the electron 
gas in the normal metal of a cooler with small junctions. The junction parameters , 
as it is shown on the figure, correspond to the pairs AA and BB of junctions in 
Fig. 3.5. 

it is not easy to draw conclusions of a general nature from such numerical solu­
tions. Fortunately, when the normal metal and the superconductor are at low 
temperatures, we can find analytical approximations for the formulae introduced. 

3.5.1 The cooling power 

Let us first take a look at the expression of the heat extracted from the normal 
electrode through the NIS junction. Using Eqs. (3.1), (3.4), and (3.6), we can 
write 

l 1l loo

�R l dx dE g(E, �(x))[(E - eV)j(E - eV, Tn) 
e T o 6.(x) 

+(E + eV)f(E + eV, Tn) - 2Ef(E, T8 (x))] 

fo
1 

dx [}p ,1(V, x) + )p ,2(V, x) - )p ,3(x)] 

lp ,1 (V) + lp ,2(V) - lp ,3, 

(3.7) 

where we introduced some obvious notations. To calculate ]
p
,l (V, x), ]

p
,2 (V, x),

and ]
p
,3(V, x), we change the variable of integration, from E toy= E - �(x). In 
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this way we obtain 

Jp ,1(V,x) = 
1 {oo E 

�R l li 
dE 

J 
(E - eV)j(E - eV, Tn) 

e T �(x) E2 _ ,6_2(x)
_1 _ 

{ 
{oo 

dy 
y y + o 

e2 RTl lo y+26.(x)exp[,Bn(y+ o(x))]+l 

r
oo 

d 6. ( X) y + 0 

} 
+ 

lo y
J y(y + 26.(x)) exp [,Bn(Y + o(x))] + 1 '

where o(x) = 6.(x) - eV. As usual , ,Bn = 1/ kBTn . Since /Jn » 1, the integrand 
decreases very rapidly with y , due to the exponential function at the denominator . 
Using the power expansion of 1/0+r around T = 0 and working consistently 
in the highest and second highest order in the parameter An(x) = f3n 6.(x), we 
can write 

Jp ,l (V, X) � 
1 1 

{ [ 
{oo yl/2

e2 RTl J26.(x)
6.(x) 

lo 
dy exp [,Bn(Y + o(x))] + 1 

100 

y
-1/2 

l+o(x) dy
------

o exp [/Jn(Y + o(x))] + 1 

3 [100 
y3

+- dy -- -----4 o exp [,Bn ( y + 0 ( x))] + 1 

0 ( ) r
oo 

d yl/2

l }+ 
x lo 

y 
exp [/Jn(Y + o(x))] + 1 

1 (kBTn )2 

[ 
(+) 

�R l J 
An(x)f(3/2)g312(an(x))

e T 2An(x) 

+an (x )An (x )r (1/2)gi1J ( an (x) )+
3 (+) 3 (+) ] 4r(5/2)95;2(an(x)) + 4an(x)f(3/2)93;2(an(x)) 

(3.8) 

where the poly logarithmic functions gfl-) (a) have been defined in Section 2.1.2. 
In a similar manner , if we denote Bn(x) = f3n [6.(x) + eV] and A s(x) /3s 6.(x), 
we obtain 

(3.9) 

and 
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(3.10) 

In the previous calculations we used 6.0 = 200 µe V. To see the orders of magni­tude of our parameters, let us take Tn � 0.1 K and Tb � 0.3 K. In such a case An ,o = f3n6.o � 23. If Ts � 0.4 K in the junction region, then As,o /3s6.o � 6. 
Then it is suitable to make the approximations gj +) (An ,o) � e-An,o , gf +l (Bn ,of3n(6.o + eV)),::::: e-Bn,o, and gf+l(As ,o) � e-As,o , for any l, In cooling experiments we are interested in knowing the optimum cooling power and the optimum bias voltage. If we assume that Ts is independent of V, then J

p
,3 does not influence the result. To simplify the calculations even further, we take a constant energy gap 6.(x) = 6.0 in the junction region. Since Jp,3 is of the order of Bn ,oe-Bn,o , as compared to J

p
,l, we can neglect it. We are interested in the low Tn range, so let us write the power extracted from the normal metal in the highest order approximation, 

(3.11) 
We observe from here directly that for fixed an ,o, Pe ex: ��/2 [40]. An approxi­mation of the optimum bias voltage, Vmax,o - (6.0 - 6max,o) / e, can be calculated by equating to zero the derivative of the power flux, written in the form of Eq. (3.11) with respect to 50 . Using the general property dgf±\a)/da = -gj:{(a), we obtain 

dPel
d5o 8o=Dmax,O 0 .  

The solution of Eq. (3.12) is 
amax O /3n6max O � 0.66 . 

' ' 

The optimum cooling power follows immediately: 

(3, 12) 

(3.13) 

(3.14) 
To see how good this approximation is, we plot in Fig. 3.12 the ratio between the exact value of an ,o at optimum bias, amax, and the approximative value, amax ,o, given in Eq. (3.13), as a function of An ,O· We see that in the range of interest for applications (An ,o � 20), the accuracy is 95% or higher. 
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Figure 3.12: The ratio between the exact value of an ,o at the optimum bias, amax , 
and the solution of Eq. (3.11), amax,o, as a function of An,O· Note that a range 
interesting for applications would be An,o 2: 20. 

3.5.2 The diffusion equation 

From now on we shall assume that 6(x) 
= 

60 for all x, unless otherwise specified. 
In other words, either we have a trap attached to the superconductor through 
an oxide layer, or no trap was deposited. In this situation, if we can make the 
approximation f3s6o � (f3s6o + 1), the diffusion equation (3.5) can be written in 
the form: 

where 

d2 
kBTsnoDn

dx2 y(x) - [irec(Ts, x) - ig
en(Tb, x)]

+ f
00 

J
q
(U, c, Tn , Ts(x), x)dc + f

00 
j�(0, c, Ts, Tb, x)dc 

JD.(x) JD.(x) 

(3.15) 

0, 

(3.16) 

The terms corresponding to the inelastic scattering of quasiparticles on phonons 
were dropped out. Doing the same kind of calculations as in Section 3.5.1, and 
keeping just the highest order terms in As,o, Ab,o - 60/kBTb - f3b6o, and An,o, 
we obtain the following expressions for the recombination, 

Rn5 7r 60 [
e-2,Bs(x)b.o e-2,Bbb.o l 

lrec(Ts, x) - lg
en(Tb, x) 

= W
s
d

s
-2- f3s(x) -

fJb , 

(3.17) 
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for the density of injected quasiparticles, 

and for the density of quasiparticle current that tunnels into the trap, 

where 0 is the Heaviside function. Since it can be easily checked that the density 
of injected quasiparticles is much higher than the recombination term, we can 
neglect the last one in the junction region, and calculate the total current of 
quasiparticles in the superconductor, at position x = l (see Fig. 3.3). From Eqs. 
(3.15) and (3.18), this current is: 

Now, if we write 

_1_ � [9i1J(an,o) _ 
2
e-f3s(l)t::,o

le2 RT V 2 $n {!iJn 
noDn dy I
f3s (l) dx 

1 
·

f3 ( ) = _ logy(x)
s X 

.0.o ' 

(3.20) 

Eq. ( 3 .15) becomes a second order differential equation for the function y ( x),
with one boundary condition, at x = l, given by Eq. (3.20) and the other one, at 
x = oo, y(x = oo) = e-t::,of3b. Nevertheless, written in this form, the equation has 
to be integrated numerically. Fortunately we can avoid this situation by noting 
that, using the properties of inverse functions, we can write 

(3.21) 

Making the notation Yr y(oo) = e-t::,of3b, we can write Eq. (3.15) in the form 

d 
[(

d x
)

-2
]dy dy 

Rno A [ 2( ) 2 -log[y(x)]l7ruo Y x - Yf 
W8 d sDn - log YJ

+ 24R {!____2_D [y(x)J- log[y(x)]e TV 2 no n 

-yr - log [y(x)]l cp(x).
J-logy1
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Equation (3.22) can be solved using a separation of variable and the boundary conditions given by Eq. (3.20) at x = l, and dy/dx = 0 at x = oo. In this way we obtain the equation: 

{ [YU) [ Rno Jr6o (y2 -Yi - logy) 
lvr WsdsDn -logyf 

60 l -log [y(l)]

+ +- F!__l_ (y J- log y - Yr - log y ) cpl dy } 1/2e RT V 2 noDn J - logy1 

(3.23) 

If l = ltrap, then cp _ l in the equation above. If l =/- ltrap , Eq. (3.23) has to be spli tted in two parts, one for the segment [ l, ltrap) and the other one for [ ltrap, oo), with the condition that both y(x) and dy/dx are continuous at x = l. Equation (3.23) is much easier to solve than the original diffusion equation [Eq. (3.5)] and almost all the integrals can be written in terms of elementary functions. At low temperatures, solving the coupled equations (3.11) and (3.23), we can obtain directly the cooling performance of the SINIS structure. The conclusions are clear and similar to those obtained from the exact numerical solution: refrig­erators do not work at low bath temperature without quasiparticle trap. In the case of small junctions, the trap through the oxide layer is enough to thermalize the superconductor, ·while in the case of large junctions it is not. If the gap is not constant, the situation is more complicated since Eq. (3.15) contains terms proportional to d6 ( x) / dx or d2 6 ( x) / dx2
. One way to apply the same formalism to such a situation is to assume that the gap has jumps at certain positions x1 , x2 . . .  , and solve Eq. (3.22) on intervals, as mentioned before. Inany case, this method can be used rather for qualitative than for quantitative evaluations. 
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Chapter 4 

The Core-melted cluster 

The study of clusters is important and interesting since the clusters provide a
connection between the physics of a fow body systems, relatively well known and
studied for a long time, and the physics of large, macroscopical objects, which are
studied by means of statistical mechanics. This connection was made possible
by the advances in computer technology. In this way the motion of the atoms
in the cluster and the chemical bonds between them can be simulated, starting
from first principles of quantum or classical physics, or statistical ensembles can
be constructed, usually by flfonte Carlo methods. In this chapter we shall use
these techniques to address the problem of phase transitions and to prove the
existence of new phases in clusters.

As mentioned in the first chapter, the phases cannot be defined rigorously in
small systems. This is due to the fluctuations, which are large compared to the
thermodynamical awrages. As discussed in Section 1.4 [5], a cluster consisting
of a small number of atoms can pass back and forth between different phases.
Because of this, in ·what follows the denomination of phases will be replaced by
the more appropriate one of phase-like forms.

In this chapter we shall prove the existence of new phase-like forms, like
the core-melted and the core-surface-melted phase-like forms. This is done by 
constructing clusters of atoms that interact by a new type of two-body potential
( for more details see Paper V). All the systems under study are classical, and
are composed of simple, identical atoms. One feature of the new pair potential
introduced in Paper V is that allow the formation of the solid phase which is less
dense than the liquid phase. The analytical form of this model potential is

V(r) 

oo , r E [O, r0]

E1 c��-o )
12 

+ Vv - I:� n1 (x - ro) ?

x (r1 - x + r0) 113dx , r E (ro, ro + r1]
4 Vw [ (i._:a2-rJ 

12 
- (r_:a2-rJ 

6
] , r E ( ro + r1, 00)

(4.1) 

which is represented in Fig. 4.1. We shall present briefly the choices we made
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Figure 4.1: Pairwise potential. The potential is O at r = r n and tends to oo as 
r --+ r0 . 

in our simulations for the parameters introduced in Eq. ( 4.1). We fix from the 
beginning o-1 = o-2 = 1 A. In the simulations with Vv < 0 we choose E1 = -Vv. 
For the calculations with Vv 2: 0 we used E1 = 0.005 eV. Vw was always kept equal 
to -0.02 e V ( about double the depth of the potential well used in the case of argon 
atoms). Once we fix the above mentioned parameters, we calculate n1 such that 
limr/'rolri V(r) = Vw l'l.nrl r2 s11c.h that limr'\,rolri V'(r) = 0. It is easy to see 
now that VE C1 (r0, oo). The exponents 7 and 1/3 of (x - r0) and (r1 - x + r0)

respectively, in the second branch of Eq. ( 4.1), can also be changed in order to 
obtain different widths of the potential well. 

The parameters r0, rn and Vv (and implicitly ni) are varied in different simu­
lations to study their influence on the properties of the cluster. We used standard 
Molecular Dynamics techniques to control the temperature or the energy of the 
cluster (for details see e.g. [41]). 

Because of the deep potential well Vw, the cluster will have an at least local 
stable solid phase-like form (SP). How well the cluster can reach its minimum 
potential energy in the solid state , depends on the choice of the other parameters 
too. 
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The plateau Vv gives a possibility of the existence of closed packed config­
urations, which are denser than the solid phase. The stability of this phase is 
assured, not by the nearest neighbour interaction, but by the interaction of dis­
tant atoms. The nearest neighbours will interact just repulsively, in some cases 
very strongly. The atoms are pushed together by atoms further out. Let us 
imagine that we have a macroscopical quantity of such a phase between two slabs 
(the liquid should wet the slabs) and measure the shear viscosity. Due to the 
length of the plateau, the atoms can be viewed as moving in an average potential 
and have collisions with the nearest neighbours. In this case, the shear viscosity 
is expected to be lower than in the SP, where the atoms are fixed in their posi­
tions by nearest neighbour interactions. Consequently we can say that we have a 
"dense liquid" phase (DLP), but we could have also called it a glass phase, since, 
especially at low temperatures, the atoms do not exhibit diffusive motion and the 
cluster is usually more disordered than in the solid phase. Depending mainly on 
the ratio of r0 and r1 and on Vw and 11v, this phase-like form could be more stable 
or less stable than the solid phase-like form. The core-melted cluster (CMC) can 
be formed in both situations, but it appears to be more natural in the case when 
the solid is more stable than the dense liquid. For each fixed r1, Vw and ½ there 
will be an r0 at which the stability will change. At low r0 the liquid phase is 
more stable. 

The denomination "core-melted cluster" is justified by the following facts: (1) 
The nearest neighbour distance of the atoms in the outer shell of atoms is close 
to r0 + r1, as in the case of SP, while the nearest neighbour distance between the 
atoms in the core is much smaller. (2) Measuring the mean square displacement 
of the atoms in the outer shell and in the core, we obtain large differences (up to 
two orders of magnitude or more, depending, of course, on the temperature). For 
some choices of parameters we can observe a clear diffusive motion of the atoms 
in the core. 

At higher temperatures (higher than the temperatures at which the two 
phases, DLP and CMC, mentioned above are stable) we see another "liquid" 
phase (LP), which is much more disordered and less dense than the DLP. The 
qualitative difference between these two phases appear more obvious at larger r0, 

and especially in the region where the energy of the solid state is lower than that 
of the DLP. In the LP, the minimum distance at which two neighbouring atoms 
can get is larger than in the DLP. Usually, for normal substances, this distance is 
decreasing with increase of temperature (as long as the liquid or the solid phase 
is preserved), due to the increase of the kinetic energy. When the cluster is in 
the liquid phase-like form, the surface atoms are evaporating. 

In any situation the transition from the CMC to the liquid cluster (LC) is 
made through the core-surface-melted cluster. This means that before the tran­
sition to the liquid phase-like form, the atoms belonging to the external shell of 
the core-melted cluster become floaters (see [5] for the definition). In this respect 
the transition is very similar to the transition from the solid phase-like form to 
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Figure 4.2: The total energy divided by the number of atoms, Etf N, (a) and the 
temperature of the cluster, T, (b) vs. time, for an icosahedral cluster in DLP, 
with r0 � 3.7 A. 

liquid phase-like form. 
As described in Paper V, for the chosen set of parameters - r1 = 4 A, Vv = 

-0.005 e\' and Vw = -0.02 eV (the other parameters are: cr1 = cr2 = 1 A,
<: 1 = 0.005 e\', r2 � 2.88 A, and n1 = 1.31989 x 10-8) - at low r0 the DLP
is more stable than the SP. In the calculations it turned out that the stability
changes at 1·0 � cl A, but this depends on the choice of the other parameters
too, especially on i,� and Vw . Therefore, the clusters that after the equilibration 
vvere in the DLP will stay like that until they start to evaporate. As mentioned 
before, in this phase-like form, at low temperatures, the atoms have low mobility 
(comparable to the mobility in the solid phase). As the temperature increases, 
the mobility increases and, gradually, the atoms start to have diffusive motion, or 
evaporate. The transition between these two regimes is much smoother than, for 
example solid-liquid transition, and resembles more to a glass transition. As an 
example we show in Fig. 4.2 the total energy of a cluster, devided by the number 
of atoms, as the temperature increases from 10 to 100 K. The cluster consists of 
923 atoms and it was equilibrated at 10 K in a DLP icosahedral configuration. 
The parameter r0 was choosen to be about 3. 7 A. We can observe in this figure 
the gradual bending upwards of the (average) total energy curve, at the onset of 
the diffusive atomic motion. In these cases the DLP and LP could be considered 
to be the same. The CMC and SP clusters are unstable and collapse to DLP (see 
Fig. 4.3). 

For higher r0 (r0 > 4 A) the SP is more stable than the DLP. The CMC is 
still collapsing, but to the LP, at basically the same melting temperature as the 
solid type of clusters. Moreover, there is a critical r0 (in our calculations is 6 
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a b C 

Figure 4.3: r0 = 0. a) core-melted cluster; b) collapsing to dense-liquid cluser; c) 
dense-liquid cluster. 

A) above which the icosahedral DLC transform into CMC at lower and lower
temperatures, as r0 increases. This case is presented in Fig. 4.4.

To illustrate the properties of the CMC mentioned above, we show in Fig. 
4.5 a), b) the average nearest neighbour distance and the maximum mean square 
displacement for each shell in an icosahedral core-melted cluster with 923 atoms 
and with r0 = 4.2 A. Of course, there exists a mixing between the inner shells. It 
should also be noted that the diffusion of the core atoms is limited by the solid 
shell and by the fact that they have quite big dimensions (we could say that the 
radius of the atom is about r n). Modifying the parameters of the potential one 
can change the mobility of the core atoms and the stability of the solid phase 
(or of the solid shell). As an example, we plotted in Fig. 4.5 (c) the maximum 
mean square displacement for each shell of an icosahedral core-surface melted 
cluster (N = 1415 atoms, r0 = 3.7 A, -11v = E1 = 0.002 eV, Vw = -0.02 eV and 
n1 = 1.58386 x 10-8

, the rest of the parameters being the same as before). In the 
same figure ( ( d) and ( e)) are shown the mean square displacement vs time of the 
atoms in the shells 1 and 7, to emphasize the diffusive motion. The simulation is 
carried on at constant energy, with the average kinetic energy corresponding to 
a temperature of 60 K. It can be seen that the outermost shell is not stable and 
some diffusive motion over the surface is present. This case would get into the 
category of the core-surface-melted clusters. Bigger displacements of the core or 
surface atoms can be obtained by increasing the temperature. Anyway, in these 
cases the cluster might stay in this state for a shorter time. 

An interesting note is that, even when Vv = 0 the cluster can be found in all 
the above mentioned phase-like forms. There exists a value V

v > 0 above which 
the DLP and CMC disappear. 

Starting from an icosahedral configuration one can never achieve, with this 
kind of interaction potential, a SP cluster. The strain between the atoms in the 
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Figure 4.4: To = 6.9 A. Transition from dense-liquid cluster to liquid cluster, 
through core-melted cluster, as the temperature increases. 

shells [42] contract the surface into the solid phase and make the core collapse to 
the liquid phase. This was observed in all the simulations. On the other hand we 
never observed a C:tvIC with the external structure of a Wulff polyhedron. This 
kind of polyhedron is based on an fee lattice, hence, if the distance between the 
atoms in the (111) planes is about To + T1, then the nearest neighbour distance 
in the (100) plane is about v'2( To + T1). Since in this kind of potential To+ T1 is
much bigger than the half width of the deep potential well, the binding between 
the atoms in the last case is negligible. Therefore the atoms in the (100) facets 
will not reach a solid configuration. Fortunately for the existence of the CMC, in 
the formation of clusters the structures with closed packed atoms on the surface 
are preferred, since these have a smaller surface energy. 

In conclusion, introducing a new type of pair interaction we were able to obtain 
a phase-like form of clusters (the core-melted clusters) in which the shell is solid, 
while the core atoms are very mobile. For a proper choice of the parameters of the 
potential, at a certain temperature range, we can observe diffusive motion of the 
inside atoms. In addition, another new phase was found: the core-surface-melted 
phase. 

The atoms interacting with this type of potential can have, beside the "pure" 
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solid and liquid phases, another phase, which we call the dense liquid phase. 
When cooling down the cluster from the liquid phase the cluster will solidify 

with difficulty. Usually, in the case that the solid phase is more stable than the 
dense liquid, the cluster will stay super-cooled for long time. 

The stability of the different phases depends mainly on the ratios of the pa­
rameters, such as r0/(r0 +r1 ) and Vv/Vw . Of course, the dynamics of the atoms in 
the cluster is changing when modifying the parameters, but the potential energy 
of different configurations or the relative potential energies, which determine the 
stability of the phase-like forms, depend in principle on these quantities. 
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Figure 4.5: In figures (a) and (b) we plot the average nearest neighbour distance 
(NND) and, respectively, the maximum mean square displacement (Max. MSD) 
in each shell for an icosahedral core-melted cluster consisting of 923 atoms (Vv = 
-0.005 and Vw = -0.02 eV). For an icosahedral core-surface-melted cluster,
consisting of 1415 atoms, we show the maximum mean square displacement in
each shell ( c), the mean square displacement vs time in shell 1 ( d) and in shell 7
(e) (v� = -0.002 eV and v� = -0.02 eV). Both clusters were simulated for 2 ns.
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Chapter 5 

Summary 

After a general introduction to the physics of phase transitions in Chapter 1, 
the heat conduction by phonons in ultrathin membranes was analyzed in Sec­
tion 2.1.1. Taking explicitly into account the finite width of the membrane, we 
observed a cross-over from a bulk three dimensional phonon distribution to a 
quasi two dimensional one when the temperature is lowered. The corresponding 
changes in the relevant thermodynamic quantities were calculated and the results 
were compared with the experimental data (Paper I and Paper II). 

Due to the analogies with the multiple-step Bose-Einstein condensation [12, 
13], the change in the dimensionality of the particle distribution was called Bose­
like condensation. The extension of this concept from the case of the phonon gas 
to the systems of massive particles was done in Paper III, which is reviewed in 
Section 2.1.2 of this thesis. In the low density limit, the Bose-like condensation is 
similar for both types of particles and, for some energy spectra, exhibits features 
specific to multiple-step Bose-Einstein condensation, for instance the appearance 
of maxima in the specific heat. 

In the case of fermions, another phenomenon was observed. For certain types 
of single particle hamiltonians, the specific heat is asymptotically approaching 
a divergent behavior at zero temperature, as the Fermi energy Ep is converging 
towards any value from an infinite discrete set of energies: { Ei}i�l · The diver­
gent behavior for Ep = Ei, for any i, is specific only to infinite systems. If the 
system is finite, the specific heat converges to zero at zero temperature, for any 
Ep, as expected. All the results are particularized for particles trapped inside 
parallelepipedic boxes and harmonic potentials. 

The diffusion of nonequilibrium quasiparticles in a superconductor was in­
vestigated in Chapter 3 [Paper IV]. It was shown that if a normal metal trap 
is attached to the superconducting wire, through an insulating oxide layer or in 
direct metal-to-metal contact, the thermalisation of the superconductor is much 
faster. In the first case this is due to the tunneling of the excess quasiparticles 
into the normal metal trap, and in the second case due to the nonuniform energy 
gap induced into the superconductor by the normal metal. These theoretical re-
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sults explained the experimental observations and helped improve the design of 
refrigerators based on normal metal-insulator-superconductor tunnel junctions. 

In Chapter 4, a new phase-like form of clusters is presented, namely the core­

melted cluster. With a new type of interaction potential (see Fig. 4.1), we were 
able to construct a cluster with a shell consisting of atoms which are vibrating 
around regular crystalline sites, while the core atoms have much bigger mobility 
and sometimes exhibit a diffusive motion. In addition to the core-melted phase, 
the dense-liquid phase and the core-surface-melted phase were found (see Paper 
V). 
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