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PREFACE 

In my thesis, I will first have an overall look on the subject of Single Charge Tunneling: 

where it comes from and why it is of interest. After introducing the necessary concepts and 

tools, I will give a review of what had already been done before the starting of this project. 

Finally, the main results of this thesis will be discussed. In all the stages of the text, my goal 

has been to stress the points which, even trivial to some people, have not been completely 

clear to me. If one is only seeking for the main results and does not get satisfaction with, or 

could not be bothered to read, down-to-earth presentations, he/she can skip this part and 

start with the abstracts of the articles attached. 

I wish to thank my teacher and supervisor, Academy Professor, Jukka Pekola. 

Jyviiskylii, November 2000 

SHADYAR FARHANGFAR 
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ABSTRACT 

The effect of the electromagnetic environment on single junctions and on one- and two­

dimensional arrays of junctions has been studied theoretically. The phase-correlation theory 

[or the P(E) theory], originally developed for the weak tunneling regime, its extension to 

the regime of strong tunneling, and the quasiclassical Langevin equation model have been 

investigated in more detail. The path-integral method and the voltage fluctuations model 

are shortly introduced. Limitations of each model along with its domain of applicability 

have also been discussed. 

The main results of the phase-correlation theory in the high temperature limit, i. e. for 

junctions with the Coulomb gap smaller than the thermal energy kBT, are reviewed. While 

doing this, emphasis has been put on the Coulomb blockade thermometry (CBT) applica­

tions. Results have been earlier obtained for the case of negligible environmental impedance. 

Here, the effect of the electromagnetic environment is investigated both theoretically and ex­

perimentally. This is done first for the single tunnel junctions, then for the one-dimensional 

(1D) and finally for two-dimensional (2D) arrays of tunnel junctions. 

It is shown that the effect of the electromagnetic environment is most pronounced for 

solitary tunnel junctions and, as another important example for two-junction arrays, and 

becomes negligible by increasing the number of junctions in an array. Furthermore, the 

strong tunneling corrections to the basic phase-correlation theory improve the agreement 

between the theory and our measurements in the case of solitary tunnel junctions with 

resistances much smaller than the quantum resistance RK � 25.8 kn. Performing the 

Monte-Carlo simulations for arrays of tunnel junctions with N � 2, we show that there is a 

value of external electromagnetic impedance, typically ~ 0.5 kn, at which the half-width of 

the conductance curve around zero bias voltage, Vi.;2, shows a maximum. This observation 

is further confirmed by the measured data, although the quantitative agreement is only fair. 

Introducing a relatively simple theory for the high-conductance 1D arrays, i.e. for arrays 

in the strong tunneling regime, the measured data for these structures together with their 

comparison to the theoretical predictions are presented. This is done with an eye on CBT 
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applications. The desired strong tunneling correction to the simple linear relation used in 

the thermometry, Vi;2,o = 5.439NkBT /e, is given. The effect of non-homogeneity of tunnel 

junctions on the tunneling in the arrays has been discussed, as well. 

In the last part, assuming that the tunneling regime is sequential, the P(E) theory has 

been applied to the topologically simple two-dimensional structures. The results have been 

compared to the measured data, and it has been shown that, as thermometers, 1D arrays 

are superior to their 2D counterparts. 

PACS. 73.23.Hk - Coulomb blockade; single-electron tunneling. 

PACS. 73.40.Gk - Tunneling. 

PACS. 73.40.Rw - Metal-insulator structures. 

6 



LIST OF PUBLICATIONS 

The main results of this thesis have already been published ([Pl]-[P4]) or accepted for 

publication ([P5]): 

[Pl] One-dimensional arrays and solitary tunnel junctions in the weak Coulomb blockade 

regime: CBT thermometry, Sb. Farhangfar, K. P. Hirvi, J.P. Kauppinen, J.P. Pekola, D. 

V. Averin, and A. N. Korotkov, J. Low Temp. Phys. 108, 191 (1997).

7 

https://doi.org/10.1007/BF02396821

[P2] Experiments on tunneling in small normal-metal tunnel junctions influenced by 

dissipative environment: Critical comparison to the theories of quantum fluctuations, 

Sh. Farhangfar, J. J. Toppari, Yu. A. Pashkin, A. J. Manninen, and J. P. Pekola, Eu­

rophys. Lett. 43, 59 (1998). 
https://doi.org/10.1209/epl/i1998-00319-x

[P3] Effect of the electromagnetic environment on arrays of small normal-metal tunnel 

junctions: Numerical and experimental investigation, Sh. Farhangfar, A. J. Manninen, and 

J. P. Pekola, Europhys. Lett. 49, 237 (2000). 

[P4] One- and two-dimensional tunnel junction arrays in weak Coulomb blockade regime 

-absolute accuracy in thermometry, J.P. Pekola, L. J. Taskinen, and Sh. Farhangfar, Appl.

Phys. Lett. 76, 3747 (2000). 

[P5] Coulomb blockade in one-dimensional arrays of high-conductance tunnel junctions, 

Sh. Farhangfar, R. S. Poikolainen, J.P. Pekola, D.S. Golubev, and A. D. Zaikin, to appear 

in Phys. Rev. B (Feb. 15, 2001). 

  
https://doi.org/10.1209/epl/i2000-00139-0

  
https://doi.org/10.1063/1.126770

https://doi.org/10.1103/PhysRevB.63.075309

https://doi.org/10.1007/BF02396821
https://doi.org/10.1209/epl/i1998-00319-x
https://doi.org/10.1209/epl/i2000-00139-0
https://doi.org/10.1063/1.126770
https://doi.org/10.1103/PhysRevB.63.075309


THE AUTHOR'S CONTRlBUTION 

I have fabricated, measured and analyzed the solitary tunnel junction samples of the 

first publication, [PI]. Most of the samples of [P2] were made, measured and analyzed 

by me. In addition, I contributed to the writing of this Letter. All the samples in the 

third publication, [P3], were made, measured and analyzed by the author. The Monte­

Carlo simulations involved in this Letter were further developed and performed by me. This 

publication was also written by me. In [P4], I participated in the data analysis, made the 

theoretical calculations, and wrote parts of the Letter. In [P5], I took part in the data 

analysis and wrote the experimental part of the paper. 

8 



Chapter 1: 

OVERVIEW OF SINGLE ELECTRONICS 

1.1 Introduction 

Since the invention of a solid state transistor in 1947, attempts have been made to benefit 

the properties of these materials in more and more applications. This has several advantages: 

speeding up the operation of the devices, saving in construction materials and consequently 

protecting the ecological environment, making the devices lighter in weight, and reducing 

the size of the components. During the last decades, progress in approaching these goals has 

been enormous, and probably one of the most influential ones in the history of science and 

technology. Nowadays, many of us have the privilege to taste the fruits of such advancement . 

While writing this thesis, the author of these lines is sitting in front of a sympathetic laptop 

computer by which many of the numerical calculations of this work, major part of the data 

analysis, and many other things related are being performed. This is impressive, and even 

beyond the imagination of some of the scientists of our era who passed away not very long 

time ago. 

But, how much longer is the progress going to last? Is it possible to proceed forever 

using only the well established conventional methods? And, if not, how can one surpass this 

obstacle? The answer to the former question is a strict "no". And, the reason for this is 

the minimum theoretical line-width achievable by the Optical Lithography techniques. This 

line-width cannot be by orders narrower than the wavelength of the visible light ( ~ 300 nm) 

used in the imaging process. So, one should use a beam with a narrower wavelength. A 

good candidate to this end are electrons. By the laws of nature and as a consequence of 
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their subatomic size, electrons own wave-like properties, and therefore, a beam of coherent 

electrons with a specific energy, should have a characteristic wavelength. Since electrons 

could have wavelengths smaller than that of visible light, and this is, ultimately, what we 

are seeking for. The technique which puts this property of electrons to use for the imaging 

process is called Electron Beam Lithography (EBL), and nowadays it is one of the main 

tools for fabricating controlled submicrometer sized structures. 

Knowing a way to make very "small" structures, our ultimate goal, as in the conven­

tional electronic industry nowadays, is to make tiny components, and finally very small, 

and fast, integrated circuits (IC) with desired operational features.t Here, once again, one 

will use different materials, i.e., metals, semiconductors and insulators. However, there is a 

difference which makes life harder -at least at first sight. Our components start to behave 

strangely. This can be a consequence of change in the bulk properties of the materials used 

on submicron scales, and/or a result of a chain of physical phenomena inside the component. 

Some of these peculiarities are material-depeu<leuL, while the others are not. An example 

of the first category is the phenomenon of Superconductivity. This happens for a class of 

materials at different temperatures. And, as an example for the latter category, one may 

mention the Coulomb Blockade effect. The second phenomenon constitutes the conceptual 

cornerstone of the field called Single Charge Tunneling. Contrary to the case with super­

conductivity, Coulomb blockade was first predicted by a very simple theoretical deduction 

and was observed only a few years later in 1987 by Fulton and Dolan [2]. Coulomb blockade 

will be presented after a review of the phenomenon of tunneling. 

t The importance of progress in making components tiny and fast has now been crowned by awarding 

the year 2000 Nobel Prize to people working in the related fields: J. S. Kilby received half of the prize "for 

his part in the invention of the integrated circuit". The other half was jointly awarded to H. Kroemer "for 

developing semiconductor heterostuctures used in high-speed- and opto-electronics" and to Z. I. Alferov 

"for basic work on information and communication technology". 
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1.2 Tunneling 

Tunneling has been known since the early days of quantum mechanics. Whenever a 

subatomic particle penetrates through a classically forbidden region, barrier, one speaks 

about tunneling. This energetically forbidden region can have a real physical counterpart, 

like the tunnel barrier of a tunnel junction consisting of two conducting parts separated by 

an insulator, or it can be without any concrete physical counterpart, as it happens inside 

the atomic nuclei in respect with the alpha decay. 

A tunnel junction consists of two conductors separated by an insulator. In this work, 

typically, aluminum films have been used to make the conducting parts, and aluminum oxide 

to make the barrier. Depending on the temperature, the junction can be made supercon­

ducting or normal. It is also possible to fabricate the conducting parts of a tunnel junction 

of different materials. 

Classically, the tunnel junction is a plate capacitor. Knowing the capacitance (which can 

be estimated by different methods), size of the plates, and using the simple classical relation 

for the plate capacitor, one finds that the thickness of the insulator layer is of the order of ten 

angstroms. It is in such a thin layer that it would not be completely surprising if one observes 

some effects which could not be understood classically. As an example, one can mention the 

finite net electrical current passing through a tunnel junction if its leads are connected to 

a voltage source. This is simply a consequence of the electron tunneling through a barrier. 

Another quantum mechanical effect which is in close connection with the tunneling effect is 

the existence of negative differential resistance in solid state rectifiers (diodes). Leo Esaki 

was the first who explained this phenomenon and later, thanks to this, shared the Nobel 

prize of 1973 with Brian Josephson (for prediction of the effects in superconducting tunneling 

called after him) and Ivar Giaver (for the observation of the superconducting energy gap). 

Contrary to the above-mentioned phenomena which can be understood by the simple 

semiconductor model, there are less "trivial" phenomena, like the de- and the ac-Josephson 

effects. The de-Josephson effect predicts the existence of a finite current at zero bias voltage 

in a superconducting weak link (like a superconducting tunnel junction), whereas according 
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to the ac-Josephson effect, a finite direct voltage difference across the leads would produce 

an alternating current with predicted frequency passing through the system. Nowadays, the 

ac-Josephson effect has various uses in metrology and devices employing this effect have 

found their way even to medical sciences. 

1.3 The Coulomb Blockade 

As a classical capacitor, the typical capacitance of a tunnel junction, C, made by electron 

beam lithography techniques is in the range of one femtofarad (10-15 F). Now, supposing 

that the initial electric charge on such a capacitor is Q, let us investigate what happens if 

this charge is changed by the charge of one single electron, i.e. by a charge e � -1.6 x 10-19

c.t

The very basic condition for such an event is the favorableness of energy change in the

system, namely, the change in the charging energy, oEc, should be positive: 

_ Q2 (Q ± e)2
oEc = 

2C - 2C 
> 0, (1) 

or I Q I > e/2, implying that the voltage difference across the junction should be greater 

than e/2C. At voltages smaller than this, the one by one (or sequentia0 tunneling of single 

electrons is forbidden. This, in turn, means the blockade of" single electron current" through 

the junction. This central phenomenon of the present thesis is called Coulomb blockade. 

With typical values of the junction capacitances (0.1 fF;5 C ;51 fF), the charging energy 

of the junction can be estimated to be in the range of 10-5eV;5 Ee ;510-4 eV. This is 

comparable to the superconducting energy gap, .tog, of aluminum (2 x 10-4 eV) and its 

observation, as discussed above, presumes temperatures below that of liquid helium (T ;5 4.2 

K). 

t The total charge on the capacitor, Q, is a continuous variable, whereas here one Is interested in 

quantized changes of this charge, that is, ne, where n is an integer number. The total charge, Q, is of the 

so-called polarized type, because it is a combined consequence of the polarization of ions on the capacitor 

plates and cloud of electrons there, whereas the change in that, AQ, may be quantized, as a consequence of, 

for instance, tunneling of single electrons [l). 
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It is worth-noticing that in the case of a superconducting tunnel junction, a similar 

argumentation for the tunneling of Cooper pairs can be done. Here, one simply substitudes 

the electron charge, e, by its superconducting counterpart 2e. This, however, does not 

influence the order-of-magnitude argumentation presented above, which means that in a 

superconducting tunnel junction charging effects may compete with those arising from the 

superconductivity of the system. 

In Chapter 2, the basic machinery for the description of single charge tunneling effects 

will be introduced. Starting with the results of basic Orthodox Theory, the well established 

Phase-correlation Theory ( originally developed for the so-called Weak Tunneling regime) 

will be presented, followed by its extensions to the regime of Strong Tunneling. The Path­

integral Method, applicable to both the weak and the strong tunneling regimes, will be shortly 

discussed in the context of our goals. The Quasiclassical Langevin Equation Approach will 

be discussed in more details. The reason is that, despite its relative simplicity, it is very 

efficient in the description of high-conductance tunnel junctions. The Voltage Fluctuations 

Model will only be shortly presented, since this model fails to be competitive with the 

existing microscopic theories. In Chapter 3, the main experimental results of this thesis 

together with their comparison to the theoretical predictions will be discussed. 
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Chapter 2: 

THEORETICAL CONSIDERATIONS 

2.1 The Weak Tunneling Regime 

Since a major part of the phenomena studied in this thesis arise from the tunneling of 

single charges, one should evaluate the tunneling rates, r, of these events. To do this, let us

start with the simplest case of a single tunnel junction without any explicit electromagnetic 

environment. We suppose that this junction is coupled to a perfectly biased voltage source 

[Fig. 1 (a)]. In a tunneling event the number of single charges on the plates of the junction 

changes. This, in turn, changes the charging energy of the system by the amount 6Ec. The
+ 

forward (backward) tunneling rate, rH, can now be evaluated, and the result, according to 

the orthodox theory (3], is: 

± _ _ 1 +6Ecr = r(±oEc) 
- e2RT 1 - exp(±6Ec/kBT). (2) 

Here, RT is the resistance of tunnel junction at large bias voltages. For a double-junction

array (Fig. 1 (b)], the corresponding expression is quite similar, but here in addition to the 

electrostatic energy change of the j-th junction, 6Ff, the tunneling rates depend on the

number of excess charges, n, on the island connecting the two junctions:

± _ 
( ± ) _ 1 -6Ffrj (n) = r 6� (n) 

- e2RT 1 - exp(6F/fkBT)' (3) 

Extension of the above result to the case of an N-junction array [Fig. 1 (c)] is straightfor-

ward: 

(4) 
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where {n} = {n1 , n2, ... , nN-i} designates the charge configuration on the islands and 

(5) 

Above, </J = </)( { n}) and </J' = </J( { n'}) indicate the electric potential of the electrodes before 

and after tunneling, respectively, and q is the electric charge of the tunneling particle ( e or 

2e). In the stationary state, the current passing through the different junctions is the same, 

11 = 12 =· · ·=IN, and one can write 

l=lk = e I:0-({n}) [rt({n}) - r;;({n})]. 
{n} 

(6) 

Here, a( { n}) is the probability for the charge configuration { n} to happen. Generally, to 

obtain the a's, one has to apply the conservation of charge principle. This is done by solving 

the Master Equation:

N 

a( {n}) = I: { a (· .. , n1 - 1, n;+1 + 1, .. -)r;-(· .. , n1 - 1, n;+1 + 1, .. ·) 
j=l 

+a(·· ·,n; + l,n;+1 -1, .. -)rt(·•· ,n; + 1,n;+1 -1, · • ·)

- [rt(-·· n· n·+1 .. ·) +r:-( .. • n· n·+1 .. ·)] a(--· n· n·+1 .. ·)} 
3 ' 1, 1 ' 1 ' 3, 1 ' • ,, 1 ' ' 

(7) 

In the stationary state a( { n}) = 0, thus allowing one to solve for a( { n}) 's iteratively. In 

practice, however, obtaining the configuration probabilities is a tedious (even impossible) 

task, and one has to surpass this stage by, e.g., using the symmetry properties of a's in the 

specific problem under investigation, or by restoring to the Monte-Carlo simulations. The 

latter is the case for larger arrays, particularly. 

Charging effects are strongly influenced by the electric circuit loading the junction. The 

circuit consists of a voltage (or current) source, and the electromagnetic environment. In a 

tunnel junction, as a consequence of the tunneling through the barrier, the voltage across the 

junction fluctuates. The electromagnetic environment, instead, is the source of dissipation 

in the circuit. Interestingly, however, dissipation and fluctuation in electric systems have 

mutual dependence on each other ( cf. the fluctuation-dissipation theorem). The effect of 

electromagnetic environment is most pronounced for single tunnel junctions and, indeed, it 

has been pondered that without the environment, Coulomb blockade would be completely 

15 



V 

FIG. 1: (a) A single tunnel junction coupled to a perfectly biased voltage source, (b) a 

two-junction array, and ( c) an array of N tunnel junctions. 

suppressed in these systems [3]. Instead, charging effects are observable in arrays of tunnel 

junction even if the external impedance is vanishingly small. This is due to the charge 

quantization on the metallic islands between the junctions. 

In practice, the (external) electromagneLic environment is modeled by an impedance, 

Ze (w), connected in series to the tunnel junction (Fig. 2). Here, once again, one is interested 

in obtaining the tunneling rates, r. Now, however, this is a more elaborate task. First of all, 

one should search for the proper quantum mechanical Hamiltonian of the electromagnetic 

environment, Henv • We are not going to the details of such a Hamiltonian, and suffice to 

mention that, it is composed of harmonic oscillators (i.e. LG-elements), and, while deriving 

it, one uses the concepts of the effective charge on the junction, 

(8) 

and the effective phase difference across it, 

(9) 

Here the quantum-mechanically conjugate variables <p(t) = f It dt'U(t') and U(t) = Q(t)/C 

are the phase and the voltage differences across the junction, respectively. 

It has already been shown that any electromagnetic impedance can be modeled by an 

infinite number of harmonic oscillators LnCn , The corresponding Hamiltonian is, then, given 
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FIG. 2: (a) A single tunnel junction in electromagnetic environment Ze (w) coupled to a 

perfectly biased voltage source, (b) the tunnel element model for a tunnel junction used in 

the phase-correlation theory. 

by [4]: 

(10) 

with Q and cp defined in Eqs. (8)-(9). Here, qn and 'Pn are the charge on the n-th capacitor 

and the phase difference across it. In Eq. (10), the first term corresponds to the (effective) 

charging energy of the tunnel junction. The second term, instead, arises from the coupling of 

the environmental degrees of freedom to the (effective) phase difference across the junction. 

Such environmental degrees of freedom are represented by harmonic oscillators of frequencies 

Wn = 1/JLnCn. 

Furthermore, to describe the composed system of the environment and the tunnel junction 

itself, in addition to the Hamiltonian presented above, one should take the contribution of 

the electrons and the tunneling event into account. Assuming that the electrons on the 

electrodes of the junction constitute a system of non-interacting particles (which, due to 

the large density of such electrons and thereby screening effects, is justified), the electronic 

contribution to the total Hamiltonian can be expressed in terms of quasiparticle (number) 

operators, et c, and the energy of such particles, 1:, that is: 

Hqp = L EtCko,Ctu + L Erc!uCru · 
iu r<T 

(11) 

Here, indices I!. and r denote the wave vectors of the quasiparticles on the left and right 

electrodes respectively, and a stands for their spin quantum numbers. 

The tunneling event itself is modeled by the Hamiltonian 

(12) 
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Here, Ttr is the matrix element (transition probability amplitude) for the tunneling of an 

electron from the left electrode and in the state £ into the state r in the right electrode, and 

H.c. is the abbreviation for the Hermitian conjugate. The annihilation and creation of an

electron on left and right sides of the tunnel barrier are represented by the operators c1,q

and et,, respectively. The exponential factor, e-i'I', determines the change of the junction

charge, Q, by the charge of an electron, e, as a consequence of a tunneling event. This

can easily be verified by utilizing the commutation relation [cp, Q] = ie, and noticing that

ei'l'Qe-i'I' = Q - e. Indeed, the non-linearity of the current-voltage characteristic in a tunnel

junction has its roots in this exponential factor, for it is the only operator in the Hamiltonian

which accounts for the change of the capacitor charge. From a microscopic point of view, this

factor can be interpreted as a correction to the probability amplitude, Tir, in the tunneling

Hamiltonian above [7]. The Hermitian conjugate term describes the same process in the

reverse direction, i.e., the tunneling of an electron from the right electrode to the left one.

As was the case with the definition of the effective phase difference across the junction, 

here too, one would like to relate the fluctuations of the system around equilibrium state 

to the Hamiltonians of the system more explicitly. In other words, we prefer to express the 

Hamiltonians above in terms of the effective parameters. At the same time, the physical 

description of the system should not be changed as a consequence of the new representa­

tion: the new effective Hamiltonians, fIT and Hqp, should have the same eigenvalues and 

eigenfunctions as the original ones, HT and H
qp

. This aim is achieved by introducing the 

unitary transformations [6]

and 

iIT = ut HTU = L Ttrc!uclue-i,p + H.c.
lru 

iiqp = ut Hqpu - inut ! u
= L(€t + eV)cjuclu + L €rc!a-Cru •

l.u 
· ru 

Above, U = U(t) is the time-dependent unitary operator given by: 

U(t) = II exp [iiVtcluc1,q].
lu 
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To calculate the tunneling rates, the tunneling Hamiltonian will be treated as a small pertur­

bation, and the Fermi's golden rule will be utilized. This method turns out to be sufficient 

if the tunnel resistance, RT, is larger than the quantum resistance, RK = h/e2
• It is also 

assumed that before the tunneling process the system is in equilibrium state and, after 

tunneling, the equilibrium is reached again before the next tunneling event happens. This 

means that the time between two tunneling events should be larger than the relaxation time 

of the system. In fact, the condition RT » RK could be interpreted to have its origin in the 

assumption of equilibrium state. The transition rate between the initial state, I i), and the 

final state, I f), is then 

(16) 

Expressing the initial and the final states (I i) and I f), respectively) in terms of the quasi­

particle state energy, I E), and the reservoir state energy, I R), as Ii) = I Ei)I �) and 

If)= I E1)I R1), the matrix elements in Eq. (16) become 

Here, Itj. = I; Ttrcto-Cto- is the part of the tunneling Hamiltonian that acts in the quasipar-
lro-

ticle space. The exchange of energy between the tunneling electron and its electromagnetic 

environment, in turn, is taken care by introducing the reservoir-states. Notice that, in Eq. 

(17), each of the operators Itj. and cic,o acts solely on the quasiparticle and the reservoir 

states, respectively. 

Proceeding in much the same way as described in [6], one gets for the tunneling rates 

1 +oo E 
r±(V) = �

R 
I dE -,BEP(±eV - E),

e T 1-e -oo

(18) 

where P(E) is the probability density function, i.e. the probability that the tunneling 

electron exchanges energy E with the environment 

(19) 
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and J(t) = ([cp(t) - cp(0)]ip(0)) is called the phase-phase correlation function

J(t) = 2 /
00 

dw Re[Zt(w)] e-iwt - 1 . (20)
w RK 1- e-Pnw 

-oo

Above, Zt(w) is the total electromagnetic impedance as seen from the junction [6]. Notice
that this is not the same as the external electromagnetic environment, Ze(w), but includes
it .

In practice, except in few special cases, the above integrals should be evaluated numeri­
cally. However, it is rather useful to know some general features of them. From Eq. (18),
as one may intuitively expect, r+ (V) = r-( -V). Using the symmetry properties of the
phase correlators, (ei,p(tle-i,p(Ol), it can be shown that P(-E) = exp(-fJE)P(E) [6]. This
relation is called detailed balance symmetry, and it implies that the probability for tunneling
electron to lose energy to the environment (this will cause the excitement of the environ­
mental modes) is smaller than the probability (but not zero) to absorb energy from the
environmenL l,y the Boltzmann factor, exp(-fJE), and this probability becomes negligible
at lower temperatures. From this, one obtains the less trivial relation for the tunneling
rates: r-(V) = exp(-fJeV)r+(V). Moreover, the fact that J!: dEP(E) = exp[J(0)] = 1,
justifies the interpretation of P(E) as the probability density function, and the the relation
r�: dEEP(E) = inJ'(0) can be effectively used in the numerical calculations.

As the impedance of the environment becomes smaller, the P(E) function approaches
the delta function c5(E), and the r's in Eq. (18) become reminiscent of those introduced in
Eq. (2). In the opposite limit, i.e. for a high-impedance environment, the integral in P(E) 

function becomes Gaussian and one gets [6]:

P(E) = 1 exp [- (E - Ec)2

].
✓41rEckBT 4EckBT 

(21) 

For very low temperatures, kBT << E0, the above expression reduces to the simpler one

P(E) = c5(E - Ee), (22)

which means that in this limit the tunneling electron transfers all the energy involved in the
tunneling event, i.e. the charging energy, to the environment. (Cf. the case in which the
environmental impedance is zero and P(E) = c5E. 
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Substituting for P(E) = o(E - Ee) in the tunneling rate expression, Eq. (18), and 

evaluating the integral at T = 0, one gets 

±
( ) 

1 RK 
f V = 

1r'h RT 
(±eV - Ee)0(±eV - Ee), (23) 

where 0(x) is the unit step function [16]. The total current through the junction can then 

be obtained from the generally valid relation 

by putting q = e for the normal case, and using Eq. (23) above. The result reads: 

1 
I(V) = -

R 
(eV - Ee)0(eV - Ee)-

e T 

(24) 

(25) 

Equation (25) is a formal verification for the Coulomb blockade effect at T � 0. This result 

is in agreement with the very basic condition for "observing" Coulomb blockade presented in 

the previous section [Eq. (l)]: supposing that the voltage across the junction is V, current 

flows if eV > Ee. 

Single Electron Transistor and Tunnel Junction Arrays 

The techniques used to obtain the above results for a single tunnel junctions can be 

extended to derive the corresponding expressions for single electron transistor (SET) and 

larger one- and two-dimensional arrays. The only restriction is to neglect the higher order 

tunneling events (which, in practice, is well justified for most of the situations). For the 

case of sequential tunneling in an array with N 2:: 2, while considering the junction in which 

the tunneling event happens, the rest of the array can be supposed as an electromagnetic 

environment to this junction in form of capacitors, and the similar formulae for tunneling 

rates etc. can be obtained. Here, as one can imagine, the charging energy of a junction in 

the array is not that convenient to evaluate, because it depends on the charge configuration 

on the islands and on the charge of the other junctions, as well as on the charge of stray 

capacitors. Besides this, the voltage difference across different junctions is not the same and 

one should be aware of this fact. It appears that the most effective way to present generally 
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valid expressions for the tunneling rates is to express them in terms of charge configuration 

on the islands, {n} = {n1,n2, ... ,nN-i}, and the change in the free energy of the array,

6Fk, when electron tunnels through the k-th junction. Thus, for the tunneling rates through 

the k-th junction, one gets 

Here Pk(E) = (2;
,.

) Ji: dte[Jk(t)+ift] is the corresponding probability density distribution

and Jk(t) accounts for the phase-phase correlation function of the junction k:

(27) 

where Zt(w) is the total impedance of the circuit as seen from the k-th junction.

One more useful relation for the tunneling rates can be derived by imposing the expression 

of Pk(E) into Eq. (26), and by applying the Fourier transform techniques: 

± __ 1_ { � -6Fk
± _ i1iJk(0) _ _!!_ +

J

oo ePk(t)-ioF,t'¼J _ 1} 
rk ({n}) - e2RT,k /3 + 2 2/321i'P_oo 

dt 
sinh2(J�) . (28)

Above, 'P stands for the principal value of the integral. In practice, this integral (as well as 

those formerly appeared) can be numerically evaluated by decomposition of it to the real and 

imaginary parts and by using the symmetry properties of the expressions thus obtained. This 

way, one avoids integrating over improper values, and speeds up the calculation procedure. 

In principle the number of charge configurations on the islands is infinite, and one does 

not know the initial distribution of them. After each tunneling event, the configuration 

changes and the integrals above should be re-evaluated. This means that for larger arrays 

the numerical simulation of the charge transfer through the junctions becomes a very time­

consuming procedure. To overcome this bottleneck, one should resort to the Monte-Carlo 

simulations. The basic idea here is to study a finite number of "randomly" chosen states of 

the system and to derive the underlying physics out of these. In what follows, I will have 

an overview on this method, and present the algorithms involved in this work. 
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2.2 The Monte-Carlo Simulations 

The algorithm used here has already been described in more detail in [8] and is a slightly 

modified version [9] of that developed in [10]. 

Let us suppose that the array is initially in the state { n}. The probability that this state 

changes as the consequence of a tunneling event in junction k, is equal to 

(29) 

The expected "lifetime" of the state { n}, i. e. the time the array spends on average in this 

configuration, is 

6t({n}) = {t [rt({n}) +rk({n})] }-
1

. (30) 

At different moments of time, the system can be arbitrarily many times in any state { n}. 

Let us mark the number associated with {n} by S{n} · Then, the (expected) total time spent 

in { n}, the associated time, is 

(31) 

and the net amount of charge transferred through the k-th junction during this time interval 

will be 

(32) 

The total current through the k-th junction, Ik, can then be obtained by dividing the net 

charge transformed through the junction [by summing the partial charges transformed in 

Eq. (32) over all the states {n}], by the total time needed for this process [by summing Eq. 

(31) over the corresponding states]:

(33) 

In the stationary state, the current through each junction should be the same, I = 11 =

12 = •··=IN. Assigning a weight wk to each current Ik, and putting Ef=
1 
wk = l, for the 
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stationary state, one obtainst 

N N 

I= L Ikwk = I}: wk . 
k=l k=l 

The expression for current I= Ik , then, becomes: 

(34) 

(35) 

Here, the numerator can be interpreted as the total charge passed through the array 

AQ = :E{n} AQ( { n}), and the denominator as the total time needed for this process 

At = :E{n} At( { n}). In practice, the summations cannot be implemented over all the config­

urations { n}, and one should resort to a limited set of them, i. e. to those randomly visited, 

{ n }v
, while taking the underlying physics of the problem into account. The current through 

the array can then be written as: 

or equivalently 

I_ AQ _ :E{nh AQ({n}v)
- At - :E{n}. At({n}v)' (36) 

Notice that the number of visits S{n} no longer appears in Eq. (37), since it is already taken 

into account by performing the summation over all visited states explicitly. The simulation 

process starts from an arbitrary initial state, e.g. {n}0 = {0,0, ... ,0}. The next state is 

obtained by dividing the interval [0, l] into segments whose lengths are proportional to the 

tunneling rates for this configuration and by drawing a random number, r, in this interval. 

The segment which r corresponds to specifies the junction through which the tunneling event 

happens and the direction ( ±) of this tunneling. Next, re-arranging the charge configuration 

t IT the array is not in stationary state the currents I,. are no more necessarily equal, and one should

assign a weight to each of them. A reasonable choice for weights woi.tld be w,. = RT,,./Ri; , where R1: = 
:E�1 RT,k• This is so because one may expect that the current through each junction is proportional to the

voltage difference across it. The voltage drop across junction k with resistance RT,k, in turn, is expected to

be proportional to RT,k/ Rr,.
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on the islands, { n }o ➔ { n }i, the new tunneling rates for this configuration can be calculated. 

This process will be continued until a "sufficient" number of the states and the corresponding 

tunneling rates are obtained. [In practice, at T = 4.2 K, the results obtained by a rather 

small number of draws, ~ 10, agree within better that 1.5% accuracy (with respect to the 

depth and the half-width of the conductance curve around zero bias voltage) with those 

obtained from "long simulations" with number of draws in the range~ 1000.] Tabulating 

these values, one can evaluate the summations in Eq. (37) and derive the current. Notice 

that the number of visits S{n} shown in Eq. (35) no longer appears here; it is taken into 

consideration in the simulation process itself. 

The advantage of the algorithm explained is that it is not restricted to any specific theory, 

and can be equally utilized by different approaches. 

2.3 The Strong Tunneling Regime 

If RT» RK, the tunneling Hamiltonian can be treated as a perturbation and the golden 

rule can be utilized. On the other hand, as the junction resistance RT becomes smaller, the 

tunneling frequency increases (RT is inversely proportional to the square of the tunneling 

matrix element [6)) and there remains shorter and shorter time for the system to recover 

to a stable quantum mechanical state. Eventually, in the so-called strong tunneling (ST) 

regime, RT « RK, the initial and the final states of the system in a tunneling process are 

not well defined and one cannot use the perturbative approach previously described -at 

least in its original form. 

To study the ST, we have used three different approaches: 1) the modified phase­

correlation (perturbative) theory, 2) the path-integral technique, and 3) the quasiclassical 

Langevin equation model. 

2.3.1 The Extended Phase-correlation Theory 

In a fairly recent model put forward by Joyez et al. [11], the authors propose that a 

high-conductance tunnel junction with GT» GK [GK = e2 /his the quantum conductance], 
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single 

tunneling 

channel 

FIG. 3: Tunneling channel model for a single tunnel junction in an electromagnetic envi­

ronment. Y(w) is the admittance of the junction, and in addition to the capacitive part, 

it includes the contribution of the tunnel element itself -excluding the channel in which 

tunneling happens. 

can be supposed as to be composed of a large number of channels, GT = I:k 9k, each of 

which has a conductance 9k in the weak tunneling regime, 9k «: GK, Since electrons tunnel 

one at a time, one can assume that at the moment of tunneling only one channel is open, and 

the rest of them act as an implicit "electromagnetic environment" to the junction. Because 

all the channels experience the same voltage difference across the tunnel junction, one may 

expect that the (equivalent) environmental impedance of them should be coupled in parallel 

with the tunnel element itself (Fig. 3). In fact, this is very reminiscent of what we have 

already assumed for a junction in the weak tunneling regime. Here, the only difference is 

that, while evaluating the total environmental impedance Zt (w), one should account for the 

environment as it is seen from the channel in which the tunneling happens. 

Supposing that the number of channels in a typical tunnel junction Nch is large enough t, 

the environmental contribution of the remaining Nch - 1 channels to the one in which 

tunneling happens can be well approximated (within the order of 1/Nch) to be equal to the 

whole admittance (or impedance) of the junction itself. So, one should seek for a generally 

valid expression for the frequency-dependent complex admittance, Y ( w) of the junction. 

t A rough estimate of the number of channels Nch in a typical tunnel junction with an area of about 

0.01 µm2 can be obtained as follows: Since the tunneling electrons are those in the vicinity of the Fermi 

surface, they have wavelengths of the order of Fermi wavelengths, i.e., few nanometers (for aluminum AF :::::! 

3.6 nm), that is, one can suppose that a tunneling electron "occupies" an area of about 10 nm2, which in 

turn means that in a typical junction there should be "space" for about one thousand tunneling electrons, 

Nch ~ 1000. 
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Fortunately, such a calculation has already been done and the result is [12]: 

(38) 

Above, P stands for the principal value of the integral and J(t) is the familiar phase-phase 

correlation function introduced in Eq. (20). Note that here Zt(w) = Ze (w) II y-1 (w) is the 

total impedance of the junction as seen from the channel element in this junction (Fig. 

3). Since the complex admittance Y(w) appears in both the expressions (20) and (38), 

one should solve for it self-consistently. A good choice for initial value of admittance is to 

put Y(w) = GT, In practice, Y(w) can be evaluated within few iterations. The results of 

such a calculation at zero bias voltage for different temperatures and for different junction 

parameters are given in [11]. It appears that at not very high temperatures Y(w) has a strong 

frequency dependence. In fact, evaluating the complex admittance of a tunnel junction may 

have more general applications in the future, if working with high frequencies (~ 1 GHz) 

becomes a routine in the single electron experiments. Finally, it should be pointed out that 

the only hypothesis in deriving Eq. (38) is that the (external) electromagnetic environment 

should be in thermal equilibrium with its surroundings [11, 12]. This, in turn, means that 

the current through the junction has to be not very large, otherwise dissipation heats the 

environment [11]. The extension of the channel model to arrays of tunnel junctions is 

straightforward: In Eq. (38), Y(w), GT, and J(t) should be replaced by their equivalents 

for the k-th junction in an array, i.e. by Yk(w), GT,k, and Jk(t), respectively. 

2.3.2 The Path-integral Method 

In this method, introducing the concept of imaginary time, r = it, one can present 

the quantum mechanical time evolution operator of a system with Hamiltonian fl, U(t) =

exp(-itH/fi), in a form familiar from thermodynamics, U(r) = exp(-ril/ti). The ther­

modynamic partition function of a system, Z = Trexp(-(3H), can be written in terms of 

( classical) phase-space parameters, i. e, in terms of the position x and the linear momentum 

27 



:i: as a path-integralt 

Z = f exp {-¼S[x(r),x(r)]} M[x(r)], (39) 
x(O)=x(tln) 

where 
tin 

S[x(r),x(r)] = f H(r)dr (40) 

is the Euclidian action (like in Lagrangian mechanics) and M[x(r)] is the measure of inte-

gration. 

Let us apply the above technique to the case of a single tunnel junction and its elec­

tromagnetic environment. The conjugate variables now are the phase difference across the 

junction and the charge on it (or, equivalently, the charging energy of the junction), so that 

one would expect to see these parameters in the Euclidian action describing the system. In 

fact, this is the case and the partition function can be written as 

z[e] = I exp {-¼S[rp, e]} M[rp]. (41) 

Above, rp is the phase and e = e(r) is the related variation parameter [14]. The action S

now can be decomposed to three different parts: S[rp, e] = Sc [rp] + ST[rp] + Se['P, e], where 
tin 

1i
2 

Sc[rp] = f 4E rp2dr
0 

C 

is the contribution of the charging energy Ee to the action and 
tlntln 

7 _ r' ST[cp] = 2 ff a(r - r') sin2 [ cp( ) 
2 

rp( ) 
] dr'dr 

0 0 

(42) 

(43) 

describes the tunneling of quasiparticles through the junction. The kernel a(r) depends 

on the ratio of the quantum and the junction resistances, and can be written in terms of 

Matsubara frequencies Wn = 21rn/1if) as: 

(44) 

t It is worth-noticing that the idea of path-integral has its roots in the classical Lagrangian mechanics 

(the Hamiltonian representation). Here, once again, one uses the conjugate variables x and x, but now 

named as the phase-space parameters [13]. 
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The contribution of the electromagnetic environment to the action takes the form 
/jli./j1i Se['P,t] = ½ j j !'.(7 - 7

1

) [cp(7) + ie(7)-cp(7')-ie(7')] d7'd7. (45) 
0 0 Above, the kernel !'.(7) depends on the properties of the environment and it is given in [14]. Finally, for the differential conductance of the junction at zero bias voltage, G(0), one derives [14] 

dJ 
[ 

/jli. . 

l G(0) = dVI = lim �� _Im . lim . /e"'1n7"(J(7)J(O)) d7.
V=O w➔O f WJ "'1n➔w+s6 

0 

(46) 
Here, the current correlation function, (J( 7 )I (0)), can be expressed in terms of the partition function in Eq. ( 41) as: 

(47) 

For the case of a purely resistive environment, the kernel appearing in Eq. (45) becomes 
(48) 

The similarity between Eqs. (44) and (48) can be understood rather easily: the action Se should depend on the environmental resistance Re exactly in the same way as ST depends on the tunnel resistance RT. In the high temperature limit kBT � Ee, using a series expansion for S0[cp] = S[cp, e = 0] with fJEc as the expansion parameter, one finds [14, 15] 
/jli, 

t,,2 /j1i/j1i. So[cp] = j 4E cp2d7 + ½ / j Otot(7 - 71
) [cp(7) -cp(71)] d71d7, (49) 

O 
C 

O 0 where Otot(7) = a(7) + !'.(7). Inserting this expression into Eq. (41), and performing the limit in Eq. (46), one gets [14]: 
(1 1) fJ� � GT+ Ge Gtot(O) = l - -3- RT + Re
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Above, ((x) is the zeta function (16], and Gtot is the total, i.e., the resultant conductance of 

the junction and the environment together. It is noticeable that when RT ➔ oo this result 

coincides with the expression of conductance obtained for the high temperature limit in the 

weak tunneling regime [5, 17]. Furthermore, assuming that (RK/ Ile)(f3Ec)2 
� 1, a linear 

dependence between the dip of the conductance curve at zero bias voltage, AG = GT- G ( 0), 

and temperature T can be obtained [14]: 

(51) 

where 8 depends on the ratio of the quantum and environmental resistances, as well as on 

the ratio of the quantum and asymptotic junction resistances: 

(52) 

2.3.3 The Quasiclassical Langevin Equation Approach 

In the most general form, the classical Langevin equation can be written as: 

(53) 

To get some insight to the physical meaning of different terms in Eq. (53), one may compare 

it to the familiar equation of motion of a particle in a dissipative medium under a constant 

potential. The first term represents the "inertia" of the particle, and the second one is 

the "friction" term. The righthand side, correspondingly, is the time-dependent "external 

force". The essential difference, however, between the classical dissipation equation and 

the so-called (classical) Langevin equation is that the "external force" in the latter one has 

stochastic, i.e. random, nature. For example, the thermal fluctuations of electrons in a 

resistor, which are the source of the so-called Johnson-Nyquist noise, have such a nature. 

Another example is the Brownian motion of extremely small particles in a liquid. 

All the time, especially while considering quantum systems, one deals with different 

kinds of fluctuations: fluctuation of charge on a capacitor, thermal fluctuations of electrons 

in a metal, fluctuation of phase across a Josephson junction, and so on. In the majority 

30 



FIG. 4: A single tunnel junction together with its equivalent circuit model used in the 

quasiclassical Langevin equation approach. In the case of a superconducting tunnel junction, 

the supercurrent passes through the dashed element. 

of cases, probably even in all of them, fluctuations in "small" systems have a quantum 

mechanical origin. Indeed, from a fundamental point of view, one may conjecture that 

fluctuations have their root in the discreteness of physical quantities. That is why the 

fluctuations become more important as the system becomes "smaller': and, in fact, in some 

cases their consideration is vital for a satisfactory description of the physical phenomena. 

As a representative example, one may mention the well known "white noise" (the Johnson­

Nyquist noise). Another example is the shot noise -which is a consequence of discreteness 

of electric charge [19, 20]. 

Usually, the time-dependent "force" on the righthand side of Eq. (53) can be supposed 

as composed of two parts: the "principal" value and the noise, i.e. the (quantum) fluctua­

tions, imposed on the principal value. Furthermore, in a real quantum system, the classical 

quantities on the left-hand side of the Langevin equation have to be substituted by their 

quantum mechanical counterparts. For instance, in the case of a single tunnel junction, one 

may apply the classical Ohm's law for conservation of charge, and using the correspondence 

between the classical and the (quantum) electrical quantities, write for the relevant quantum 

Langevin equation. To be more explicit, let us consider the situation depicted in Fig. 4. 

The total current, ltot, passing through the junction can be written as: 

(54) 

Here, I and J0 (t) are the principal (bias) and the noise current, respectively. Using the 
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tunnel element model shown in the figure, and applying the Ohm's law, we obtain 

(55) 

Above, 0(t) = f t
00 

dt'V(t') is the phase (difference) across the junction. (The definition 

of phase here differs from that of a Josephson junction just by a factor 2 = 2e/e.) The 

first term in Eq. (55) is the current passing through the capacitor, and the second one is 

the dissipation current, i.e. the current which passes through the resistor. Similarly, for 

a superconducting tunnel junction, there should be one additional term on the left side of 

the equation, namely the Josephson supercurrent passing through the tunnel element (the 

dashed part in Fig. 4). In fact, originally, the quantum Langevin approach was developed 

for superconducting tunnel junctions [19). 

The main objective now is to find the explicit form of the quantum noise current, J0 (t), 

above. This is not a simple task. Attempts to describe the noise in quantum systems go 

back to, at least, os co.rly ns 1951 [21). Widely speaking, there have been two types of efforts. 

One of them has a more general nature, i. e. introducing the quantum noise for a wide range 

of systems in a rather general form [4, 21 ]. The other one, instead, was an attempt to find a 

phenomenological quantum equation, i. e. the "quantum Langevin equation", for the specific 

problem presented above [22, 23]. To get more insight to what will be introduced in the 

following lines, it would be useful to have a closer look at these approaches. 

It was shown, already long time ago, that the current noise through a linear element with 

resistance R and with ideal Gaussian fluctuations, is ( to a good extent) independent of the 

state of the system. The power spectrum of this current is given by [21]: 

(56) 

However, by reducing the size of the system, the contribution of non-Gaussian fluctuations 

to the noise becomes more important, and one needs more details about the quantum noise. 

In such systems, the noise depends on the state of the system. As an example, let us mention 

the small-area tunnel junctions. Here, the elementary process is the discrete single electron 

tunneling, and the noise is shot noise. 
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In a small tunnel junction, assuming that the (classical) electrons are traversing the 

tunnel barrier, the current can be supposed to be the sum of independent events, 

I(t) = e L c5(t - ti) - e L c5(t - tj),
i j 

(57) 

where the distribution of times ( t; and ti for forward and backward transitions, respectively) 

is Poissonian. For a voltage-biased junction, the mean current becomes (J(t)) = V / R and

the fluctuations in the current, I0(t) = J-(J), depend on the bias voltage and the asymptotic

tunnel resistance RT as [20]: 

(J0(t)J0(t')) = : [B(eV) - B(-eV)] c5(t - t')
eV ( eV ) = RT 

coth 2kBT c5(t - t'). (58) 

Above, B(x) = 1/(1 - e-x) is the Bose function. For large voltages, eV » kBT, the

fluctuations are proportional to the mean current itself. This is in accordance with the 

expected characteristic feature of shot noise. 

The power spectrum of a (normal) tunnel junction can also be derived quantum­

mechanically [24]. The result reads 

S ( ) = ! '°' eV + mnw h (eV + mnw) I w 2 � R 
cot 2k T .

m=±l T B 

(59) 

In the limit of small frequencies or higher voltages, nw « eV, the above result reduces to

that of Eq. (58). It is noticeable that contrary to the simpler result of Eq. (56), the noise 

here depends on the state of the system, i.e. on the voltage V. In reality, there is a mutual 

dependence between the state of the system and the shot noise, and the treatment of the 

problem is much more complicated. A thorough study of this problem can be found in Ref. 

[20]. However, the expressions appearing in the more detailed treatments of the noise look 

very much the same as the equations presented above; the underlying physics is essentially 

the same. 

There have also been · another type of efforts -mainly based on intuition and 

phenomenology- to describe the noise current in Eq. (55), and to introduce a "quan­

tum Langevin equation" for a tunnel junction with resistance RT [23)-[25). In the simplest 
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case, the noise correlation function has been suggested to have a form reminiscent of that 

in Eq. (56), that is, (nw /RT) coth(1iw /2kBT). This expression follows from the modeling of 

the Johnson-Nyquist noise across a resistor. There have also been other attempts to gen­

eralize the simple expression introduced to the systems with temporary bias voltage V(t). 

This way, i.e. by suggesting a noise correlation function of the form appearing in Eq. (58) 

with V substituted by its. time-dependent counterpart V(t), the authors in Ref. (25] have 

attempted to take the mutual influence between the noise and the state of the system into 

consideration. However, despite its suggestive form, this idea, too, is insufficient for a satis­

factory description of the noise. The reason is that, in general, if V(t) varies on a time scale 

comparable to or faster than n/kBT, this model violates the fluctuation-dissipation theorem 

(19, 20]. 

After these preliminary remarks on the correct form of the noise current in the quantum 

Langevin equation, let us return to a consideration of our main goal and present the proper 

expression for the quantum noise and its correlation functions. 

The exact, quantum-mechanically consistent, form of the shot noise I0 (t) in Eq. (55) 

can be obtained by introducing the "center-of-mass" 0 = ½(01 + 02), and the "relative" 

x = ½(01 - 02) (phase) coordinates, and by applying the least action principle: 

os[0, x, eil
I = o.OX x=O 

(60) 

Above, Sis the (complex) action and ei(t) with i = 1, 2 are independent Gaussian random 

variables with the correlation functions given in (19]. The current noise is thus given by 

I0
(t) = 6(t) cos[0(t)] + 6(t) sin(0(t)], (61) 

where for the correlations of e;

(62) 

The Langevin description presented above has its limitations and one should pay enough 

attention to its validity range. In the classical limit (1iw, eV � kBT) this description is 

precise enough (19, 20], and the expression for noise, Eq. (62), reduces to that of the classical 

34 



white Gaussian noise. Beyond the classical regime, the current noise is still given by Eqs.

(61) and (62), provided that the voltage is constant or nearly constant, V(t) - (V) « (V).

[This is true even if e (V) � kBT » 1iw.] In general, from microscopic theory, it can be

shown that the Langevin description is sufficient in the classical limit and in the limit of

strong damping, n/e2 RT » 1, that is, for high-conductance tunnel junctions [20].

More recently, Golubevt and Zaikin have extended the Langevin equation approach to

the case of a single tunnel junction with an arbitrary external impedance Ze(w) connected

in series with the junction (cf. Fig. 2). Their result reads [26]:

(63) 

where Vx stands for the external bias voltage and ev , ew , and ee are Gaussian stochastic

variables*

(ev(t1)ev(t2)) = (ew(t1)ew(t2)) = RTg(t1 - t2); (64)

(ee(t1)ee(t2)) = I �:Re [z:)
] coth (k':r) exp[-iw(t1 - t2)].

with

and

A 

/
dw Ze(t) = 27l"Ze(w)exp(-iwt), (65)

A -1 / dw 1 Ze (t)= 27l"Ze(w)exp(-iwt);

I dw 
( 

nw 
) 

. 1 (7l"kBT)2 

g(t) = 271"1iwcoth 2kBT exp(-iwt) = 
-1rhsinh2 (1rkft). (66)

All the integrals above should be performed over the interval from -oo to +oo.

t I am grateful to Dmitri S. Golubev for his clarifying comments on the subject. 
• The correlation functions in Eq. (64), as well as those in Eqs. (56) and (61), have their roots

in the fluctuation-dissipation theorem: the power spectrum of current fluctuations at frequency w is 

proportional to the imaginary part of the conductance of the system at the same frequency multiplied by 

1iwcoth (1iw/2ksT). It is worth-noticing that replacing the phase 8 in Eq. (61) by eVt, and using Eq. (62), 

one can find the average (In(t)In (O)). Equation (59) can be obtained by taking the Fourier transform of 

this average. 
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FIG. 5: A one-dimensional array of normal-metal tunnel junctions with resistive electro­

magnetic environment. For notation, see the text. 

The first two terms on the righthand side of Eq. (63) stand for the shot noise of a tunnel 

junction [cf. Eq. (61)], while the last term is the Gaussian noise of the electromagnetic 

environment. The third and fourth term on the left-hand side of Eq. (63), together, are 

the average current through the circuit. Also, notice that the phase here is defined as it 

is commonly defined for the Cooper pairs, rp(t) = ¥ Jidt'V(t'). This, however, is only a 

formal matter, since the effect of factor 2 in front of the electron charge, e, can easily be 

suppressed into definition of the correlation relations above. In the rest part of this thesis, 

to be consistent with the notations of [P5], we too will use this definition for the phase 

difference. 

Figure 5 shows an array of N normal-metal tunnel junctions attached to a resistive 

electromagnetic environment R.e. This system can be described by the following Langevin 

equations [26]-[29]: 

j=l, ... ,N; 

(67) 

The first one in Eqs. (67) is the analog of current equilibrium equation, Eq. (55), now 

extended to arrays of junctions, and the second one is the Ohm's law written in terms of 

voltage drops across the different elements of the circuit, ½. The effective phase for the j-th 

junction is defined as <p;(t) = ¥ Jtdt'V;(t'). The shot noise of the j-th junction (and the 

shunt resistance 'Re) is defined in a similar way to that of a simple tunnel junction in Eq. 
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(62),
-

('Pi) . ('Pi) ei= e1i cos 2 + 6i sm 2 
.

The Gaussian stochastic variables eki are given by the following correlators:

)) 
Q(t1 - t2) 

(6i(t1 )e1i(t2 = (6i(t1 )6i(t2 )) = R· ;

(6i(t1 )6i(t2 )) = 0; (ee (t1 )ee (t2 )) = 

Q(t
� 

t2)
;

(6(2)i(tr)6(2)i)= 0, i-::/:- j.

(68)

(69)

Above, Q(t) is defined as in Eq. (66). Notice that there is no correlation between the noises

of different junctions.

The IV-curve of the array is given by averaging Eqs. (67) including the noise terms:

J(½)= (q) = � _ f, RT.; 
(f.i)RE i=l RE 

(70)

Here, RE = I:f=,1 RT J is the total resistance of the array. The problem now reduces to

the evaluation of average values (f.;). These values, in tum, are expressed in terms of the

effective phases 'Pi and their fluctuations 8cpi = 'Pi - (cp;) by:

-
( (eVd 8cp ·

) (eVd 8cp·
))(e;) = 6;cos -f- + -f +fosin -f- +-f 

( [ (eV;t) . (eV;t)] 8cp;
) � 6;cos T -6;sm T 2 , (71)

where V; = (¥et-) is the average voltage across the j-th junction t. To evaluate 8cp;, omitting

q from Eqs. (67), one obtains for phases cp;:

c.n<h _l_n<p; 2- � ncpk - Vx (: c. 
3 2 + R · 2 + 0 � 2 - o + ':,e + "'re T ,3 e He k=I e � i-e 

(72)

t The angular brackets ( ... ) in Eq. (71) mean the averaging over the noises ei · This averaging auto­
matically includes the averaging with the density matrix and all other required averaging procedures. The 

nontrivial point is nonlinearity of the equations for the phases. The average values can easily be found only 

if the dependence of orpi on all stochastic noises is linear. This is the case if one makes only one iteration. 
Generally, the solution of the problem cannot be exactly obtained. 
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Correspondingly, for an ideal bias voltage ½, we find

C-M(pi _l_M'Pi _!_ � M'Pk = t: &i. 
J 2 + R . 2 + v L.J 2 '-e + '-3.e TJ 

e ... -e k=l e (73)

Applying the Fourier transformation, and solving for the equations thus obtained, one gets
[30]: 

t t 

8cp; = � J dt' K;(t -t')&ej(t') +I:_� J dt' Akj(t -t')&ek(t'). (74)
-oo k#J -oo 

The response function, Kj(t), is given by
+oo 

K-( )  = / dw Zl (w) -iwt
3

t
- 2 . o

e 
' 1r -iw+ 

(75) 
-oo 

where z/ ( w) is the total impedance of the array as seen by the j-th junction. The kernels
Ak;(t) are defined analogously. (Instead of Z{(w), there is a factor which relates the ac
current injected into the k-th junction and the ac voltage measured across the j-th junction.)
For a one--<limensional array, this impedance is

(76) 

Obviously, Eqs. (73) and (74) should be solved iteratively. Within the first iteration 8cp; = 0
and, from Eq. (74),

- 2e /
00 

(eV:-t) (ej) = - nR _ dt Q(t)K;(t) sin T .
T,3 0 

(77) 

Finally, for the current passing through the array, the generally valid expression ( within the
first iteration) can be derived as:

V 2e /
00 [ N • (eV-t)] I= R 

+ nR dt Q(t) �Ki(t) sm T .
E E O 3=1 

(78) 

For a fully symmetric array with R = RT,;, C = C;, (and with negligible stray capaci­
tances of the islands), the impedance Z{(w) takes the simpler form

v + (N -1) Rx 'Ti( ) _ -'"e 1-iwRtrC
'°"t W - ( 

) , Re iz. -iwC +N 
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and the response function, Ki(t), becomes 

K·(t)=N-l
RT (l-e-t/RTc)+ I4RT (1-e-�+��Tt) (80) 

3 N N(Jl,, + NRT) . 

Substituting for Zf (w) and Ki(t) in Eq. (78) 

I = 
kBTv _ ekBT 

[
N -1 F(v u) + F(v, ue) 

l ·eRT 1rn N ' N(l + Nl) (81) 

F(v, u) = v [Rew (1 + u -i2:).,.. Rew (1 - i2:)] -21ru Imw (1 + u -i2:), (82)

where w(x) = d[lnr(x)]/dx is the psi (or digamma) function. In the limit T ➔ 0 this 

expression reduces to that given in Ref. [28]. The differential conductance, G = dI/dV, is 

now given by the expression 

£ = 1 _ e2RT [
N -18F(v, u) + 1 8F(v, ue)

] Gr, 'fffl, N av N(l+Nl) av . (83) 

More theoretical details about the extension of the Langevin model to arrays of high-

conductance tunnel junctions are given in [P5]. 

2.4 The Voltage Fluctuations Model 

Besides all, more or less quantum -mechanical approaches presented above, a rather 

simple phenomenological classic model was put forward by Cleland et al. at an early stage 

in Ref. [32]. In this model, starting from the current-voltage (IV) characteristic of a tunnel 

junction which exhibits ideal Coulomb blockade, I;aea1 = ±GT(IVI - Vc)0(IVI -Ve), the 

authors assume that the voltage fluctuations across the external impedance, 8U, obey the 

normal distribution law 

1 1 { ( 8U ) 2}P(8U) = ./2i l:::,.U exp - 21:::,.U 
The IV-curve, then, is given by the convolution integral 

+ooI(V) = I;aea1(V) * P(8U) = f d(8U)I;aea1(V + 8V)P(8U).
-oo
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Above, designating We = 1/ RTC, the frequency-independent voltage fluctuation is obtained 

from the Johnson-Nyquist formula [13, 33] as a function of the cutoff frequency wtc _ 

1/../LC: 

(86) 

Unfortunately because of its oversimplified assumptions, this model is not successful, and it 

fails to describe the measured data even qualitatively, as it will be shortly demonstrated in 

Chapter 3. That is why we do not detail it further. 
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Chapter 3: 

RESULTS AND CONCLUSIONS 

3.1 Review of the Basic Results in the Weak Tunneling Regime 

A schematic view of a voltage biased N-junction array ( without electromagnetic envi­

ronment) is shown in Fig. 1 (c). The resistance of the i-th junction is denoted by RT,i ,

and its capacitance by Ci. Each island has a stray capacitance Co,i • In the weak Coulomb

blockade regime, Ai «: kBT [Ai is the Coulomb blockade threshold for the i-th junction] and

in the stationary state, by series expansion of Eqs. (26)-(27), one gets for the differential

conductance, G, of the array (34]:

!!._ = 1 _ 2£, RT,i A; g (
RT,i eV

) GT i=l RE kBT RE kBT .
(87)

Above RE = I:f:
1 RT,i is the total tunnel resistance of the array, GT is the asymptotic value

of the conductance G when V ➔ ±oo, and

g(x) = x sinh(x) - 4 sinh2(x/2)
8 sinh4(x/2) 

is the g-function introduced in (18].

(88)

In a fully symmetric array with RT = RT,i , C = Ci and with negligible stray capacitance

of each island C0,; = 0, Eq. (87) takes the simple form (34]:

(89)

Here UN = 2[(N - l)/N](e2/2CkBT) and VN = eV/NkBT. Against voltage, Eq. (89)

represents a nearly bell-shaped dip of conductance. Within the first order in uN, the half­

width of this curve around small bias voltages, l'i.;2,0, depends on the number of junctions
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in the array, N, as: 

NkB 
½12 o � 5.439-- T.

, 

e 

(90) 

This relation is of fundamental importance in the Coulomb blockade thermometry (CBT) 

and it can be used as a primary measure to determine temperature. Correspondingly, for 

the conductance drop at zero bias voltage, one finds 

(91) 

This equation, too, can be used for evaluation of temperature, but now one should know 

the value of junction capacitances C, i.e., this expression has a secondary nature. 

More accurate relation for the conductance of a fully symmetric array can be obtained 

by taking the higher order terms in the high temperature expansion (uN «: 1) in Eq. (89): 

(92) 

where h(x) = x coth(x/2) and VN = e½12,0/2kBT. Using this expression, one can derive the 

correction to the full-width at half-minimum, .D. ½12 = ½12 - V112,o, in Eq. (90) as: 

.6. ½i2 
� 0.39211 .6.G.

½12,0 GT 

Similarly, the correction to the conductance dip beyond Eq. (91) is given by: 

.6.G 1 1 2 
1 

3 
- = -UN - -uN +-·-uN +·••,
GT 6 60 630 

(93) 

(94) 

The effect of these corrections, Eqs. (93) and (94), is to broaden and to flatten the conduc­

tance dip, respectively. 

3.2 Single Tunnel Junctions 

In a tunnel system without any intentional environment, the impedance of the external 

circuit is of the order of free space impedance Z0 = J µ0/co � 377 n. This value is much 

smaller than that of quantum resistance, RK � 25.8 kn. Since the charging effects in single 
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(a) 

FIG. 6: (a) A tunnel junction connected through an external impedance Ze(w) to the voltage 

source which is equal to V if RT » IZe(w)I, (b) The impedance seen by the ideal tunnel 

junction (IT J) in the resistive environment Re in series with the line inductance L providing 

the high-frequency cutoff, and ( c) The four-probe configuration of the samples with on-chip 

resistances Ri. 

tunnel junctions are incorporated to the non-zero impedance of the electromagnetic envi­

ronment in the vicinity of the junction (3, 6], one may expect that these effects become more 

pronounced if the on-chip impedance in the vicinity of the junction becomes comparable 

to RK. The motivation for performing the experiments outlined below, and for involving 

different theoretical models, has been to examine this pre-assumption. 

Samples with well-defined resistive environment were made by three-angle evaporation 

techniques. The tunnel structures were obtained by overlap of aluminum films with oxide 

barrier in between. Typical area of tunnel junctions was about (0.1 x 0.1) µm2
• Environ­

mental resistances in the range 1-20 kO were obtained by evaporation of about 100 nm wide,

2 µm long, and 3-8 nm thick chromium films into the vicinity (~ 1 µm) of the junction.

The inductance of thin films was estimated using the simple expression L � (µl/21r) ln(w/t).

Here l, w and t are the length, width and thickness of the thin film leads connected to the

junction, respectively. With l � 2 µm, t � 0.1-1 µm, w � 0.1-1 mm, and µ � µ0 (µ0 is

the vacuum permeability), one gets L � 4 pH. The resistance of each chromium lead [Fig.

6 (c)], Ri, was estimated by a linear fit to its measured current-voltage (IV) character­

istic. The measured IV -curves were linear within much better than 5 % over the range

of conductance measurements. The resistance of environment Re, thus, was obtained as

Re = R1R2/(R1 + R2) + R3�/(R3 + �)- All measurements were performed by lock-in

techniques in a four-probe configuration. Samples were cooled down in a home-made dilu-
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Sample 1 2 3 4 5 6 7 8 

Ot 3.02 0.029 3.10 0.076 0.69 1.30 5.86 1.04 

Oe 1.50 2.80 7.59 7.82 8.06 16.33 20.32 8.09 

C (fF) 0.92 0.45 1.02 0.63 1.07 1.17 1.99 1.25 

TABLE I: Parameters of the measured samples. Here, Ut = RK/ RT and ae = RK/ Re. 

tion refrigerator. To suppress superconductivity of the aluminum samples below T � 1.2 K, 

a permanent magnet attached to the sample holder with a field of about 1-2 T was used. 

Eight samples with different tunneling strengths, Ut = RK/ RT, and with various envi­

ronmental resistances, ae = RK/ Re, were measured. The parameters of these samples are 

collected into Table I. Samples were chosen to have almost the same capacitances of about 

1 fF. This makes the comparison of measured data more reliable. 

The differential conductance of the samples was measured at different temperatures. 

Furthermore, to make comparison between different data, the (inverse) normalized conduc­

tance drop at zero bias voltage, (AG /GT )-1
, was evaluated as a function of temperature 

(AG = GT - G(V = 0)]. The advantage of this choice is that this dependence, down to 

not very low temperatures, is not affected by heating due to bias. Especially, for samples in 

the strong tunneling regime with Ut i2:, 1, the conductance dip, AG, is a better measure of 

comparison than the half-width of this curve, V1;2, around zero bias voltage. Due to higher 

current the heating effects are more pronounced for high-conductance tunnel junctions and 

this, in turn, can affect the half-width of the conductance curve (18]. Also an important 

parameter which can be involved in comparisons between the predictions of different the­

ories and between various measured data, is the offset of the fitted straight line, 8, to the 

measured data (T, GT/AG). Such fits are depicted in Figs. 7 and 8. Figures 9 and 10 show 

the measured data for a sample with RT= 24.9 kO, Re= 3.19 kO and C = 1.3 fF (sample 

8), at T = 4.2 K and at T � 50 mK. The capacitances of the samples were estimated by 

finding the best fit to the measured conductance curves at T = 4.2 K using Eqs. (18)-(20). 

In fact, this is a way for evaluation of junction capacitance (18]. 

Let us start our comparison to the theories involved with the voltage fluctuation (VF) 
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FIG. 7: Inverse depth of the normalized conductance dip measured at different temperatures 

for sample 7 (see Table I). The solid line stands for the result of the basic P(E) theory, 

whereas the dashed line incorporates the strong tunneling correction (the extended P(E) 

theory). The Ohmic approximation of the environment (MFl) and the full iteration (MFn) 

fall on the same line. 

model [32]. Using Eqs. (85)-(86), the differential conductance can be found numerically, 

Ve/ LlU being the only parameter. For our samples L ~ 10 pH. The value of cutoff frequency, 

We = 1/./W, for sample 8 in Table I can be obtained by putting C = 1.3 fF, the fitting 

parameter, Ve/ LlU, being equal to 0.28. The corresponding curve at T = 0 is shown in 

Fig. 10 (the dashed line). Clearly, this model fails to reproduce the observed data. The 

disagreement between theory and experiment becomes even worse if thermal fluctuations 

are not supposed to be negligibly small. 

Next, let us consider the phase-correlation theory, and its extension to the strong tun­

neling regime. 

The main parameters in obtaining numerical fits to the conductance curves were O:e =

[4/ RK and De = nwc/kBT [we = 1/ E4C]. AI,, a starting point for finding the best theoretical 

fits to the conductance curves, one may use the simple relation between the conductance 
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FIG. 8: The same as in Fig 7, but now for the sample 1 of Table I. 

dip and the capacitance of the junction derived in [18]: 

LlG e2 
1 

-~---

GT - 6CkBT' (95) 

The capacitance values obtained this way are generally consistent with those estimated 

from the width of the Coulomb gap, D. V = e / C, in the IV-characteristics of the junctions 

measured at low temperature. However, the use of conductance curve for evaluation of C is 

advantageous to that derived from the IV-curve, since the former one gives more reliable 

values even at higher temperatures. Temperatures were measured by a resistor thermometer 

calibrated against the CBT sensors, T � 50 mK. This is in reasonable agreement with the 

value T � 70 mK predicted by the P(E) theory (solid line in Fig. 10), and with the 

temperature given by the simple linear relation in Eq. (90). 

The difference between the refrigerator temperature and that obtained from the numerical 

fit to the measured conductance curve [cf. Eq. (90), too] was not specific to the sample 

presented in Figs. 9 and 10, but for the rest of the samples as well. In all of the samples, 

the zero-bias conductance saturated to a value corresponding to T > 60 mK, even when the 

refrigerator temperature was as low as ~ 40 mK. This difference can be caused hot electron 

effects [35], according to which, the phonon and the electron temperatures in the substrate 

and the junction itself, respectively, are not necessarily the same. In a voltage-biased tunnel 
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FIG. 9: The differential conductance measured at T = 4.2 K (open circles) for sample 8 

in Table I. The solid curve is the best fit obtained from the phase-correlation theory. The 

fitting parameter was nc = 0.45 (nc = n/(I4CkBT)]. 
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FIG. 10: Measured differential conductance of sample 8 at T � 50 mK (open circles), 

together with the prediction of the voltage fluctuation (VF) model at T = 0 (dashed line). 

The solid line has been obtained from P(E) theory with the fitting parameter nc = 27, 

which corresponds to T = 70 mK (cf. Fig. 9). 
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junction ( or a system of junctions, as well) the heat produced in the junction is equal to 

V
2 / RT- Due to high thermal resistance of tunnel junction systems, this heat can hardly 

be transported through the junction(s); instead it leaks out to the substrate causing the 

excitation of phonons there [35]. That is why, one may expect that at T ~ 100 mK the 

substrate temperature, i.e. the refrigerator temperature, should all the time be somewhat 

lower than the temperature in the tunnel system itself. 

In what follows, we will study the samples in the strong tunneling regime, i. e. the samples 

with O:t � 1. To this end, the phase-correlation theory together with the path-integral 

approach will be involved. 

The zero-bias conductance in the tunneling channel model, i.e. in the extended P(E) 

theory, can be derived from Eq. (38). Practically, this equation can be solved, with good 

accuracy, within only a few iterations. Further iterations account for the non-linearity of 

the environment originating from the tunnel element [11). 

To see how this model and the path-integral approach improve the agreement between 

the measured data and the theoretical predictions for the high-conductance samples, one 

first notices that in the high-temperature limit, kBT � Ee , irrespective of the strength 

of tunneling (weak or strong), dependence between the (inverse) conductance dip and the 

temperature obeys a linear form, Eqs. (51) and (52). 

The offset, 6, in the strong tunneling regime, Eq. (52), depends on both O:e and O:t, but 

not on the capacitance of the tunnel junction. (In fact, the dependence of the offset on the 

strength of tunneling, O:t, can further be confirmed by the other techniques, too, as will be 

discussed in respect of the quasiclassical Langevin model.) The analytical form of 6 for the 

extended P(E) theory has not been derived; therefore we only present the data evaluated 

from a numerical solution of Eq. (38) in Figs. 11 and 12. The path-integral method 

does not give considerable improvement over the prediction of the basic phase-correlation 

theory (open circles in Fig. 12). Instead, the extended P(E) theory reduces the discrepancy 

between the theory and the experiment perceivably (solid triangles). Especially, one should 

pay attention to the fact that the larger O:t, the better the agreement between the measured 

and the predicted data becomes. More evidence in favor of the superiority of the channel 
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FIG. 11: The measured offsets of the samples in Table I as a function of Oe - The solid line 

is the prediction of the phase-correlation theory in the weak tunneling regime. 
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FIG. 12: The mean difference of the inverse (normalized) conductance curve, (6.G/GT)-1
, 

from its theoretical prediction. The angular brackets denote the average over the measured 

values at different temperatures. The open circles are for the basic P(E) theory, and the solid 

diamonds for the extended P(E) theory. The latter takes the strong tunneling corrections 

into account. 
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model is demonstrated in Figs. 7 and 8. Also, as can be seen from the latter figure, while 

solving for the above equations self-consistently, the number of iterations does not matter, 

which in turn implicates that the contribution of tunnel element to the electromagnetic 

environment is almost linear. However, at lower temperatures the non-linear contribution 

of the junction admittance is not negligible [11], and one needs more iterations. 

3.3 Tunnel Junction Arrays 

While study of single tunnel junctions is of more fundamental nature, tunnel junction 

arrays, like single electron transistor and Coulomb blockade thermometer (CBT), are of 

more interest in practical applications. CBT was invented in 1994 at the University of 

Jyviiskyla, and since then, it has been developed to a commercial product. The basic 

idea in this thermometer is that the full-width at half-minimum of conductance curve, 

½;2, has a simple dependence on temperature, Eq. (90). Originally, this relation was 

obtained in the high-temperature limit and for vanishing environmental resistance. Recently, 

it has also been derived by the quasiclassical Langevin equation approach [P5]. Different 

aspects of CBT thermometry and the effect of various factors on it, such as inhomogeneity 

of the junctions, tolerance to magnetic field, reduction of immunity to background charges, 

influence of neutron radiation, the hot electron effects, temperature range limitation and 

how to overcome them, as well as higher-order theoretical corrections to the simple linear 

relation, Eq. (90), were already studied in a systematic way by the beginning of this work 

[18, 36]. One of our main motivations to investigate tunnel junction arrays influenced by the 

electromagnetic environment was to complete our picture of CBT. Furthermore, by the time, 

such effects were never studied in an extensive manner. Besides this practical importance, 

by the increasing interest in the utilization of (superconducting) tunnel junction arrays 

as building blocks of quantum bits (QBIT's), the role of dissipation in such systems is of 

interest. For instance, one of the key points in the realization of (superconducting) QBIT's 

is the understanding of ( de )coherence hi electronic quantum systems. This, in turn, is in 

close relation with the role of dissipation in such structures. 
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FIG. 13: Schematic of an N-junction array in an electromagnetic environment. For a purely 

resistive environment Ze,j(w) = Rj . 

3.3.1 One-dimensional Arrays of Low-conductance Tunnel Junctions 

With low-conductance array we mean an array in which the per-junction asymptotic 

resistance ( tunnel junction resistance at large bias voltages) of the array, RT,k, is greater than 

the quantum resistance RK. All the time, it is assumed that the arrays are homogeneous, 

i.e. tunnel junctions in the arrays have the same value of asymptotic resistances RT = RT,k,

and the same per-junction capacitances C = Ck. In addition, it is supposed that the stray 

capacitance of each island, Co,k, is negligible. t All of these assumptions are well justified, 

and they do not alter the conclusions made here noticeably. Instead, they make numerical 

calculations, especially Monte-Carlo simulations, more feasible. 

A schematic view of the samples is shown in Fig. 13. Typically, we made samples with 

a pair of arrays each consisting of different number of junctions, e.g. arrays with N = 1, 2; 

N = 2, 8; and N = 2, 20. This way, the consistency of the results was ensured, and the 

intercomparison of results for different arrays was made more reliable. The distance between 

arrays of each pair was 3 µm. The Al/ Al Ox/ Al tunnel junctions had an area of about 0 .01-

0.05 µm2
• To provide a well-defined environment, four chromium resistors, Ze,i(w) = Rj, 

two at each end (Fig . 13) were made at a distance of about 2 µm from the terminal junctions

of the array. The length, width and thickness of chromium films was about 2 µm, 100 nm,

t For the k-th island of length l and made over a material with permittivity e, the stray capacitance, 
Co,k, can be written as Co,k ~ el. In our samples islands are made of aluminum and their lengths are 

~ 1 µm. This gives rise to Co,k ~ 0.5 x 10-17 F. This is two order of magnitudes smaller than typical
capacitances of our samples(~ 2- 5 f'F). This is why we neglect stray capacitances now. 
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FIG. 14: Measured half-width of the conductance curve, normalized by ½;2,0 =

5.439Nk
BT /e versus the on-chip external resistance for samples with N = 2 (solid dia­

monds), N = 8 (open triangles), and N = 20 (open squares). The lowermost solid curve is 

the result of a Monte-Carlo simulation for a completely symmetric 20-junction array with 
C = Ck = 5.0 fF. The uppermost solid curve is the result of simulation for a double-junction 
array with C = 2.2 fF, whereas the dotted and the dashed curves correspond to C = 5.0 fF 

and C = 1.4 fF, respectively. The middle solid line is the result of simulation for an array 
with N = 8 and C = 5.0 fF. The inset shows the normalized half-width together with the 

depth of the conductance curve, obtained from theory, for a 20-junction array. 

and 3-8 nm, respectively. All measurements were carried out at T ::::: 4.2 K. 

The electric current through the array was calculated by use of Eqs. (26)-(28), and as 

described in Section 2.2. 

In the case of a completely symmetric array and a purely resistive environment, Ze(w) =

Re, the phase-phase correlation function, J(t) = Jk(t), can also be analytically evaluated 

by partial sum expansion of coth(x) in Eq. (27), resulting in: 

- _!!_ Re { - -INwctl Nnwc - . - 2lt I 00 (Nwc)2(1 - e-lNwmtl)
} J(t) - N2 RK 

(l e )[cot( 2k
BT) i] {3n + 4,�l 21rl[wm2 - (Nwc)2] . (

95)

Above, we = 1/ ReC is the cutoff frequency of the ReC-circuit, and Wm = 21rm/ fJ1i are

Matsubara frequencies. 
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For a symmetric two-junction array, the current can be calculated by a different method, 

too. Here, one obtains the probability distribution, er( { n}), of finding n excess electrons on 

the island between tunnel junctions, after which the equilibrium current through the array, 

I= h, can be derived by use of Eq. (6). The algorithm utilized in evaluation of cr(n)'s is 

detailed in [8]. In practice, especially at not very high temperatures, the summation above 

runs over a very limited number of states, typically n ::; 10. With such a choice of n, the IV­

curve can be derived within several minutes. Instead, while using the Monte-Carlo method, 

the simulations may take several hours. This depends on the number of (pseudo )random 

tunneling events simulated in the numerical calculations [37]. 

S.3.2 One-dimensional Arrays of High-conductance Tunnel Junctions

In what follows, the measured data for high-conductance arrays, together with their 

comparison to the predictions of the Langevin equation approach introduced in Section 

2.3.3, will be presented. 

Homogeneous tunnel junction arrays with high conductances, i.e. arrays with per­

junction resistances RT = RT,; ( and C = Ci) smaller than that of the quantum resistance, 

RT « RK, were made by conventional shadow technique. The number of junctions in the 

array, N, was twenty, and each junction had an area of about 0.025 µm
2

• Typical per­

junction resistance of the arrays was 1-2 kn. Furthermore, for comparison, we made two 

additional samples with higher (per-junction) resistances, i.e. with resistances equal to 20 

and 23 kn. As was already pointed out, the heating effects have considerable role in the 

samples with lower resistances. To decrease these effects at higher bias voltages, the islands 

between junctions in the studied samples were made sufficiently large and, in some cases, 

the cooling bars (see, e.g., [Pl]) were attached to these islands. The samples were measured 

in the liquid helium temperature range 1.5 K :S T :S 4.5 K. To measure the temperature 

accurately enough, the readings of vapor pressure of helium as well as those of CBT sensors 

made in the vicinity of the sample to be measured were simultaneously recorded. 

Next, let us have a closer look at the predictions of the quasiclassical approach in terms of 
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the resistance enhancement at zero bias voltage, t::.R = R(V = 0) -RT- The reason simply 

is that the dependence of RT/ t::.R on temperature turns out to have (both theoretically and 

experimentally), to a good extent, a linear form. This makes the comparison between the 

theory and the measured data more straightforward. To this end, one should re-express 

the generally valid relation for the IV-curve of a homogeneous high-conductance array, 

Eq. (81), in a form suitable for samples investigated here, i.e. for an array in the high 

temperature regime u « l [u = n/211:kBTRTC, and u: = (2;)2 J'_
1 
�], and with negligible 

environmental resistance, R,e = 0. 

Putting R,e = 0 in Eq. (81), and considering the low temperature regime, u « l, within 

the fist order in u, one gets 

I= kBTV - N -l ekBTu [v 
Rew' (1 -i�) - 211: Imw (1 -i-2:_)]eRT N 11:n 211: 211: 

_ kBTv _ N -1 _e_ [coth (�) _ v ] (97) - cRT 2N RTC 2 2 sinh2 (!) ' 

where v = eV/NkBT. The differential conductance, then, is 

1 dJ N -1 e2 v sinh(v) -4 sinh2 (�) 
--=1-------------,,-,---'-� 

GE dV N CkBT 8 sinh4 (�) 
(98) 

Here, GE = 1 / RE and RE = I:,f:
1 

RT J is the total resistance of the array. This is identical 

to Eq. (89) already obtained for the junction arrays in the weak tunneling regime [18]. 

From Eq. (98), one can easily derive the familiar linear relation: Vi;2,0 = 5.439NkBT/e. 

However, to go beyond the linear approximation, and to find the necessary correction to 

this formula in the high temperature limit (for high-conductance arrays), we consider an 

array with negligible environmental resistance, R,e = 0 in Eq. (81), and numerically solve 

the resulting equation 
8F(v1;2/2, u) 18F(O, u) 

8v =2 8v
(99) 

Here v1;2 is the normalized half-width, v1;2 = Vi12/Vi12,o- The solution to this equation is 

plotted in Fig. 15. Analytically, Eq. (81) can be expressed in terms of u as: 

v1;2 = 1 + 0.704u -0.24u2 
+ 0.082u3 

+ O(u4).
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FIG. 15: The normalized half-width of the conductance dip at zero bias voltage as a function 

of (inverse) temperature u = n/[21rkBT RTC]. At higher temperatures the curve is almost 

linear in u [cf. Eq. (99)).

The accuracy of expression above is about 1 % for u :5 1 and 0.1 % for u :5 1/3. This is in 

agreement with the exact numerical solution shown in the figure: at higher temperatures the 

curve is linear in u. The general expression for the zero bias conductance, G0 = G(V = 0), 

can be obtained from Eq. (83): 

(101) 

Here, 'Y � 0.577 is the Euler's constant (16). In the high temperature limit, this equation 

takes the form 

-=1----- -u-3((3)u +··· Go N -1 e2 RT 
{ 

1r
2 

2 } 

Gr, N 1rn 3 
_ N-1 Ee E� 
= l - � 3kBT + A (kBT)2 + .... (102) 

Above, Ee = e2 /2C is the "per-junction" charging energy, A= Astrong = Ni/ �w �' and 

((x) is the zeta function (16). This equation is very similar to that derived for an array of 

low-conductance tunnel junctions and in the weak tunneling regime: A = Aweak = ft ( N ;;1) 
2 

[18). 
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In practice, most of the arrays have per-junction resistances close to that of quantum 

resistance RK. The reason is that in applications, like in the CBT thermometry, arrays with 

large resistance are difficult to measure, and those with very small resistances are subject to 

non-desirable heating effects. For arrays with RT J ::::: RK, i. e. for arrays in the intermediate

regime, one can conjecture that A = Astrong + Aweak• This assumption has already been 

proved for a single electron transistor in the high temperature limit u = !i/21rkBT RTC « 1 

[31], and, since there is not any qualitative difference between the short and the long arrays, 

one may expect that it is valid for long arrays as well. Indeed, the experimental data, to be 

discussed in the following lines, gives more support in favor of this assumption . 

Within the first order in u, the inverse resistance enhancement at zero bias voltage, 

RT/ b.R, can be easily derived from Eq. (102) as: 

where, according to the theory, 

and 

b = 

N 27((3) a=----:::: 0.175 
N -1 21r4 

{
-1, A= Astrong; 

-2/5, A= Astrong + Aweak·

(103) 

(104) 

(105) 

Equation (103) is linear in T, and its slope depends on the capacitance of the junctions 

in the array. Indeed, this fact can be utilized in the estimation of junction capacitances. 

Furthermore, the offset of this line, i. e. the value of (inverse) resistance enhancement at very 

low temperatures, depends on the number of junctions in the array, N, and on the tunneling 

regime, i.e. on the ratio of quantum and per-junction resistances RK/RT . The latter one 

is a pure strong tunneling effect, and it modifies the similar relation already derived for the 

arrays in the weak tunneling regime [18]. 

Figure 16 shows the temperature dependence of the zero bias voltage anomaly, RT/ b.R, 

for two samples in the high-conductance regime. The number of junctions in each array was 

N = 20, and the samples had asymptotic (per-junction) resistances of 23 kn (open circles) 
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FIG. 16: The temperature dependence of the zero bias voltage anomaly, RT/t:,.,R, for two 

arrays with per-junction resistances of 1.2 kn and 23 kn (solid triangles and open circuits, 

respectively ). The solid lines are linear fits to the experimental data. The dashed line is the 

prediction of Monte-Carlo simulation based on the (basic) phase-correlation theory for the 

sample with RT = 1.2 kn. 

and 1.2 kn (solid triangles). The solid lines are linear fits to the measured data. By fitting 

the slope of these curves to Eq. (103), one finds C = 2.4 fF and C = 2.1 fF for arrays with 

RT= 23 kn (open circles) and RT= 1.2 kn (solid triangles). 

The offset values obtained from the linear fits to the measured data (solid lines in Fig. 

16) are 4.1 and 0.2 for the samples represented by the solid triangles and the open circles,

respectively. The corresponding values, obtained from Eq. (103), are 3.4 and -0.2. These 

values are not in a perfect agreement with the measured ones, but they show improvement 

over the prediction of the weak tunneling theory, where the value of the offset is all the time, 

irrespective of the strength of tunneling RK/ RT, equal to -2/5. Furthermore, to make an 

overall comparison between the predictions of the phase-correlation theory ( developed for 

the weak tunneling regime) and those of the model presented here, the results of Monte­

Carlo simulations based on the P(E) theory are shown by a dashed line in Fig. 16. Clearly, 

the quasiclassical model improves the agreement between the theory and the measurement. 

The only fitting parameter in Monte-Carlo simulations has been the capacitance of the 
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FIG. 17: The dependence of the offset of RT/AR (cf. Fig. 16) on the dimensionless 

resistance of the junctions, Ot = RK/ RT - The measured data are shown by squares, the 

solid line is the best linear fit [cf. Eq. (103)]. 

junctions. By comparison of the measured conductance curves of the array represented by 

the solid triangles to those obtained from the numerical simulations, we obtained the value 

C = 2.1 fF for the capacitance. Notice that this value is in excellent agreement with that 

derived from Eq. (103). [We also checked for the effect of the electromagnetic environment 

on the offset and observed that it has a vanishingly small influence on the offset value. The 

dashed line in Fig. 16 has been obtained with negligible environmental resistance.] It is also 

noticeable that the disagreement between the theoretical ( dashed line) and the extrapolated 

measured offset for the sample with RT = 23 kn (lower solid line) is much smaller. This is 

quite understandable: the sample represented by the open circles belongs to the intermediate 

tunneling regime, where the phase---correlation theory should work properly. 

The offset values for two additional samples with RT = 2.1 kn and RT = 2.2 kn were 

equal to 3.6 and 2.9, respectively. The corresponding theoretical predictions are 1.8 and 

1.2. Figure 17 shows the measured offset values (solid squares) as a function of tunneling 

strength for different samplei:,. The soli<l line is the best linear fit with a = 0.19 ± 0.05 

and b = 0.4 ± 0.7. The value of a is in agreement with that of Eq. (104), whereas the 
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FIG. 18: The measured temperature dependence of the normalized half-width Li Vi,12/Vi,12,0 

for two arrays (solid and open squares) with the same per-junction resistances RT = 2.1 kn. 

The solid curve has been obtained from the strong tunneling theory (see the text). 

values of b obtained from the fit to the measured data differs largely from those given by 

Eq. (105). We have checked for the influence of the electromagnetic environment as well as 

for the inhomogeneity effects. These effects do not improve the agreement between the two 

different values for b; therefore the reason for this discrepancy remains unclear. 

Obviously, samples with lower (per-junction) resistances show larger offsets. The scatter 

of the measured offset around the linear fit (±0.5) could be attributed to the inhomogeneity 

of the arrays (otherwise the samples with RT = 2.1 kn and RT = 2.2 kn should have the 

same offset values). For instance, a 20 % fluctuation of the per-junction resistance, RTJ, 

around the mean value, RT, is enough to explain the observed discrepancy. A reasonable 

explanation for this fluctuation, instead, could be a 40 % variation in the areas of the "odd" 

and the "even" tunnel junctions in the two-angle evaporation process, which, however, seems 

larger than expected. 

The variation of the normalized half-width, Li V112/Vi.12,0, as a function of temperature for 

two 20-junction arrays, both with RT= 2.1 kn, is shown in Fig. 18 [LiVi.12 = Vi.12 - Vi.12,0]­

The solid curve is the prediction of Eq. (100). 
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From Eqs. (100) and (102), a useful relation between the deviation of the normalized
half-width, /:i Vi.;2/Vi.;2,0, and that of the depth of the normalized conductance dip, /:iG /Gr, 

[/:iG = Gr, - G(V = 0)], can be obtained:

In the strong tunneling regime

l:i v112
= x( RK/ RT) l:iG.Vi.;2,0 Gr. (106)

(107)
This relation is reminiscent of that already derived for arrays in the weak tunneling regime,
Eq. (93):

(108)
In the intermediate regime, as was the case with the value of A in Eqs. (103)-(105), one

may conjecture that x(RK/ RT) is the sum of Eqs. (107) and (108). The experimental data,
to be presented below, support this assumption.

Table II shows the measured data for five different samples together with the correspond­
ing theoretical predictions. The temperature in measurements was T � 4.2 K and its exact
value was obtained from the vapor pressure of liquid helium. In the table, Vi.;2,meas. stands
for the value of the half-width obtained directly from the measurement. The corresponding
conductance dip values, l:iG/Gr., are collected into the third row. The forth row shows the
values of (measured) half-widths after the weak tunneling correction, Eq. (93), has been
taken into account:

Vi.;2,corr. � Vi.;2,meas. [ 1 - 0.392 ��] . (109)
In the fifth row, /:iV1

%�ci = (Vi.;2,corr. - Vi.;2,0)/Vi.;2,o designates the relative deviations of the
corrected half-widths from that of the basic linear relation for Vi.;2,0. The numbers in this
row stand for the "residual inaccuracies" of the measured half-widths as compared to the
corrections of the weak tunneling approximation. One may expect that these numbers should
be due to the strong tunneling effects. The strong tunneling corrections to the half-widths,
Eqs. (106) and (107), collected into the last row of Table II, confirm this assumption.
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RT (k!1) 

Vi/2,meas. (mV)

f::.G/GE(%) 

Vl/2,corr. (mV)

t:,. V{(°f · /Vi12,o (%) 

I::,. V{N!or. /V1/2,0(%) 

20 

40.20 

2.15 

39.85 

0.5 

0.3 

2.1 

41.90 

2.32 

41.52 

4.7 

3.2 

2.1 1.4 1.0 

41.32 42.22 41.91 

2.26 2.21 1.79 

40.96 41.86 41.62 

3.3 5.6 5.0 

3.2 4.8 5.3 

TABLE II: Data for different samples at T � 4.2 K. Samples with RT = 2.1 kO were further 

measured at lower temperatures (Fig. 18). The fifth row shows the relative deviations of 

the half-widths of the basic linear relation, Vi12,o = 5.439NkBT / e, after the weak tunneling 

corrections, Eq. (93), have been taken into account. The last row is the prediction of the 

quasiclassical model [Eqs. (106) and (107)]. 

3.3.3 Two-dimensional Arrays of Tunnel Junctions 

In addition to the one-dimensional (1D) arrays of junctions, two-dimensional (2D) arrays 

with different number of junctions, island lengths, and various geometries were investigated. 

The main emphasis was on the use of such structures in thermometric applications and com­

parison of the results to those of the conventional 1D arrays used as CBT thermometers [38]. 

Figure 19 shows the schematic of fabricated samples. The bias voltage was applied between 

the left and the right "busbars" (the vertical bars at the ends). By two-dimensionality, here, 

we mean that the islands between different arrays are connected to each other; e.g. Fig. 19 

(a) is still a 1D array, whereas Figs. 19 (b) and (c) present 2D structures, where neighboring

islands have been interconnected by tunnel junctions.

Samples were made by electron beam lithography and two-angle evaporation techniques. 

The area of junctions was nominally 0.2 x 0.6 µm2
• Island sizes, i.e. the lengths of the 

conductors, were varied from 1 µm up to 10 µm. All measurements were carried out at 

T = 4.25 K. To interpret the measured data, the P(E) theory was utilized. In all of the 

theoretical calculations, the tunneling processes were supposed to be sequential. This is a 

fairly well-justified assumption: since the per-junction resistances are rather high (�15 kO), 

one may expect that the probability of cotunneling events is rather small. To characterize 
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FIG. 19: Schematics of the different one- and two-dimensional (1D and 2D) arrays investi­

gated: (a) 1D, (b) aligned 2D, (c) diagonal 2D, and (d) the double junction II (left) and 

the coupled double junction H (right) structures. 

each kind of the arrays, we use two numbers. N is the number of junctions in a 1D array, 

and M designates the number of nominally identical arrays in parallel in a 1D structure 

[Fig. 19 (a)], or in an aligned 2D array [Fig. 19 (b)]. In the case of a diagonal 2D structure 

[Fig. 19 (c)], M' stands for the number of nodes at each busbar. 

Let us start our study of one- and two-dimensional structures with the simplest arrays 

with N = 2 and M = 2 shown in Fig. 19 (d). We denote the corresponding 1D structure 

by II and the 2D structure by H, respectively. Figure 20 shows the measured conductance 

curves of a II array (solid line) and an H array (dashed line) fabricated simultaneously on 

the same chip. In both the cases, nominal areas of the tunnel junctions were the same, and 

the depths of conductance curves, too, were equal, t:.GT/G � 0.01. According to Eq. (93), 

one expects equal, very small, corrections to the basic half-width relation, Eq. (90), for both

kinds of the arrays. The simple linear relation, ½;2,0 � 5.439NkBT/e, predicts ½;2,o = 4.0 

m V at T = 4.25 K. The measured values, however, are much larger: V1;2 = 4.53 ± 0.02 

m V and ½;2 = 4. 79 ± 0.05 m V for II and H structures, respectively. It should be stressed 

that this feature is not specific to these samples, and, within the errors given above, it 

is typical for the rest of the samples, too. (All together, we measured four II and seven 

H structures.) This already suggests thaL Eqs. (90)-(93), derived for the zero-impedance 

electromagnetic environment, are not sufficient to describe the widening of the half-widths. 
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FIG. 20: Measured normalized conductance, G/GT, versus bias voltage for the structures 

II (solid line) and H (dashed line) of Fig. 19. 

However, the half-width of the conductance curve in a 1D array broadens as a consequence 

of the electromagnetic environment (see Fig. 14) and it has a maximum around the value 

of free space impedance Z0 � 300 n. Before going further, let us examine whether this is a 

general feature for. larger structures as well. 

Several samples of different sizes and geometries with N = 8 were measured. The number 

of parallel connections was M = 9 in 1D, and in aligned 2D arrays. The diagonal 2D 

structures had M' = 4. Figure 21 shows measured conductance curves for lU (solid line) 

and for 2D aligned ( dashed line) structures. For these samples, too, the depth is still rather 

small (D..G/GT ~ 0.01) and, from Eq. (93), one expects a very small correction to the 

measured half-widths of the samples. However, once again, this is not the case. For 1D 

arrays, the measured half-widths with Vi;2 = 16.68 ± 0.04 m V showed a 4 % increase over 

Vi;2,0 = 16.0 mV. The aligned 2D with Vi;2 = 18.20±0.14 mV showed a 14 % increase from 

Vi;2,0, while corresponding broadening for the diagonal structures with Vi;2 = 19.0 ± 0.27 

mV was even larger, i.e. 19 %. Figure 22 shows a histogram of the measured Vi;2 for these 

samples together with the prediction of Eq. (90) for N = 8 and at T = 4.2 K. Figure 23 

depicts the dependence of the normalized half-widths, V1;2/V1;2,0, of 1D arrays (solid circles) 
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FIG. 21: Measured normalized conductance, G/GT, versus bias voltage for the topologies 

(a) (solid line) and (b) (dashed line) of Fig. 19 with N = 8 and M = 9 at 4.25 K.

and aligned 2D arrays (solid triangles) on N. The cross in the figure stands for a diagonal 2D 

array with N = 8 and M' = 4. Clearly, in the case of 1D arrays the measured half-widths 

approach ½;2,0 more quickly than is the case for 2D arrays. Indeed, from this point of 

view, these data demonstrate that for small charging peaks (b.G/GT ~ 1%), 1D arrays are 

superior to 2D structures, if one compares them in view of thermometry applications. We 

also measured few additional arrays with smaller junctions and noticed smaller deviation of 

V1;2 from ½;2,0 for these samples. One possible explanation for this can be due to larger 

junction resistances in arrays composed of smaller junction areas. However, measurements 

with structures made of small tunnel junctions were not done systematically enough to allow 

a quantitative conclusion. The broader half-widths in 2D structures cannot be explained 

within the simple orthodox theory [3] which does not take the effect of electromagnetic 

environment into account. In this model, the conductance curve can be derived either 

analytically for 1D arrays in high temperature regime with UN « 1 [18], or by Monte­

Carlo simulations [8]. In both the cases the conductance curve has the form given by Eq. 

(89). According to the orthodox theory (or the P(E) theory with negligible environmental 

impedance), the only difference between the two arrays is the capacitance seen from one 
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FIG. 22: Histogram of the measured V1;2 for the samples with N = 8, at T = 4.25 K. The 

filled black bars stand for 1D arrays, the gray bars for diagonal 2D arrays (M' = 4), and 

the open ones for the aligned 2D structures (M=9). The arrow is the value predicted by Eq. 

(90) with N = 8 and T = 4.2 K.

of the islands in these structures. For II array this capacitance is equal to 2C, whereas 

for H structure it is 8C /3. Now, if the orthodox model is valid, one would expect that 

the depth of the conductance dip, f:lG/GT, in a II array should be larger than that of H 

structure by a factor 4/3. The same argument can be generalized to the larger arrays, as 

well. However, as already noticed, the arrays had the same depths. Therefore, to explain the 

observed data, one should go beyond the orthodox theory and look for possible improvements 

by, e.g., taking the environmental or higher order tunneling effects into account. Since the 

junction resistances are relatively large (15-50 kO), the cotunneling events have little chance 

to happen and, in addition to this, the measured data did not show any correlation with 

the junction resistances. Assuming the sequential tunneling regime, theoretical description 

of the 2D structures can be compared to the treatment of one-dimensional arrays already 

discussed in the previous sections. The only difference, here, is to evaluate the equivalent 

electromagnetic impedance seen by the junction in which the tunneling event takes place. 

This is not a straightforward task and, in practice, one should restrict to arrays with a 
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FIG. 23: The normalized measured half-width against number of junctions, N, for 1D 

(circles) and aligned 2D (triangles) arrays. The solid lines are guides for eye. 

smaller number of tunnel junctions. Furthermore, the Monte-Carlo calculations needed in 

larger 2D arrays become enormously time-consuming, for, generally speaking, the impedance 

seen by each junction in the structure is different. This means that each tunneling event 

of simulation has to be performed for a different environmental impedance, after which one 

can proceed to the next steps in the simulation procedure. 

To evaluate the tunneling rates of different junctions, we first notice that the impedance 

of the environment can be decomposed into two parts: the (external) impedance "outside" 

the array, and the environmental contribution from the array itself. In fact, in some of our 

former studies [37, 39], we intentionally evaporated thin chromium films onto neighborhood 

of tunnel junction structures. Here, instead, we mainly consider the internal impedance of 

the array. To this end, the total environment seen by the k-th junction, Re[Zf(w)], can be 

supposed as composed of the resistive part 14 connected in series to the terminations of 

the array (inset of Fig. 24), and the part arising from the capacitances of the surrounding 

junctions. The resistive part can be supposed to be of the order of free space impedance 

~ 100 n (see, e.g., [P3j). The total impedance Zf(w) can now be obtained as the equivalent 

impedance of the surrounding circuit as seen by the k-th junction. After a straightforward 
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FIG. 24: The circuit models used in calculations (inset), and the theoretically obtained 

half-widths for the two structures II and Has functions of external resistive impedance R,, .. 

In all the cases T 
= 

4.24 K and all the junctions are identical to C = 6 fF (solid line) and 

C = 3 fF (dashed line). Changing either C or T simply scales the values on the horizontal 

axis; the main parameter in the calculations is [1i/(R,,C)]/(kBT). 

calculation for II and H structures, one gets 

(110) 

for all the four junctions in a homogeneous II array. Correspondingly, for symmetrically 

positioned four junctions in an H structure, one obtains 

k 9R,, 1 + (1/3)(w/wc)2 

Re[Zt (w)] = 161 + (5/4)(w/wc)2 + (1/4)(w/wc)4'

whereas, for the interconnecting junction 

f4 1 
Re[Zt(w)] = 41 + (1/4)(w/wc)2

" 

(111) 

(112) 

Figure 24 shows the calculated normalized half-width (½12/Vi.12,o, with N = 2) against 

different values of Re at T = 4.25 K. In calculations, we first obtained the IV characteristics 

for junction capacitances C = 6 fF (solid line) and C = 3 fF (dashed line). These are 

values close to the capacitances of our typical samples. Also, in the figure, are shown the 
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corresponding measured values of Vi;2• Apparently, the theoretical curves are reminiscent 

of those obtained for lD arrays (Fig. 14). In all the cases, the theoretical half-width gets 

its largest value somewhere in the vicinity of Z0 ~ 100 n. For these arrays too, the exact 

position of the maximum of Vi;2 depends on the (inverse) product of the environmental 

resistance R,e and the capacitance of the junctions C, i.e on We. The magnitude of this 

maximum, Vi;2,max, however, seems to be solely dependent on the array geometry. It is 

systematically larger for H array than it is for the II and, irrespective of the value of we, it 

is the same for each type of arrays: V1;2,max = 4.9 m V for H and Vi;2,max = 4.6 m V for II. 

These values are in good agreement with those of the measured ones (Vi;2 = 4. 79 ± 0.05 m V 

for H, and Vi;2 = 4.53±0.02 mV for II). Of course, such a good consistency can be achieved, 

only if we suppose that the "unintentional" on-chip resistances, R,e, are of the order of free 

space resistance Z0• This, however, is a .rather good conjecture. Other noticeable point in 

the theoretical curves is that arrays with larger C are more sensitive to the (variations) in 

R,e: the larger the capacitance, the narrower the maximum against R,e. This explains the 

larger scatter in the measured data of H structures in comparison to those of II arrays (see 

Fig. 23). 

In summary, 2D arrays show larger deviation from the predictions of the basic orthodox 

theory than their lD counterparts do. Besides this, 2D arrays are more sensitive to the 

(variations of) electromagnetic environment than their lD counterparts. This means that, 

from the thermometric point of view, based on the influence of the electromagnetic environ­

ment, lD arrays are superior to the 2D ones suggested in [38]. However, in both the cases, 

the effect of environment can be made arbitrarily small by increasing the "size" of the array. 
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Appendix: 

EXPERIMENTAL TECHNIQUES 

A.1 Sample Fabrication

Samples were made by electron beam lithography and shadow evaporation techniques. 

As substrate we have used oxidized ( or nitridized) silicon wafers. The reason for this is 

that plain silicon is a semiconductor and its electrical properties depend on voltage, light, 

orientation etc., thus affecting the measured electrical quantities of the sample made on it. 

The thickness of the oxide layer is typically about 300 nm. 

As the resist layer, i.e. the layer onto which the electron beam of the scanning electron 

microscope (SEM) is directed, we have used PMMA-based solutions. A suitable copolymer 

resist liquid can be obtained by adding a 9% (weight percentage) of PMMA/MMA into 

acetic acid. The resist layer on the oxidized wafer can then be formed by dripping a few 

drops onto the wafer and spinning at the proper speed. Knowing the relation between the 

speed of spinning and the thickness of the resist, the desired thickness can be obtained. For 

example, to obtain a~ 500 nm thick 9% copolymer resist, the proper speed is about 3500 

rpm. Usually, we have used a two layer resist structure. As the second (top) layer, we have 

used a 2-3 % PMMA solution in chlorobenzene. This layer has a smaller thickness, typically 

~ 250 nm, and it is made on the first layer and followed by baking it (the first layer) for 

about 15-30 minutes. This layer too should be baked for a similar period of time on a hot 

plate with a temperature of about 170 °C. The bottom layer is of higher sensitivity. 

The next stage is patterning of the desired structure onto the resist layer by electron beam 

lithography. The beam current has been in the range of ~ 20 pA for the fine structures, i. e. 
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FIG. 25: Schematic view of a sample made by the shadow evaporation technique. 

for line-widths in the submicrometer scale, and~ 50 nA for lines with widths of about few 

micrometers, or wider. 

After the patterns have been drawn onto the resist layer, they should be developed. 

Typically we have used two developers, first of which affects the top layer and the second 

one the bottom layer more strongly. Developing times were about 30 and 15 seconds in the 

first and the second developers, respectively. The first developer was a mixture of toluene 

and isopropanol (volume ratio 1:3) and the second one of ECA and ethanol (1:5). 

The pattern on the resist has already been formed, thus making the mask structure needed 

in the next step -the vacuum evaporation of films. The exposed wafer is inserted into a 

vacuum chamber, and after reaching a good vacuum (typically< 10-5 mbar) the evaporation 

of the desired material can be started. In our experiments, to form the tunnel junctions, 

we have used aluminum (Al). To realize the dissipative electromagnetic environment in the 

vicinity of tunnel junctions, one should use a material with high resistivity. A good choice 

is chromium (Cr). In the evaporator the beam of electrons radiated from a filament (with 

a voltage difference of about 40 kV across) is focused by a magnetic field. The evaporation 

rate for aluminum films was about 5-10 A/s and for chromium somewhat smaller, 2-5 A/s. 

Typically, we have made Cr-films with resista.nce.s of about f P.w kil�ohms. The thickness 

of evaporated film is evaluated by a quartz crystal. The material evaporated changes the 
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mass of the crystal, thus changing its resonance frequency. Measuring this frequency, one 

can estimate the thickness. Figure 25 demonstrates the stages described. After the vacuum 

evaporation, the resist layer is washed out in acetone. This is called lift-off process. Now 

the sample is ready for measurement. 

A.2 Cooling of the Samples

Some of the measurements, like those in [P3] and [P4], were performed only at liquid 

helium temperature, T � 4.2 K. Some others were performed at temperatures from T � 4.2 

K down to T � l.5 K ([P5]), and there were also measurements in the millikelvin range, 

down to T � 30 mK ([Pl] and [P2]). The "dipstick measurement" in liquid helium is the 

simplest, and one does not need any particular cool-down procedure. 

To perform measurements at lower temperatures, we have used a home-made plastic 

3He-4He dilution refrigerator [41]. Temperatures down to 30 mK can be reached by this 

instrument. The "physics" of dilution refrigeration is well understood and can be found in 

many textbooks, e.g. in [42]. To measure the temperature, we used the liquid helium vapor 

pressure data, calibrated resistance thermometers, and Coulomb blockade thermometers 

(CBT sensors) developed in our laboratory [18]. 

A.3 Measuring Electronics

Two key points in measuring differential conductance ( or resistance) of the samples used 

here ( and in other precise measurements) are the four-wire measurement and the lock-in

techniques. 

The idea in four-wire measurement is to suppress the influence of lead resistances. In 

a conventional two-wire measurement, a test current is passed through the component to 

be measured, e.g. a resistance, and the voltage drop across the component is measured 

by a voltmeter. If the lead resistances are negligible in comparison to the resistance to 

be measured, this method is precise enough, otherwise one has either to know the lead 

resistances or, even better, to use the four-wire technique. In the four-wire configuration, 
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the current through the sample and the voltage across it are measured through different 

probes. 

Generally, the lock-in techniques are used for three reasons: to improve the signal to 

noise ratio, to measure the phase difference between two signals, and to subtract the static 

bias, like the thermo-voltage. That is why, whatever the final goal is, one has to have 

ac signals at frequency v in the input of the measurement system. What lock-in amplifier 

does, is to distinguish signals of reference frequency v in the output. In this respect it is very 

similar to a filter with a very high quality factor (~ 106). Furthermore, it is an amplifier. 

In a lock-in amplifier, the output signal is proportional to the product of amplitudes of 

the input and the reference signals, and its magnitude is a trigonometric function of the 

phase difference between these signals. That is why during the measurement, one tries to 

adjust the "phase" in such a way that the output signal is as large as possible. While using 

lock-in techniques, one should take care about the magnitude of the ac signal superimposed 

on the original signal. The amplitude of the auxiliary signal is to be as small as possible 

with still sufficient signal to measure. Besides this, the frequencies of auxiliary and reference 

signals should be chosen small to reduce the effect of reactive components of the impedance 

but not too small to avoid low frequency noise ( e.g. 1/ f noise) (33]. Typical values in our 

measurements have been ~10 Hz for frequency, ~20 mV for the (rms) ac voltage, and ~ 1 s 

for the time constant of the lock-in amplifier. The value of the biasing resistor Rbias depends 

on the magnitude of the asymptotic tunnel resistance RT, e.g., for a single tunnel junction 

with RT ::::: 100 kn, the suitable choice for Rbias could be ~10 Mn. If possible, it is better 

not to use very large values of Rbias, because large resistances impose larger (thermal) noise 

on the signal. Typical value for gains in the pre-amplification of signals has been 50. To 

carry signals between the sample holder in the cryostat and the measuring setup at room 

temperature, twisted manganin wires were used, because of their low thermal conductivity 

and small temperature dependence of resistivity. In the very vicinity of the sample, we used 

thermo-coax cables and silver wire. Wire contacts to the sample were indium soldered. To 

confirm the reliability and reproducibility of the measurements, we have used different values 

of, e.g., excitation and reference signals, biasing resistors, and in some occasions, filters, and 
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Lock-in 
amplifier 

FIG. 26: Schematic of the setup used in a differential resistance measurement. The de output 

gives the (sweep) bias voltage V, whereas the ac output is proportional to the differential 

resistance, dV/dI, of the sample. 

performed the measurements for, at least, a few times. All the measuring facility, except 

the data collecting computer, have been kept in the shielded room to reduce pick-up. For 

example, we have noticed that the operating mobile phones can disturb the measurement 

noticeably. Figure 26 shows the setup used in a typical differential resistance measurement. 
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