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The PHENIX Collaboration presents a systematic study of inclusive π0 production from p + p, p + Al,
p+ Au, d + Au, and 3He + Au collisions at

√
sNN = 200 GeV. Measurements were performed with different

centrality selections as well as the total inelastic, 0–100%, selection for all collision systems. For 0–100%
collisions, the nuclear-modification factors, RxA, are consistent with unity for pT above 8 GeV/c, but exhibit an
enhancement in peripheral collisions and a suppression in central collisions. The enhancement and suppression
characteristics are similar for all systems for the same centrality class. It is shown that for high-pT -π 0 production,
the nucleons in the d and 3He interact mostly independently with the Au nucleus and that the counterintuitive
centrality dependence is likely due to a physical correlation between multiplicity and the presence of a hard
scattering process. These observations disfavor models where parton energy loss has a significant contribution
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to nuclear modifications in small systems. Nuclear modifications at lower pT resemble the Cronin effect—an
increase followed by a peak in central or inelastic collisions and a plateau in peripheral collisions. The peak
height has a characteristic ordering by system size as p+ Au > d + Au > 3He + Au > p + Al. For collisions
with Au ions, current calculations based on initial-state cold nuclear matter effects result in the opposite order,
suggesting the presence of other contributions to nuclear modifications, in particular at lower pT .

DOI: 10.1103/PhysRevC.105.064902

I. INTRODUCTION

Measurements of transverse-momentum (pT ) distributions
of particles produced in hadronic collisions are commonly
used to obtain information from the interaction. At the
Relativistic Heavy Ion Collider (RHIC) at Brookhaven Na-
tional Laboratory, studies of the nuclear-modification factor
RAA of hadrons, defined as the ratio of the hadron yield per
binary nucleon-nucleon collision in a given A + A system to
the yield measured in p + p collisions, have led to significant
insights. The discovery of the suppression of high-pT neu-
tral pions and charged hadrons [1,2] in Au + Au collisions
relative to scaled p + p collisions at the same energy, was
one of the first hints of parton energy loss in the strongly
coupled quark gluon plasma (QGP). The apparent absence of
any suppression in reference spectra from d + Au collisions
[3,4], where the formation of QGP was not expected, was
critical to establish parton energy loss as the origin of the
observed suppression in Au + Au collisions. The subsequent
systematic studies of the suppression pattern of π0 production
in Au + Au collisions at

√
sNN = 200 GeV allowed for quan-

titative constraints on the medium transport coefficients [5,6].
Experimentally, evidence for cold-nuclear-matter effects

was first observed in the late 1970s when the ratio of the
production cross sections of hadrons from p + A to p + p was
found to vary with pT [7,8]. This variation was referred to as
the “Cronin effect”: a suppression at low pT followed by an
enhancement around 2–5 GeV/c that vanishes toward larger
pT . Historically the Cronin effect was attributed to initial-state
hard scattering [9,10], but this explanation remained unsatis-
factory because it could not explain the much larger effect for
protons compared to pions. Measurements of the momentum
spectra at RHIC in the early 2000s renewed interest in the
Cronin effect, and various theoretical models have been de-
veloped to explain it. Most models were based on hard and
soft multiple scattering [11–15], but there were additional ap-
proaches involving gluon saturation [16] or hadronization by
quark recombination [17]. To date, there is no full quantitative
explanation of the Cronin effect.

There are striking similarities between long-range particle
correlations in A + A collisions and those observed in high
multiplicity p + p and p + Pb collisions at the Large Hadron
Collider (LHC) [18–21]. This came as a surprise, because
their presence in A + A collisions was typically associated
with the collective expansion of the QGP. Similar correlations
were found in d + Au collisions at RHIC [22]. These findings
have profound consequences for the interpretation of p + A
collisions as a benchmark for cold-nuclear-matter effects and
suggest that QGP could be produced in these systems.

The PHENIX experiment has used the versatility of RHIC,
which allows for collisions of light nuclei, such as p, d ,

and 3He, with larger nuclei, for systematic studies of particle
correlations in small systems. In all systems studied, high mul-
tiplicity events show large azimuthal anisotropies, measured
as v2 and v3, that can be related to the initial geometry of
the collision system and the buildup of collective behavior
of the produced particles [23–27], which would be indicative
of QGP formation. This can also be seen at LHC energies
where a measurement from p + Pb collisions [28] shows v2

extending out past 20 GeV/c in pT . These large azimuthal
anisotropies also suggest the presence of radial flow in a
hydrodynamic expansion, which would have an effect on the
yield below a few GeV/c.

Results from long-range correlations have prompted great
interest in finding other evidence of the possible formation
of QGP in small systems, such as parton energy loss or
thermal photon emission. In such studies, data sets are typi-
cally divided into “centrality classes” according to the particle
multiplicity measured at forward rapidity on the side of the
outgoing larger nucleus [29]. Indeed, in p + Pb collisions at
the LHC [30] and d + Au collisions at RHIC [31], a suppres-
sion of the jet yield at high pT was found for central collisions.
However, the same analyses show a significant enhancement
of the jet yield in peripheral collisions, putting in question if
the observed suppression is due to energy loss [32] or whether
there are other mechanisms at play, for example, x-dependent
color fluctuation effects in protons [33,34] or biases in the
centrality selection due to energy conservation [35].

In this paper, new data on the system size and centrality
dependence of π0 production are presented over a wide pT

range from 1 to 20 GeV/c from p + Al, p+ Au, d + Au,
and 3He + Au collisions at

√
sNN = 200 GeV compared to

p + p collisions at the same energy. The data samples were
recorded by the PHENIX experiment at RHIC during 2008
(p + p 5.2 pb−1, d + Au 80 nb−1), 2014 (3He + Au 24 nb−1),
and 2015 (p + p 60 pb−1, p + Al 0.5 pb−1, p+ Au 0.2 pb−1).
The new p + p data are combined with the published results
from p + p data taken in 2005 [36].

II. EXPERIMENTAL SETUP

To reconstruct the π0 meson, the electromagnetic
calorimeter (EMCal) in the central arms of the PHENIX de-
tector is used. The EMCal is segmented into eight sectors,
four in the west and four in the east arm of the PHENIX
experiment. The sectors in each arm cover 90 deg in azimuth
and ±0.35 deg in pseudorapidity. All sectors in the west
and the two top sectors in the east arm are made of 2 592
lead-scintillator (PbSc) towers each. The other two sectors use
lead-glass crystals. For the analyses presented here, only the
PbSc sectors were used. At a distance of 5 m from the nominal
interaction point, the angular segmentation of the PbSc sectors
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is �φ × �η ≈ 0.01 × 0.01. The energy resolution achieved
is δE/E ≈ 2.1% ⊕ 8.3%/

√
E [GeV] and arrival times of clus-

ters are recorded with a resolution of ≈0.5 ns. Further details
can be found in Ref. [37].

For event selection and for centrality characterization, the
beam-beam counters (BBCs) are used, one on the north and
one on the south side of the central arms. For asymmetric
collision systems, the smaller (projectile) nucleus travels to-
ward the north side and the larger (target) nucleus travels
toward the south side. Each BBC is composed of 64 Čerenkov
counter modules. The BBCs are located at ±1.44 m from
the interaction point and cover a pseudorapidity range of
3.0 < |η| < 3.9. The BBC modules have a timing resolution
of ≈0.1 ns.

While the EMCal and the BBC were identical for data col-
lection in 2008, 2014, and 2015, there were new or modified
detector components in each year. The most notable change
was a silicon vertex tracker (VTX) installed in the central-
arm acceptance in 2011. Although the VTX and other new
components are not used in this analysis, the effect on the
material budget needs to be taken into account in the GEANT3
[38] simulation used to calculate efficiency and acceptance
corrections for each data set.

III. DATA SAMPLES

Several data samples were taken with different trigger con-
ditions for each of the collision systems. The minimum-bias
(MB) data samples require coincidental hits in each of the
two BBCs. For the data recorded in 2014 and 2015, the event
vertex was required to be within ±10 cm of the nominal z = 0
position. For the data recorded in 2008, the requirement was
±30 cm.

The collected MB data samples correspond to ≈88% of
the inelastic cross section for d + Au and 3He + Au, 84%
for p+ Au, 72% for p + Al, and 54% for p + p. The events
that are not recorded by the MB trigger involve mostly single
diffractive (SD) nucleon-nucleon collisions, which predomi-
nantly produce particles at forward or backward rapidity and
thus do not lead to coincident hits in both BBCs. As the
number of binary nucleon-nucleon collisions (Ncoll) increases
from p + p to 3He + Au collisions, the effect of an individual
SD nucleon-nucleon collision is averaged out and a larger
fraction of the inelastic cross section is captured by the MB
trigger.

All MB data samples in the analysis, except for the p + p
samples, are subdivided into four centrality classes using
the charge measured in the south BBC. The selections are
0–20%, 20–40%, 40–60%, and the remainder of the MB
sample (>60%). Here the percentage refers to the fraction of
events relative to all inelastic collisions.

The high luminosity provided by RHIC enables the in-
crease of the statistics at high pT , beyond what the data
acquisition bandwidth would allow using an MB trigger only,
by taking data samples with a high-energy threshold photon
trigger, which PHENIX calls the ERT trigger. This trigger
requires a minimum energy recorded in the EMCal segments
(4 × 4 towers grouped to trigger tiles). Three different energy
thresholds were used for each collision system. The ERT

TABLE I. ERT trigger thresholds (GeV) for each collision system.

p + p p + Al p+ Au d + Au 3He + Au

ERTA 2.1 2.8 2.8 2.8 3.5
ERTB 2.8 3.5 3.5 3.5 4.0
ERTC 1.4 2.1 2.1 2.1 2.8

trigger thresholds are summarized in Table I. No coincidence
in the BBC was required. These samples are again divided into
the same centrality classes as the MB sample.

During the 3He + Au, p+ Au, and p + Al data collection
samples were also taken with a high multiplicity trigger. This
trigger required, in addition to the BBC coincidence, a larger
minimum charge in the south BBC, which corresponds to a
larger number of fired BBC modules. The threshold was set
to 25, 35, and 48 BBC modules, for p + Al, p+ Au, and
3He + Au respectively. The thresholds were chosen such that
the data samples approximately correspond to the top 5% most
central collisions for each system.

IV. DATA ANALYSIS

A. Yield measurement

Due to the high beam luminosity achieved at RHIC since
2010, PHENIX has recorded an increased number of double
interactions that are largest for the p + p data taken in 2015
and are noticeable for p+ Au and p + Al data taken the
same year. The effect is negligible for the p + p, d + Au, and
3He + Au data taken in 2008 and 2014, respectively. For the
2015 data, double interactions were reduced by making cuts
on the time of flight measured for towers in the EMCal and the
BBC modules. The cut on the EMCal requires the tower time
to be within ±5 ns of the expected arrival time. This eliminates
towers that are from different beam crossings. The BBC tim-
ing cut is used to reduce pile-up collisions that happen during
the same bunch crossing. Such events are identified by large
deviations of the time measured for individual BBC modules
from the event average. For data from 2014 and 2008, no cuts
were applied. Any residual pileup events are accounted for in
the systematic uncertainties.

The reconstruction of neutral pions is performed via the
π0 → γ γ decay channel. The methods used by PHENIX
have been described extensively in Ref. [39] and will only be
summarized in this paper. As a first step, neighboring PbSc
towers with energy deposits above 0.015 GeV are grouped
into clusters. All clusters within one sector that have an energy
of at least 0.3 GeV are combined into pairs. A minimum
distance of 8 cm between the two cluster centers is required,
corresponding to ≈1.5 tower separation between clusters. For
each remaining pair, the invariant mass (Mγ γ ) and pT are
calculated. Invariant-mass distributions are generated in bins
of pT and collision centrality. All mass distributions show a
clear peak at the π0 mass and a combinatorial background
that is largest at events with low pT and in central collisions.

To extract the π0 yield, the background in the π0 peak
region needs to be subtracted. For pT below 12 GeV/c,
an asymmetry cut of α < 0.8 is applied to reduce the
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FIG. 1. (a) Invariant-mass example from d + Au collisions at 12 < pT < 14 GeV/c. [(b)–(e)] The mass peak as a function of the
asymmetry cut (α) on the two photons for the indicated α ranges.

combinatorial background. Here the asymmetry is defined as
α = | (E1−E2 )

(E1+E2 ) |, where E1 and E2 are the energies of the two
photon clusters. For pT above 12 GeV/c, the cut is relaxed to
α < 0.95 as discussed below.

The bulk of the background is estimated and subtracted
by an event mixing technique that combines clusters from
different events with similar vertex position (zvtx) and cen-
trality. The shape of the mass distributions obtained from
mixed events does not perfectly describe the combinatorial
background in data. The mismatch results from correlated
clusters in the event that are not accounted for in the mixed
event technique.

For the MB samples, the mismatch is small and a two-step
procedure is used for the subtraction. First, the mass distri-
bution from mixed events is normalized in the mass region
below and above the π0 peak, 0.05 < Mγ γ < 0.1 GeV/c2 and
0.2 < Mγ γ < 0.4 GeV/c2, respectively. After subtracting the
normalized distributions from all bins, a residual background
remains. This is approximated by a line that is fitted to the
same mass regions around the π0 peak and then also sub-
tracted.

For the ERT data samples, the shape difference is more
significant and thus a different approach is used. Instead of
normalizing the mixed event distribution with a constant, the
ratio of data to mixed events is fit with a second-order polyno-
mial in the window around the π0 peak. This function is then
used to normalize the mixed event distributions bin by bin,
in the same mass intervals below and above the mass peak
as in the MB samples (see above). No residual background
subtraction is needed in this case.

At very high pT , typically larger than 15 GeV/c, the com-
binatorial background is so small that neither normalization
strategy for the mixed events gives stable results. Instead, the
average count per mass bin, determined in the region below
and above the π0 peak, is subtracted.

After the background subtraction, yields of π0 are calcu-
lated from the mass spectra by counting the entries within 2σ

of the peak, where the σ is set by fitting the counts in the π0

region to a Gaussian.
Above 12 GeV/c, the two photon clusters from the π0

meson begin to overlap more and frequently merge into a

single cluster. The asymmetry cut at α < 0.8, which was
used to reduce the combinatorial background, starts to limit
the π0 reconstruction efficiency and with it the effective pT

reach of the measurement. Because the combinatorial back-
ground is rather small at high pT , the asymmetry cut can
be relaxed to increase the reconstruction efficiency. Figures 1
and 2 show mass distributions from d + Au collisions in the
pT = 12 to 14 GeV/c and 18 to 20 GeV/c bins with different
asymmetry cuts. The additional statistics recovered by extend-
ing the asymmetry cuts are clearly visible. In particular, in
the higher pT bin, increasing the cut from α < 0.8 to <0.95
effectively increases the statistics. Because it is also evident
that the background increases, the looser cut is only used
above pT > 12 GeV/c. The background subtraction and π0

yield calculation follow the same steps as outlined above for
lower pT . The background estimate from event mixing is also
shown on Fig. 1. In Fig. 2, the background is estimated from
the average bin content around the π0 peak.

B. Trigger selection

At this stage of the analysis, raw π0 yields are available
for all data samples in different bins of pT and centrality.
Figure 3(a) compares the raw yields from the MB and ERT
samples in p + p collisions from the 2015 data set. Figure 3(b)
shows the ratio of individual samples to a common fit. The
ERT trigger turn on curves are clearly visible.

In the next step, the raw yields from the MB and ERT
trigger samples are combined for a given collision system and
centrality. First, the ERT trigger samples are corrected for the
trigger efficiency, which is calculated as a function of the π0

pT . The trigger efficiency has a smooth turn on around the
trigger energy threshold and plateaus near 100% at higher
pT . A data-driven method is used that compares the ERTC to
the MB sample and the ERTA/ERTB to the ERTC sample to
establish the turn on curve of the different trigger thresholds.
The corrected spectra agree very well in the range where the
trigger efficiency is larger than 30%.

To assure the largest statistical accuracy in each pT bin,
the MB triggered events are used in the low-pT region, the
ERTC trigger in the mid-pT region, and the ERTB trigger at
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FIG. 2. (a) Invariant-mass example from d + Au collisions at 18 < pT < 20 GeV/c. [(b)–(e)] The mass peak as a function of the
asymmetry cut (α) on the two photons for the indicated α ranges.

high pT . These transitions happen at different pT thresholds
for different collision systems. The pT thresholds are set near
the point where the trigger efficiency reaches its plateau value,
typically close to twice the trigger threshold shown in Table I.
The ERTA triggered samples are used to cross check the
results.

C. Corrections to the yield

Next, the raw pT spectra need to be corrected for distor-
tions due to the finite detector acceptance and overall detec-
tion efficiency (including detector effects and analysis cuts).
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FIG. 3. (a) Invariant yield example from 2015 p + p collisions
using different hardware trigger configurations. (b) The ratio of the
different high-pT triggers to a common Tsallis fit for all different
triggers.

These are determined simultaneously as one single correction
as a function of pT using a full GEANT3 Monte Carlo (MC)
simulation of the PHENIX detector setup. They are commonly
referred to as acceptance-efficiency corrections (see Fig. 4),
which are determined separately for each centrality selection
to account for any multiplicity dependent effects. For each
running period, a separate simulation setup is used that de-
scribes the PHENIX detector configuration specific to that
period. Samples of single π0 meson are simulated with a flat
pT distribution from 0 to 30 GeV/c, full azimuthal coverage,
and in one unit of rapidity at midrapidity. The resulting simu-
lated detector responses are embedded into real data from the
same running period and reconstructed using the same anal-
ysis methods applied to the data. The simulation was tuned
so that π0 peak positions and widths reconstructed from the
simulation matched the experimental data. Each reconstructed
π0 is weighted with a realistic production probability for the
pT of the input π0. Because the true production probability is
unknown, the weighting needs to be iterated. The probability
is multiplied by the ratio of the measured raw π0 distribution
over the reconstructed π0 distribution from the simulation.
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FIG. 4. The MC result of the acceptance and efficiency in p+ Au
collisions with the selected centrality classes as indicated.
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TABLE II. Summary of the Ncoll, Npart , Nproj, and fbias calculated using a Glauber MC simulation [29,40]. The ratio Ncoll/Nproj is also
quoted for d and 3He projectiles, because some systematic uncertainties cancel in this ratio. The last column is the measured charged particle
multiplicity (dNch/dη) in the midrapidity region [40].

System Centrality 〈Ncoll〉 〈Npart〉 〈Nproj〉 fbias 〈Ncoll〉/〈Nproj〉 dNch/dη

p + p 1 2 1 0.73 ± 0.07 2.38 ± 0.09

p + Al 0–5% 4.1 ± 0.3 4.5 ± 0.3 1 0.81 ± 0.01 5.5 ± 0.8
0–20% 3.4 ± 0.3 4.4 ± 0.3 1 0.81 ± 0.01 5.1 ± 0.7

20–40% 2.3 ± 0.1 3.3 ± 0.1 1 0.90 ± 0.02 4.0 ± 0.6
40–60% 1.8 ± 0.1 2.8 ± 0.2 1 0.99 ± 0.03 3.3 ± 0.3
60–72% 1.3 ± 0.1 2.3 ± 0.2 1 1.15 ± 0.06 2.7 ± 0.1
0–100% 2.1 ± 0.1 3.1 ± 0.1 1 0.80 ± 0.02 4.0 ± 0.5

p+ Au 0–5% 9.7 ± 0.6 10.7 ± 0.6 1 0.86 ± 0.01 12.3 ± 1.7
0–20% 8.2 ± 0.5 9.2 ± 0.5 1 0.90 ± 0.01 10.4 ± 1.5
20–40% 6.1 ± 0.4 7.1 ± 0.4 1 0.98 ± 0.01 7.7 ± 1.1
40–60% 4.4 ± 0.3 5.4 ± 0.3 1 1.02 ± 0.01 5.7 ± 0.8
60–84% 2.6 ± 0.2 3.6 ± 0.2 1 1.00 ± 0.06 3.5 ± 0.5
0–100% 4.7 ± 0.3 5.7 ± 0.3 1 0.858 ± 0.014 6.7 ± 0.9

d + Au 0–5% 18.1 ± 1.2 17.8 ± 1.2 1.97 ± 0.02 0.91 ± 0.01 8.98 ± 0.59 18.9 ± 1.4
0–20% 15.1 ± 1.0 15.2 ± 0.6 1.95 ± 0.01 0.94 ± 0.01 7.46 ± 0.50 16.4 ± 1.2

20–40% 10.2 ± 0.7 11.1 ± 0.6 1.84 ± 0.01 1.00 ± 0.01 5.71 ± 0.39 12.2 ± 0.9
40–60% 6.6 ± 0.4 7.8 ± 0.4 1.65 ± 0.02 1.03 ± 0.02 4.16 ± 0.28 8.7 ± 0.6
60–88% 3.2 ± 0.2 4.3 ± 0.2 1.36 ± 0.02 1.03 ± 0.06 2.27 ± 0.15 4.1 ± 0.3
0–100% 7.6 ± 0.4 8.6 ± 0.4 1.62 ± 0.01 0.889 ± 0.003 4.35 ± 0.24 9.5 ± 1.0

3He + Au 0–5% 26.1 ± 2.0 25.0 ± 1.6 2.99 ± 0.01 0.92 ± 0.01 8.72 ± 0.64 23.6 ± 2.6
0–20% 22.3 ± 1.7 21.8 ± 1.3 2.95 ± 0.01 0.95 ± 0.01 7.30 ± 0.52 21.4 ± 2.3

20–40% 14.8 ± 1.1 15.4 ± 0.9 2.75 ± 0.03 1.01 ± 0.01 5.41 ± 0.37 16.1 ± 1.8
40–60% 8.4 ± 0.6 9.5 ± 0.6 2.29 ± 0.04 1.02 ± 0.01 3.85 ± 0.25 10.3 ± 1.1
60–88% 3.4 ± 0.3 4.6 ± 0.3 1.56 ± 0.05 1.03 ± 0.05 2.05 ± 0.12 4.4 ± 0.5
0–100% 10.4 ± 0.7 11.4 ± 0.5 2.22 ± 0.02 0.89 ± 0.01 4.13 ± 0.24 12.2 ± 1.4

The modified probability is then used as the new weight. The
process is iterated until convergence, which typically requires
only a few steps. The final acceptance-efficiency corrections
are calculated as the ratio of the reconstructed number of
π0 at a given pT over the number of generated ones at that
pT in one unit of pseudorapidity at midrapidity and 2π in
azimuth.

Additionally, the yield in each centrality selection for a
given collision system must be corrected for the bias to-
ward higher event multiplicity, and hence more central events,
for nondiffractive nucleon-nucleon collisions compared to
diffractive collision events with the same impact parame-
ter (see Ref. [29] for full details). The bias factor fbias,
which is used to scale the pT spectra, is calculated using a
Glauber model MC calculation [41] in conjunction with the
assumption of a negative-binomial multiplicity distribution of
particles produced in individual nucleon-nucleon collisions.
The same Glauber calculation is used to characterize each
centrality class by the number of binary nucleon-nucleon
collisions Ncoll, number of nucleon participants Npart, and
other relevant properties related to the collision geometry,
such as Nproj, the number of participants in the projec-
tile nucleus. For MB collisions, the fbias also includes the
extrapolation from the recorded cross section to the full in-
elastic cross section (0–100% centrality). The average values
of Ncoll, Npart, Nproj, and the bias factor fbias are given in
Table II.

V. SYSTEMATIC UNCERTAINTY

There are many sources of systematic uncertainty that need
to be evaluated. They are separated into two groups: (i) uncer-
tainty on the event characterization and (ii) uncertainty on the
π0 yield extraction.

The event characterization is done using Glauber model
simulations and the uncertainties were determined by varying
the input to the Glauber model and various assumptions used
in Ref. [29]. The results are included in Table II. The quanti-
ties calculated from the Glauber model simulation are highly
correlated. For example, any change in the assumed nucleon-
nucleon cross section will lead to a simultaneous change of
Ncoll, Npart, and Nproj. Thus, in ratios such as Ncoll/Nproj, some
of the systematic uncertainties cancel. This was taken into
account in the errors quoted in Table III.

The uncertainties on the π0 invariant yield are summa-
rized in Table III for the different running periods. The total
uncertainty on the π0 invariant yield varies between 8 and
10% for pT below 8 GeV/c and increases to nearly 15% at
20 GeV/c. They have little dependence on collision systems
or centrality selection. The uncertainties on the π0 invariant
yield were obtained with similar methods for all data sets.
They are highly correlated within a running period and some-
what correlated between running periods. In particular, the
uncertainty on the energy scale and the uncertainty due to
shower merging are correlated between all data sets. In 2014
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TABLE III. Summary of systematic uncertainties on the π 0 invariant yields from different running periods.

Systematic uncer. 2015 p+ Au, p + Al, p + p 2014 3He + Au 2008 d + Au, p + p

pT [GeV/c] 2 8 20 2 8 20 2 8 20

Peak extraction 4.4% 3.4% 1% 2.7% 4.1% 2% 4.8% 2.9% 1.5%
Energy scale 3.8% 6.5% 7.1% 3.0% 5.2% 5.7% 4.6% 7.9% 8.7%
Acceptance-efficiency 3% 2.5% 1% 4% 4% 4% 3% 2.5% 1%
Cluster merging <0.1% <0.1% 9.0% <0.1% <0.1% 12% <0.1% <0.1% 10%
Conversion loss 5% 5% 5% 5% 5% 5% 2.5% 2.5% 2.5%
Double interactions 4% 3% 4% <1% <1% <1% 1% 2.5% 4%
Off-vertex decays 3% 3% 3% 3% 3% 3% 3% 3% 3%

Total 9.6% 10.1% 13.0% 8.3% 9.8% 14.1% 8.3% 10.0% 14.5%

and 2015, the experimental setup was nearly identical and
therefore the acceptance-efficiency correction, losses due to
photon conversions, and uncertainties due to off-vertex decays
are also correlated for data sets taken during those years. For
data sets taken within the same running period, all system-
atic uncertainties, except for the π0 peak extraction and the
effect of double interactions, are correlated. The correlations
of the systematic uncertainties have been taken into account
when combining data sets or calculating ratios of data sets
by determining the full error matrix and using the Best Linear
Unbiased Estimate (BLUE) algorithm [42–44] to calculate the
weight for each pT and each measurement.

The remainder of this section provides more details on
the evaluation of the systematic uncertainties on the π0 yield
determination, which is split into the extraction of the raw π0

yield and the corrections that need to be applied to it.

A. Raw π0 yield extraction

The raw π0 yield is extracted from an invariant mass Mγ γ

distribution, which involves the subtraction of a background
distribution below a π0 peak. Except for at very high pT ,
this is done using the mixed event technique. This subtrac-
tion is typically accurate to better than 4%. In general, the
uncertainties on the background subtraction are determined
by changing the assumption on the shape of the background
and how it is normalized. Many different strategies can be
used, as they all give similar results. Here, one example is
given, the strategy that was used for the 2015 MB data sets,
which were used to extract the π0 yield at lower pT values for
p+ Au, p + Al, and p + p. The normalization of the mixed
event background is determined in different ranges below and
above the π0 peak. For any normalization, after the mixed
event subtraction there is a residual background, which is then
fitted. For each normalization the fit range is varied to extract
the residual background via a first-order polynomial. Then in
each case the window for the π0 yield extraction is varied
from 1 to 3 sigma around the π0 peak. The variation of the
resulting π0 yields, after correcting for the different σ ranges,
is used to estimate the systematic uncertainty.

The accuracy with which the π0 yield can be extracted
depends on the amount of background. In general, the smaller
the particle multiplicity in the event and/or the larger the π0

pT , the smaller the background. However, the accuracy with

which the background can be determined for a particular pT

and centrality bin is driven by the available statistics. The
dominant effect changes depending on the π0 pT and the MB
or ERT data set.

B. Corrections of the raw yield

The acceptance-efficiency correction accounts for all dis-
tortions to the π0 spectra that can be evaluated with the
detailed simulation of π0 measurements in the PHENIX ex-
periment. The accuracy of the simulation determines the size
of systematic uncertainties. Accordingly, the simulation out-
put was carefully compared to the data.

These distortions include, besides the actual corrections for
detector acceptance and π0 reconstruction, the one for the en-
ergy scale and resolution, merging of clusters, and losses due
to photon conversions. While the corrections were determined
simultaneously, possible uncertainties are studied separately.
In Table III, these are identified as “acceptance-efficiency,”
“energy scale,” “cluster merging,” and “conversion loss,” re-
spectively.

The energy scale and resolution was tuned by matching the
π0 peak position and width in simulation and data, as function
of pT , to a better than 0.5–1% agreement, depending on the
data set. The uncertainty is then determined by varying the
energy scale and resolution within the achieved accuracy. The
π0 yields change by less than 4–5% at 2 GeV/c and up to
7–9% at 20 GeV/c.

To study the accuracy of the reconstruction efficiency cor-
rection, cuts applied in the π0 reconstruction were varied and
the analysis was repeated. The changes in the π0 yield were
used to set the systematic uncertainties. They are typically
smaller than 4%, but may be limited by statistical uncertain-
ties. The uncertainty on the acceptance was determined from
the precision of the survey of the EMCal. It is negligible
compared to the uncertainties on the reconstruction efficiency.

Because the two decay photons from the decay of a high
pT π0 are strongly boosted along the π0 direction, the average
opening angle becomes small, resulting in only a small sepa-
ration between the impact points on the surface of the EMCal.
At ≈10 GeV/c, the two clusters start to merge. Initially, this
happens only for very symmetric decays characterized by a
small energy asymmetry (α). With increasing pT , more clus-
ters merge, leading to an systematic decrease in reconstruction
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efficiency toward higher pT . The accuracy with which the
MC simulation reproduces the cluster merging is verified by
reconstructing π0 mesons from three exclusive asymmetry
bins: 0–0.4, 0.4–0.8, and 0.8–0.95. After fully correcting the
π0 yields, the results are compared and the differences are
used to estimate the systematic uncertainty. It reaches ≈10%
toward the end of the kinematic reach of the measurement.

Some photons convert into e+e− pairs before they reach the
EMCal. If the radial location of the conversion point is close
to the EMCal, outside the magnetic field, the e+ and e− will
hit the EMCal in close proximity, resulting in one cluster with
the full energy of the converted photon. In that case, it is likely
that the π0 is reconstructed. However, if the conversion point
is closer to the vertex, and in the magnetic field, the π0 will not
be reconstructed, because the electron tracks bend in opposite
directions, depositing their energy in two separate clusters.

Prior to 2010, before the VTX was installed, ≈10% of
the π0 were not reconstructed because one of the photons
converted in the detector material. Due to the additional ma-
terial of the VTX detector close to the vertex, this number
increases to ≈24%. The accuracy with which the loss can be
determined depends solely on the accuracy with which the
material budget is known and implemented in the GEANT3
simulation. The resulting uncertainties on the π0 yield are
2.5% and 5%, before and after installation of the VTX. There
is no significant momentum dependence.

All data sets from 2015 (p + p, p + Al, and p+ Au) were
taken at high instantaneous luminosity, resulting in a signif-
icant number of recorded double interactions. These were
actively identified and removed by timing cuts on the EMCal
and BBC. The effect of any remnant double interaction was
estimated by splitting the data samples into subsets taken
at higher, medium, and lower luminosity. The analysis was
repeated for each sample, and the π0 yields were found to
be consistent within 3–4%. This difference was assigned as
a systematic uncertainty. For the 2008 data sets (p + p and
d + Au), only the EMCal timing cuts were applied to remove
pileup events. Here, the possible contamination was estimated
by the number of π0 for which at least one cluster had a time
off by >5 ns. The contribution was 1% at high pT and ≈4% at
lower pT . For the 2014 3He + Au data, no sizable effect was
found.

Finally, the uncertainty of the normalization of the data
taken with the ERT trigger to the MB data is examined. It
is estimated from the uncertainty on the linear fit of the ratio
between the ERT and MB data in the region where the ERT
trigger is fully efficient. This uncertainty is smaller than 1%
and not listed in Table III.

VI. RESULTS AND DISCUSSION

A. The p + p reference

PHENIX has previously published the π0 pT spectrum
from p + p collisions at

√
s = 200 GeV [36] based on data

taken in 2005 corresponding to 3.4 pb−1. In 2008 and 2015,
RHIC provided further p + p collisions, increasing the inte-
grated luminosity by 5.2 and 60 pb−1 respectively.
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FIG. 5. (a) Differential cross section of π 0 in p + p collisions
at

√
s = 200 GeV. The data are compared with the indicated pQCD

calculations. (b) The ratio of the data points to the NLO calculation
with BKK and a scale of μ = pT .

With the increase in the data sample, the precision of the
measurement was improved and extended to higher pT . Be-
cause the detector configurations and the ERT trigger settings
were different for the 2008 and 2015 data sets, the π0 spectra
were measured separately. The results were combined with
those from 2005.

The new and published measurements were made with
the PHENIX EMCal using the same analysis strategy, and
thus the π0 yield determinations have largely, but not com-
pletely, correlated systematic uncertainties. To combine the
three data sets, the correlations between individual systematic
uncertainties were studied and accounted for using the BLUE
method [43]. In addition to the uncertainties due to the π0

reconstruction, there is an overall normalization uncertainty of
9.7% [36] that accounts for the limited accuracy with which
the p + p MB trigger efficiency (see Table II) is known. This
uncertainty is common to all p + p measurements.

Figure 5 compares the combined π0 pT spectrum from p +
p collisions (2005, 2008, 2015) to the earlier published result.
The combined result is in excellent agreement with data taken
in 2005, but has significantly improved statistics and extends
the pT range up to 25 GeV/c. The systematic uncertainties are
slightly reduced with respect to those of the 2005 data alone.

Also shown in Fig. 5 are next-to-leading-order (NLO)
perturbative-quantum-chromodynamics (pQCD) calculations
[45] with two different fragmentation functions (BKK and
KKP) and for three different scales μ = pT /2, pT , and 2pT .
For the calculations, the same CT14 free proton parton distri-
bution function (PDF) was used and only the fragmentation
function in the same framework was changed. Within the
assumed range of scales, both fragmentation functions are
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FIG. 6. Invariant yield of π 0 from (a) p + Al, (b) p+ Au, (c) d + Au, and (d) 3He + Au at
√

sNN = 200 GeV. For each collision system the
yield is shown for the inelastic cross section and for different centrality selections 0–20%, 20–40%, 40–60%, and larger than 60%. For p + Al,
p+ Au, and 3He + Au an additional 0–5% centrality selection is shown, which was recorded using a dedicated high multiplicity trigger.

consistent with the data. BKK would require a scale of μ =
pT , while KKP envelopes the data between μ = pT /2 and pT

scales.

B. Small system pT spectra and nuclear-modification factor

To simplify the labeling and description of each variable,
the same notation is used for each small system. The “projec-
tile” nucleus (p, d , or 3He) is denoted by x and the “target”
nucleus (Au or Al) is indicated by A. This notation is used
in both the plots and text unless a specific system is being
discussed.

1. pT spectra

Figure 6 presents π0 pT spectra from (a) p + Al, (b)
p+ Au, (c) d + Au, and (d)3He + Au. The data are presented
as the invariant π0 yield per collision as a function of pT .
The 0–100% range corresponds to the full inelastic cross
section. The other centrality ranges correspond to 0–5%, 0–
20%, 20–40%, 40–60%, and above 60% measured percentile
of the events selected according to the multiplicity measured
in the BBC on the south side (heavy nucleus going side).
Different centrality selections are scaled by factors 1/10 for
visibility. The 0–5% centrality selection, which is available
for 3He + Au, p+ Au, and p + Al collisions, was taken with
a high multiplicity BBC trigger and has a pT range limited to
below 10 GeV/c.

2. Nuclear-modification factor

For a quantitative comparison across systems and centrality
selections the nuclear-modification factor (RxA) is used. It is
defined as

RxA = dNxA/d pT × σ inel
pp

〈Ncoll〉 × dσpp/d pT
, (1)

where dNxA/d pT is the invariant yield per x+A collisions,
dσpp/d pT is the invariant cross section in p + p collisions,
σ inel

pp = 42mb is the inelastic p + p cross section, and 〈Ncoll〉
is the average number of binary nucleon-nucleon collisions
given in Table II. The 〈Ncoll〉 is obtained by the Glauber
MC model [46] used in all PHENIX papers and the detailed
study of the model in smaller system centrality applications
was described in Ref. [29]. A nuclear-modification factor of
RxA ≈ 1 at high pT indicates that π0 production through hard
scattering processes in x + A collisions is well described by
an incoherent superposition of p + p collisions.

3. RxA for inelastic collisions

The nuclear-modification factors, RxA, for inclusive π0 pro-
duction from inelastic p + Al, p+ Au, d + Au, and 3He + Au
collisions are shown in Fig. 7. They are calculated using the
p + p reference from the combined 2005, 2008, and 2015
data. The correlations of the systematic uncertainties on the
π0 reconstruction for different data sets are taken into account
using the BLUE method. The overall normalization uncertain-
ties on p + p and on Ncoll are shown separately at the lowest
and highest pT , respectively.

Each data set exhibits the characteristic pT dependence of
the Cronin effect, an initial rise from below unity to a peak
around pT of 4 GeV/c, followed by a drop and a leveling off
at high pT . The constant value at high pT is independent of the
collision system at a value of RxA ≈ 0.9, which is consistent
with unity within the systematic uncertainties on the scale and
Ncoll. The fact that RxA at high pT is consistent with unity and
that there is no system size dependence suggests that there is
little to no modification of the hard scattering component in
small systems.

To investigate any possible system size dependence of the
modification at lower pT , the ratio of the maximum of RxA di-
vided by the integral taken above 10 GeV/c. This corresponds
to the height of the peak in RxA assuming that RxA at high
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FIG. 7. Nuclear-modification factors from inelastic (a) p + Al, (b) p+ Au, (c) d + Au, and (d) 3He + Au collisions at
√

sNN = 200 GeV.
The error bars represent the statistical uncertainties, while the boxes represent the systematic uncertainties. The high-pT box in each panel is
the Ncoll uncertainty from the Glauber model, while the low-pT box represents the overall normalization uncertainty from p + p collisions.

pT is indeed unity. In these ratios the systematic uncertain-
ties largely cancel. The values are 1.06 ± 0.09, 1.25 ± 0.11,
1.17 ± 0.10, and 1.17 ± 0.12 for p + Al, p+ Au, d + Au, and
3He + Au, respectively. The value is smallest in p + Al colli-
sions and most pronounced in p+ Au collisions. In addition,
the maximum in RxA moves toward higher pT with increasing
system size from 3.25 GeV/c in p + Al to 4.25 GeV/c in
p+ Au and d + Au to 5.25 GeV/c in 3He + Au.

The values are approximately the same as the peak heights
calculated in fixed target p + A experiments [47] and as orig-
inally predicted for RHIC energies [11,14,15]. However, the
systematic trend with system size does not follow the depen-
dence observed at fixed target energies [8],

dσxA

d pT
= (xA)n(pT ) × dσpp

d pT
, (2)

with a common exponent n(pT ) for a given
√

s. Here, xA
stands for the product of the number of nucleons in the small
and large ions. Equation (2) is rewritten in terms of per event
yield by factoring out the inelastic cross sections σ inel

xA and
σ inel

pp :

dNxA

d pT
= (xA)n(pT ) × σ inel

pp

σ inel
xA

×dNpp

d pT
. (3)

In the case of no nuclear modification for hard scattering
processes, the per event yields in x + A and p + p collisions
are related through the number of binary nucleon-nucleon
collisions Ncoll. In this case, the exponent n(pT ) = 1 and Ncoll

is

〈Ncoll〉 = xA × σ inel
pp

σ inel
xA

. (4)

This identity can be used to relate the nuclear-modification
factor, RxA, and the exponent n(pT ):

n(pT ) = 1 + log(RxA)

log(xA)
. (5)

The exponent n(pT ) is calculated from the ratio of
RpAu/RpAl and RHeAu/RpAu. The uncertainties due to the p + p
cross section cancel in the ratios; so do most of the uncer-
tainties on the Ncoll calculation. The results are shown in
Fig. 8. The data show that there is no universal n(pT ) at

√
sNN = 200 GeV below 8–10 GeV/c. At higher pT , the com-

mon n(pT ) underlines the similarity of RxA for all collision
systems.

4. RxA centrality dependence

In Fig. 9, RxA is shown for the different centrality selections
from different collision systems. The scale uncertainty from
the p + p reference and, to a large extent, the scale uncertainty
due to Ncoll only influences the scale of RxA, but not the relative
differences between systems. The comparison reveals clear
systematic trends of RxA with centrality and system size.

For pT > 8 GeV/c, the RxA values remain constant at sim-
ilar values for the same centrality selection from different
collision systems. However, the plateau value varies with
centrality. RxA is below unity in the more central collisions,
consistent with unity in the 20–40% bin, and above or con-
sistent with unity in the peripheral collisions. In the lower
pT range, the 0–5% and 0–20% selections exhibit a clear
Cronin peak structure, similar to the 0–100% case, but more
pronounced. The height of the peak is largest for p+ Au. The
height of the peak is system size dependent and decreases
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FIG. 8. Exponent according to Eq. (5) as a function of transverse
momenta extracted from p+ Au/p + Al and 3He + Au/p+ Au col-
lision systems. The uncertainties from the Ncoll calculations and from
the overall normalization of p + p cancel in these ratios.
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FIG. 9. Nuclear-modification factors in p + Al, p+ Au, d + Au, and 3He + Au in 0–100% and the five indicated centrality bins and
for inelastic collisions at

√
sNN = 200 GeV. The error bars represent the statistical uncertainties, while the boxes represent the systematic

uncertainties. The high-pT boxes are the uncertainties of the Ncoll collisions from the Glauber model, while the low-pT box represents the
overall normalization uncertainty from p + p collisions.

from p+ Au, to d + Au, to 3He + Au, i.e., with increasing
size of the projectile nucleus. The peak is smaller for p + Al
than for p+ Au, so it also seems to decrease with decreasing
size of the target nucleus. In contrast, in peripheral collisions
all systems follow a common trend. Though there is a gradual

change between central and semiperipheral collisions, it is not
consistent between systems.

To better understand the trends, the average nuclear-
modification factor 〈RxA〉 is calculated for two distinct pT

regions, above 8 GeV/c to represent the high pT region and

064902-13



U. A. ACHARYA et al. PHYSICAL REVIEW C 105, 064902 (2022)

FIG. 10. Average RxA vs the number of collisions for (a) the
region around the RxA peak [4 < pT < 6 GeV/c] and (b) the high-pT

region [pT > 8 GeV/c]. [(c), (d)] Average RxA vs the number of
collisions per projectile participant for the same two pT ranges. The
statistical (error bars) and systematic (boxes) uncertainties are indi-
cated. The tilted error bars represent the anticorrelated uncertainty
on the y and x axes due to the Ncoll calculations. The bar around
unity at the highest pT shown represents the overall normalization
uncertainty from p + p collisions.

from 4 < pT < 6 GeV/c to capture the peak of RxA. These
〈RxA〉 are studied as function of Ncoll and Ncoll/Nproj shown
in Table II. Hard scattering processes are expected to scale
with Ncoll, and thus Ncoll is a natural choice. If the nucleons in
the projectile interact independently with the target nucleus,
nuclear modifications should not depend on Ncoll, but rather
Ncoll/Nproj. Note that Ncoll and Npart are highly correlated and
follow a common trend. In peripheral collisions, nucleons in
the projectile are generally striking unique nucleons in the tar-
get and Npart = Ncoll + 1 up to an Ncoll value of ≈14. For Ncoll

>14, Npart increases slightly slower with Ncoll as nucleons start
to participate in multiple interactions. Consequently, common
trends of a nuclear modification with Ncoll will also present
themselves with respect to Npart. The 〈RxA〉 is calculated as
follows:

〈RxA〉 =
∫ dNxA

d pT
d pT

Ncoll
∫ dNpp

d pT
d pT

. (6)

Figure 10 shows 〈RxA〉 for the two pT regions for all
measured centrality selections from all collision systems. In
Figs. 10(a) and 10(b) 〈RxA〉 is plotted as function of Ncoll and
in Figs. 10(c) and 10(d) as function of Ncoll per number of
participating nucleons in the projectile Nproj.

Figure 10(a) shows 〈RxA〉 as function of Ncoll for the lower
pT range from 4 to 6 GeV/c, covering the peak in RxA for all
systems. The 〈RxA〉 is remarkably close to binary scaling, with

deviations that are visibly smaller than those observed at high
pT [see Fig. 10(b)]. Another notable difference compared to
the high-pT range is that all systems show similar deviations
from binary scaling at the same Ncoll. In contrast, the systems
involving a Au target nucleus do not show a common trend
with Ncoll/Nproj [see Fig. 10(c)]. These observations are quali-
tatively the same for any pT window between 1 and 6 GeV/c,
which suggests that the mechanism underlying the nuclear
modification is different at high and low pT with a transition
in the 5 to 7 GeV/c range.

Figure 10(b) shows that for pT above 8 GeV/c the 〈RxA〉
exhibits no common trend as function of Ncoll. The 〈RxA〉 is
below Ncoll scaling for central classes and above for periph-
eral classes for all collision systems. The situation changes
when looking 〈RxA〉 versus Ncoll/Nproj [see Fig. 10(d)]. The
collision systems involving Au as a target nucleus (p+ Au,
d + Au, and 3He + Au) follow a common trend. For Al as
a target nucleus, a distinctly different trend is observed. The
modifications to binary scaling or 〈RxA〉 remain approximately
the same for similar p+ Au and p + Al centrality classes, but
occur at different Ncoll/Nproj. The same trends are observed
for any choice of pT threshold above 7 up to 15 GeV/c,
above which the statistical precision is limited. There are two
model-independent conclusions that can be derived from the
observations: (i) The underlying mechanism for the nuclear
modification does not depend on the projectile nucleus and
(ii) the nuclear modification is not driven by the thickness of
the nuclear matter traversed by the projectile.

5. Model comparison and discussion

The PDF of a nucleon is modified if the nucleon is within a
nucleus and the modifications increase with increasing num-
ber of nucleons in the nucleus. Similarly to the free proton
PDFs themselves, the nuclear parton distribution functions
(nPDFs) are determined empirically by fitting a large variety
of experimental data. Here three different nPDFs are consid-
ered: nNNPDFv1.0 [48], EPPS16 [49], and nCTEQ15 [50].
For consistency, the same framework was used in all calcula-
tions with the same fragmentation function [51].

Figure 11 compares the measured nuclear-modification
factors for inclusive p + Al, p+ Au, d + Au, and 3He + Au
collisions to the predictions using the three different nPDFs
mentioned above. The central value of the predictions is rep-
resented by a line and the uncertainties from fitting the nPDF
to data are given as shaded area. Due to their large uncertain-
ties, all three nPDFs give RxA predictions consistent with the
data. However, looking at the central values, the predictions
are in tension with the trends of the data. For example, for
the nNNPDF case an enhancement is observed from 4 to
above 20 GeV/c for all systems, with a maximum near 8
GeV/c, clearly not consistent with data. Looking at individual
collision systems, EPPS16- and nCTEQ15-based calculations
qualitatively, but not quantitatively, capture the general trends.
The tension is most clearly visible when comparing the system
size dependence. Each nPDF calculation predicts an ordering
of the enhancement of RxA in their respective peak region:
3He + Au > d + Au > p+ Au > p + Al, which is signifi-
cant as the systematic uncertainties on the nPDFs within
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FIG. 11. RxA for inelastic collisions compared to three different
nuclear PDF calculations and their uncertainties. The data points
include the statistical and systematic uncertainties. The left box
around unity represents the overall normalization uncertainty on the
p + p collisions and the right box represents the uncertainty from the
calculated Ncoll.

one approach are highly correlated between systems. The
predicted ordering in the lower pT (2–10 GeV/c) region,
depending on the model, results from the modification in-
creasing both with the target size and with the projectile size.
In contrast, the data show the reverse ordering 3He + Au <

d + Au < p+ Au with decreasing projectile size in the peak
region.

For the same reasons that led to predictions of increasing
modification at lower pT , at high pT , the models predict an
ordering of RxA with projectile and target size: 3He + Au <

d + Au < p+ Au < p + Al. In contrast, the data show a
larger suppression than any of the models, and it is essentially
independent of the collision system. However, given the sys-
tematic uncertainties on the RxA scale, the nPDF predictions
are consistent with the data at high pT . The different trends,
in particular at low pT , of the nPDF calculations compared to
the data suggest that there must be additional physics driving
the nuclear modification beyond the nPDFs.

The data show that at high pT π0 yields from small systems
are suppressed relative to p + p in central event selections,
while they are enhanced for peripheral selections. Further-
more, for p+ Au, d + Au, and 3He + Au, the 〈RxA〉 values
for pT > 8 GeV/c are consistent with a superposition of in-
dependent collisions of the projectile nucleons. At the same
time, p+ Au and p + Al show nearly the same 〈RxA〉 in the
same centrality bin selection. These observations contradict
any scenarios where parton energy loss would be responsible
for the modification, which would necessarily result in an
ordering of RxA values as 3He + Au < d + Au < p+ Au <

FIG. 12. (a) The 〈RxA〉 above pT = 8 GeV/c as a function
Ncoll/Nproj with predictions from Ref. [52] for the consequences of
high-x nucleon size fluctuations. (b) The RxA as a function of pT for
(b) most-central and (c) most-peripheral collisions.

p + Al � 1 for the system dependence, with the suppression
for each system being largest for central and RxA ≈ 1 for
peripheral collisions.

Models that invoke nucleon size variations have been pro-
posed to explain the suppression and/or enhancement pattern
seen in the data [33,34]. These models assume that nucleons
with high-x partons have a more compact color configuration
and thus will produce on average less binary collisions and
target participants at the same impact parameter as nucleons
without high-x partons. As a consequence, events with a high
pT π0 would typically be biased toward smaller multiplic-
ity of the overall event, leading to an apparent enhancement
in peripheral event selections and a suppression in central
events. The calculations from Ref. [52], which predicted
jet RxA for p+ Au and 3He + Au based on a comparison
to d + Au data,1 are compared to π0 〈RxA〉 above a pT of
8 GeV/c [see Fig. 12(a)]. The observed centrality dependence

1Note that jet RxA presented in Ref. [52] was converted to π 0 RxA

assuming pT (π 0) = 0.7 pT
jet = 0.7 × 100 GeV × xp and 〈RxA〉 ≈

RxA(pT ). This procedure was discussed with the authors.
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is quite consistent with the data. It can be expected that in this
model the same event selection bias would occur in p + Al
collisions.

Although this model plausibly describes the d + Au and
3He + Au data, it particularly misses the p+ Au. Addition-
ally, it is important to note that this model predicts an ordering
of RxA with system size and centrality at higher pT . Figure 12
clearly shows that for (b) central collisions the predicted RxA

values follow 3He + Au > d + Au > p+ Au and for (c) pe-
ripheral collisions the ordering is reversed. In contrast, such
an ordering is not supported by the data.

In Ref. [35], the bias of the event selection by centrality
occurs because soft particle production away from the hard
scattering process is suppressed, caused by the depletion of
energy available in the projectile after the hard scattering
process. The RxA calculated for d + Au with this model was
consistent with preliminary [35] and final d + Au data within
systematic uncertainties. It would be interesting to see these
calculations expanded to the full variety of available data from
small systems.

In recent years, particle spectra from p + p collisions at the
LHC have been interpreted in the context of hydrodynamic
models and the presence of strong radial flow [53–56], but
no predictions exist for small systems at RHIC energies that
could be compared to the data. If the large anisotropies of
particle production seen at RHIC in p+ Au, d + Au, and
3He + Au are indeed related to hydrodynamic expansion of
the collision volume, as suggested in Ref. [27], then the same
systems must also exhibit radial flow because the anisotropy
would be a geometry driven modulation of radial flow. The
effects of radial flow are typically most prominent at pT below
a few GeV/c, where soft particle production mechanisms
dominate. In the presence of radial flow, the π0 yield would
be shifted toward higher momentum by the velocity field.
Accordingly, when comparing the shape of the π0 momentum
spectra from x + A to that from p + p, a depletion of the
yield at the lowest pT is expected, while at higher pT the
yield would be enhanced with a transition near the π0 mass.
Because the pT range of the π0 data starts at 1 GeV/c, only
the region where an enhancement would be expected can be
studied here.

To look for possible indications of radial flow, the inte-
grated yields are calculated for two pT ranges, 1–2 and 2–3
GeV/c, for all systems and event selections. The results are
plotted in Fig. 13 as functions of the charged particle multi-
plicity density dNch/dη at midrapidity for the corresponding
system and event selection. Also shown on each panel are
two lines indicating integrated yields linearly increasing with
dNch/dη. The lower line is anchored to the p + p point fol-
lowing a trend of unchanged shape of the spectra, and the
upper line matches the yield for the 0–20% 3He + Au se-
lection. While the peripheral p + Al events follow the p + p
trend, all other selections show higher integrated yields com-
pared to the p + p trend. Above dNch/dη ≈ 10, the data tend
to be proportional to dNch/dη again but at a much higher level.

The observed trend is qualitatively consistent with the
presence of radial flow in small systems. Interestingly, the
surprisingly rapid transition over the dNch/dη range from ≈3
to 10 is similar to recent observations of low-pT direct pho-
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FIG. 13. Integrated yields for (a) 1–2 and (b) 2–3 GeV/c as a
function of charged particle multiplicity density at midrapidity. The
lines are explained in the text.

ton emission [57] and strangeness production [58]. Both also
indicate a transition from p + p-like emission to a significant
enhancement at similar event multiplicities. Furthermore, the
presence of radial flow could naturally explain the much larger
observed Cronin effect for protons from small systems [8],
which so far has eluded a quantitative understanding. How-
ever, before drawing firm conclusions, more investigations are
necessary. These should include the study of heavier hadrons,
such as kaons and protons.

VII. SUMMARY

In summary, this paper presents measurements of the in-
variant cross section of neutral pion production from p + p
collisions and invariant yields from p + Al, p+ Au, d + Au,
and 3He + Au at

√
sNN = 200 GeV. For p + p the results

extend the measured range up to pT ≈ 25 GeV/c and im-
prove statistical and systematic uncertainties compared to the
previous measurement. NLO pQCD calculations are found
to be consistent with the data as previously reported. For
p + Al, p+ Au, d + Au, and 3He + Au collisions at

√
sNN =

064902-16
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200 GeV, π0 pT spectra from inelastic collisions and from
centrality selected event samples were measured, including a
sample of the 0–5% most central events for p + Al, p+ Au,
and 3He + Au, which was recorded with a dedicated high
multiplicity trigger.

At high transverse momentum (pT > 8 GeV/c), where
hard scattering processes are the dominant production mecha-
nism, the nuclear modification factors for all collision systems
are found to be nearly constant. For the same event selection in
percent centrality, different collision systems exhibit a value
of RxA that is compatible within uncertainties. For the full
inelastic cross section, RxA is consistent with unity, pointing
toward little or no nuclear modification of hard scattering
processes in small systems. For the most central events, it
is observed that RxA is significantly below unity. However,
RxA increases monotonically with decreasing centrality and
exceeds unity for peripheral collisions. For Au target nuclei,
the 〈RxA〉 above pT of 8 GeV/c shows a common trend with
Ncoll/Nproj. This indicates that, for hard scattering processes,
the nucleons in the small projectile nucleus interact mostly
independently with the Au target. For p + Al collisions, 〈RxA〉
does not follow the same trend. At the same event centrality,
the p + Al 〈RxA〉 is the same as for p+ Au, which suggests
that the mechanism that causes the change of RxA with cen-
trality does not depend on the target nucleus.

These observations disfavor scenarios where energy loss is
a significant contributor to the nuclear modification of high-
pT particle production in small systems. The counterintuitive
centrality dependence is likely linked to a mismatch of the
centrality selection of events using charged particle multiplic-
ity and mapping them to a number of binary collisions using
the standard Glauber model. In this picture, events with a high
pT π0 are biased toward smaller underlying event multiplic-
ity. This might be due to physical fluctuations of the proton
size or simply due to energy conservation if high pT jets are
present.

For lower pT , RxA for all systems initially increases with
pT and reaches a peak near 4–6 GeV/c for central and semi-
central collisions. For peripheral collisions, RxA levels off to
a constant at approximately the same high pT value for all
systems. For inelastic collisions and more central collisions,
RxA resembles what has been referred to as the Cronin effect in
fixed target experiments—a rise, followed by a peak, followed
by a plateau. However, unlike at lower energies, p + p and x +
A π0 cross sections are not related by a power (xA)n(pT ) with
a common n(pT ). Furthermore, the peak height value around
4–6 GeV/c shows a clear system size dependence p+ Au >

d + Au > 3He + Au > p + Al, where the RxA peak height
value is well above unity for p+ Au and drops to close to
unity for p + Al collisions.

While the shape of RxA roughly resembles what is expected
from the nuclear modification of PDFs, the observed system
size dependence of the peak height of RxA shows exactly the
reverse ordering of what was predicted by nPDF calculations.
Therefore it is likely that nPDFs alone are insufficient to
explain the nuclear modifications in small systems.

In the same pT region, 〈RxA〉 was used to study the de-
pendence on centrality. For all systems, 〈RxA〉 in the range
4–6 GeV/c follows a common trend with Ncoll. At high pT ,
〈RxA〉 scales with Ncoll/Nproj for Au target nuclei, while at
lower pT , d + Au and 3He + Au are not a superposition of
p+ Au-like collisions. Consequently, different mechanisms
must contribute to the nuclear modification at high and low
pT . For high pT , the apparent centrality dependence is likely
due to a bias in the event selection. At lower pT , final state
effects related to the presence of interacting hadrons may be at
play. If a QGP droplet is indeed produced during the collision,
radial flow may be one possible mechanism to explain this
trend, although further investigation is needed that is outside
the scope of this paper.
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