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A method for measuring wetting and swelling of bentonite using 
X-ray imaging 

Tero Harjupatana *, Arttu Miettinen , Markku Kataja 
Department of Physics, University of Jyväskylä, P.O. Box 35 (YFL), FI-40014, Finland   
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A B S T R A C T   

A non-invasive method based on X-ray imaging for measuring deformation and water transport in wetting and 
swelling bentonite samples is introduced. Sequential X-ray images taken of the samples were used to calculate 
the attenuation coefficient and deformation. These results, together with careful calibration, allowed finding the 
dry density and water content distributions and their temporal evolution in the wetting and swelling samples. A 
specific correction technique, based on regularly taking reference X-ray images of aluminum plates of varying 
thickness, was developed and used to take into account X-ray beam instabilities and thus to improve the accuracy 
of density analysis. Large deformation, present in the experiments, was measured with an improved version of a 
block-matching algorithm. The X-ray imaging method was used here to measure the axial swelling of compacted 
MX-80 bentonite samples in a tube when in contact with saline solution (0.1 M NaCl). This setup mimics a 
scenario where bentonite, planned to be used as a buffer material in a nuclear waste repository placed deep in the 
bedrock, swells into a rock fracture filled by groundwater. The method yielded potentially valuable data on 
hydro-mechanical behavior of bentonite, which may be used in developing and validating material models to be 
used in safety assessment of nuclear waste repository concepts.   

1. Introduction 

Transport of liquids in porous materials is of great interest in many 
areas, e.g., in biology, soil sciences and construction technology. Non- 
destructive methods based, e.g., on electromagnetic and neutron radi
ation, and on nuclear magnetic resonance imaging have been used to 
monitor liquid transport in related applications (Zhou et al., 2014; Jung 
et al., 2012; Shafizadeh et al., 2015; Terskikh et al., 2005). Most 
methods are, however, restricted to cases where the deformation of the 
solid matrix can be neglected. Yet, many materials swell or shrink 
notably with variations of liquid content. Simultaneous monitoring of 
both solid and liquid content would therefore be useful, e.g., in devel
oping and validating hydro-mechanical material models. To this end, 
the authors previously introduced a method based on X-ray tomography 
for measuring deformation and water transport in bentonite samples 
wetted in a constant volume (Harjupatana et al., 2015). The technique 
was later successfully applied to measure wetting and swelling of a 
wood-fibre reinforced composite material (polylactic acid and birch 
pulp) (Miettinen et al., 2016). In both studies, a simple block-matching 
algorithm was adequate to measure small deformation. The water 

transport and deformation were also relatively slow (experiment dura
tion 1–20 weeks) compared to the scan duration (1–4 h), and thus the 
time resolution was sufficient. X-ray tube based microtomography de
vices, as used here, produce high-resolution 3D images but have quite 
long scan times (typically from several minutes to tens of hours) 
depending on sample type, sample size and desired image quality. Those 
devices are thus suitable to monitor relatively slow processes only. 

Bentonite is a clay material with high montmorillonite content, and 
it swells strongly in the presence of water. Due to its swelling ability and 
low permeability for water, a bentonite layer is often used as a 
groundwater seal on various waste sites and ponds (Koch, 2002). 
Bentonite is also suggested to be used as a buffer material between the 
waste canisters and the bedrock in nuclear waste disposal concepts in 
many countries, e.g., in Finland (Juvankoski, 2013), Sweden (Börjesson 
et al., 2010) and Switzerland (Nagra, 2009). There, a particular risk is 
the possible erosion of bentonite through groundwater filled macro
scopic fractures in the bedrock, which may expose the waste canisters to 
groundwater (Neretnieks et al., 2009; Reid et al., 2015). 

The main goal of this work was to develop a method applicable for 
producing experimental data to support modeling the behavior of the 
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bentonite buffer in a scenario where erosion might take place. To 
reproduce the wetting and swelling of the bentonite buffer emplaced in a 
repository tunnel, the actual fracture in a rock was simulated by a 
simplified tube geometry. Part of the vertical sample holder tube was 
filled with compacted bentonite and exposed to saline solution, leading 
to approximately one-dimensional axial transport of water and swelling 
of bentonite. Instead of X-ray tomography, the resulting fast swelling 
was monitored using X-ray imaging, which allows to study much faster 
processes, but is limited to simpler sample geometries. A substantial 
improvement, a correction technique that takes into account angular 
and temporal instabilities of the X-ray beam was developed and used to 
increase the accuracy of density analysis. Furthermore, the block- 

matching algorithm used to find the displacement field of the solid 
material was improved to account for large deformations. The X-ray 
imaging method was applied here to 16 bentonite swelling experiments, 
where the initial dry density and the initial water content of the samples 
were varied. 

2. Materials 

The sample material was Wyoming type bentonite under the brand 
name MX-80. The grain size distribution of this granular material was 
measured using a sieve analysis (Table 1). The largest particles were 
around 1 mm in diameter while the mass average diameter of grains was 
around 0.4 mm. Mineralogical properties of MX-80 bentonite are given 
in Table 2. MX-80 has a high montmorillonite content (81%), while 
silica minerals quartz and its polymorphs tridymite and cristobalite 
make up 8% of the total mass, and the rest consist of different accessory 
minerals. The cation exchange capacity values and the structural for
mula for montmorillonite show that sodium is the dominant cation. 
Wyoming bentonites, such as MX-80, are known as high-grade sodium 
bentonites having high swelling capacity. 

Bentonite powder and samples were wetted with saline solution (0.1 
M NaCl), which approximated the sodium concentration (0.115 M Na+, 
dominant cation) in the current groundwater at the depth (465 m) of 
nuclear waste repository at Olkiluoto, Finland (Hellä et al., 2014), but 
neglected other cations and components (in particular 0.033 M Ca2+). 

3. Experimental setup and procedure 

3.1. Sample holder and samples 

The sample holder consisted of a vertical aluminum tube of inner 
diameter 10 mm, wall thickness 1 mm, and height 95 mm, attached to a 
mounting plate (Fig. 1). A proper amount of preconditioned (see below) 
MX-80 bentonite powder was placed in the sample holder tube and 
compacted to form a sample of height 20 mm. The bottom end of the 
sample was firmly against a porous sintered glass filter disc (pore 
diameter 10–16 μm), which allowed pore air to be released from the 
sample. Compacting the samples directly into the tube eliminated gaps 
between the sample and the tube, which could have acted as water 

Table 1 
Result of sieve analysis for MX-80 bentonite. The mean and standard 
deviation (SD) were calculated from three repetitions.  

Sieve size [mm] Mass passed [%] (mean ± SD) 

2.000 99.9 ± 0.1 
1.000 98.9 ± 0.2 
0.500 66.5 ± 1.5 
0.250 34.4 ± 1.6 
0.125 16.0 ± 1.0 
0.100 11.9 ± 0.8 
0.050 3.2 ± 0.2  

Table 2 
Mineralogical properties for MX-80 bentonite (Karnland et al., 2006; Karnland, 
2010).  

Mineral composition (Wt%) Montmorillonite (81.4%), Tridymite (3.8%), 
Plagioclase (3.5%), Muscovite (3.4%), Quartz (3.0%), 
Cristobalite (0.9%), Gypsum (0.9%), Illite (0.8%), 
Pyrite (0.6%), Lepidocrocite (0.5%), Hematite 
(0.4%), Anatase (0.2%), Calcite (0.2%), Magnetite 
(0.2%), Goethite (0.1%), Microcline (0.1%) 

Cation exchange capacity 0.75 eq/kg 
Exchangeable cations Na+ (0.55 eq/kg), Ca2+ (0.13 eq/kg), Mg2+ (0.05 eq/ 

kg), K+ (0.01 eq/kg) 
Structural formula for 

montmorillonite 
Na0.46 Ca0.05 Mg0.02 K0.01 (Si7.94 Al0.06). (Al3.10 Ti0.01 

Fe0.37
3+ Mg0.50) O20 (OH)4 

Grain density 2.75–2.78 g/cm3  

Fig. 1. Photo (left), schematic cross-sectional view (middle) and X-ray image (right) of sample holder.  
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transport channels. A freely-moving guide block (m = 1.5 g), consisting 
of a porous filter disc (similar to the bottom one), a steel washer and a 
short piece of aluminum tube, was placed on the top of the sample. The 
guide block ensured that the top surface of the sample remained flat and 
well defined during the swelling process. An aluminum step wedge with 
3 mm and 8 mm thick steps, and a serrated aluminum plate were 
installed alongside the tube to facilitate beam hardening correction and 
image stitching procedures, respectively (see sections 4.1 and 4.2). 

Eight different combinations of initial dry density values 1.40 g/cm3, 
1.65 g/cm3 and 1.80 g/cm3 and water content values 12%, 17% and 
24% were examined with two repetitions for each possible case (1.80 g/ 
cm3 and 24% is unfeasible, see Eq. 19). Here, the water content is 
defined as w = mw/mb = ρw/ρb, where mw and mb are the masses of water 
and bentonite in volume V, and ρw = mw/V and ρb = mb/V are the partial 
densities of water and bentonite. The partial density of bentonite is also 
called ‘dry density’. The initial water content of the powder was about 
12% in storage conditions, measured by oven drying at 105 ◦C. The two 
higher initial water content values were achieved by spraying the 
bentonite powder with saline solution (0.1 M NaCl) and mixing thor
oughly. A small amount of iron particles of diameter around 100 μm 
(1.5% by weight) were mixed with the powder to act as tracer particles 
in the X-ray images so that deformation could be measured. This particle 
density and size was tested to be suitable in this work. 

3.2. X-ray imaging 

In X-ray imaging, the sample is illuminated with X-rays, and the 
partially attenuated intensity is measured by a detector array (Fig. 2). 
Typically, the detector has a scintillator plate, which converts X-rays 
into visible light. This light is then converted into a digital X-ray image 
by using an image sensor array coupled to suitable optics. Ideally, the 
grayscale values of an X-ray image are proportional to the intensity of 
the X-ray beam incident to the scintillator. The attenuation of a narrow 
monochromatic X-ray beam is described by the Beer-Lambert law 

I
I0

= exp
[

−

∫

C
μ
(

x
)

dx
]

, (1)  

where I is the attenuated intensity, I0 is the unattenuated intensity, I/I0 is 
the transmittance, μ is the linear attenuation coefficient and x is the 
position along the line (C) from the source to the detector. From here on, 
the quantities I and I0 are directly used to denote X-ray images; I is the 
dark-field corrected X-ray image and I0 is the dark-field corrected 
background image (i.e., the X-ray image taken without a sample). The 

dark-field correction is a simple subtraction I = I′ − ID, where I′ is the 
uncorrected X-ray image and ID is the dark image (i.e., the image taken 
without X-rays). 

For compounds and mixtures, the linear attenuation coefficient is 
given by the mixture rule 

μ =
∑

i
ci⋅ρi, (2)  

where ci = (μ/ρ)i and ρi are the mass attenuation coefficient and the 
partial density of each constituent, respectively (Hubbell and Seltzer, 
1995). The mass attenuation coefficient depends on the elemental 
composition of the material and on the X-ray energy, but is expected to 
be independent of density. 

The X-ray imaging was performed using a SkyScan 1172 micro
tomography scanner in X-ray imaging mode with 1000 (H) × 524 (V) 
pixels and 32 μm pixel size. This pixel size was sufficient to capture the 
100 μm iron particles, and resulted in the field of view (FOV) 32 (H) mm 
× 17 (V) mm. As there was no option to move the rotation stage side
ways (normal to source-detector line), the sample holder was attached 
non-concentrically on the rotation stage of the scanner (Fig. 2). This 
conveniently allowed to take reference X-ray images of the background 
(I0) and of the two aluminum plates in the step wedge (Ir1 and Ir2) by 
rotating the stage by 180◦. The rotation angle was set to 0◦ when the 
sample was imaged and to 180◦ when the reference images were taken. 
This procedure halved the usable FOV of a single image to 16 (H) mm ×
17 (V) mm. The FOV was, however, extended in the vertical direction to 
16 (H) mm × 65 (V) mm by stitching five images taken from different 
vertical positions with 12 mm spacing. Here, the rotation stage was 
moved in the vertical direction while the X-ray source and the detector 
were in fixed positions. The X-ray tube was operated with an accelera
tion voltage of 100 kV and a current of 80 μA. The low energy part of the 
X-ray spectrum was attenuated using a built-in filter plate with 0.5 mm 
aluminum and 0.04 mm copper layers. The exposure time for a single X- 
ray image was 1106 ms, but the average of 10 images was used to 
improve the signal-to-noise ratio. The total image acquisition time, 
including the time needed for the reference images and sample move
ments, was approximately 4 min for the extended FOV. Each X-ray 
image taken was automatically dark-field corrected by the scanner. The 
pixel values of the dark images were very small (〈ID/I0〉 ≈ 0.2%) and 
stable during the experiments. A new dark image was taken before each 
experiment. 

3.3. Measurement procedure 

After sample preparation, the sample holder was attached to the 
rotation stage of the scanner, and a water hose, pulled into the scanner 
through a cable lead-in, was put into the sample holder tube (Fig. 1). The 
open top end of the tube was sealed with aluminum foil to prevent the 
evaporation of water. The X-ray source was turned on and let to stabilize 
about 1 h. Thereafter, a five-stage X-ray image acquisition process was 
started (Table 3). The first X-ray image was taken of the unwetted 
sample (stage 0). The wetting was then initiated by injecting water into 
the upper part of the sample holder tube. The wetting and swelling 

X-ray 
source

Sample holder

Rotation stage Detector
(Scintillator +
Detector array)

Sample

Step wedge

Rotation axis

X-ray 
filter

FOV
in
use

Fig. 2. Schematic top view of X-ray imaging setup (not to scale). The generated 
X-rays traversed through a sample and were detected with a scintillator plate 
and a detector array. An X-ray filter (exceptionally located on the detector side 
here) was used to cut the lower part of the energy spectrum. The sample holder 
was attached non-concentrically on the rotation stage, and a half of the FOV 
was in use (shaded pixel columns). This allowed to take the necessary reference 
images by rotating the stage by 180◦. 

Table 3 
Five-stage X-ray image acquisition process.  

Stage Number of 
images 

Time interval 
between images 

Total 
time 

Description 

0 1 – – Initial state, 
unwetted sample 

1 29 20 s 10 min Fast initial swelling 
2 30 4 min 2 h Transitional swelling 
3 279 20 min 95 h Slow late stage 

swelling 
4 1 – – Final state, frozen 

sample  
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process was monitored for about four days using three different imaging 
procedures (stages 1–3), where the time interval between the images 
was increased at each stage as the swelling slowed down. In stage 1, the 
fast initial swelling was captured by using the single image FOV at only 
one vertical position covering the upper end of the sample. Also omitting 
the reference images reduced the time interval between X-ray images to 
20 s in this stage. The X-ray images from the other positions, assumed 
not to be affected by the wetting, were copied from stage 0 and used to 
construct the extended FOV image of the entire sample. The reference 
images for stage 1 were interpolated from those taken in stages 0 and 2. 
At the end of the experiment, the sample holder was detached and 
dipped into liquid nitrogen, thereby freezing the sample thoroughly. The 
sample holder was reattached into the scanner and an X-ray image of the 
frozen sample was taken (stage 4). The sample holder was again de
tached and the tube and the sample were cut into 4–6 slices of thickness 
6.8 mm (the number of slices depended on the final height of the sam
ple). The freezing ensured that the sample, especially the soft upper part, 
was solid and thus it could be properly handled and sliced. The masses of 
bentonite and water in the slices were determined gravimetrically by 
oven drying at 105 ◦C at least 14 h. As the dimensions of the slices were 
also measured, the average partial densities of bentonite and water in 
the slices could be calculated. These data were used to validate the 
method and estimate the overall error of the results (see section 5). 

4. Image processing and data analysis 

4.1. Local beam hardening correction 

Beam hardening is an artifact related to the use of a polychromatic X- 
ray source such as an X-ray tube. When X-rays traverse through a ma
terial, the average energy of the beam increases as the lower energy X- 
ray photons are attenuated more efficiently than the higher energy ones. 
In this case, the effective linear attenuation coefficient depends on ma
terial thickness and the Beer-Lambert law (Eq. 1) is not accurate. Cor
recting for beam hardening is usually not necessary in conventional X- 
ray imaging, e.g., when density differences are inspected qualitatively. 
However, in X-ray tomography the beam hardening correction (BHC) is 
a standard procedure. A widely used phenomenologically justified 
method is to use a quadratic correction of the form (Herman, 1979; 
Hsieh et al., 2000; Zou et al., 2011) 

ln
(

I
I0

)

c
= A1⋅ln

(
I
I0

)

m
+A2⋅ln2

(
I
I0

)

m
, (3)  

where the subscripts c and m denote the corrected and measured 
transmittances, respectively. Typically, the value of the coefficient A1 is 
set to 1, and the operator visually finds a value for the coefficient A2 such 
that the effect of the beam hardening (the cupping artifact) appears 
minimized in the reconstructed images. 

The energy spectrum of the conical X-ray beam produced by an X-ray 
tube may include small spatial and temporal variations caused, e.g., by 
the anode heel effect (Bushberg et al., 2002) and by instabilities in the X- 
ray focal spot (Zhou et al., 2016). Some variations may also be caused by 
the detector. In the standard BHC these small variations are neglected 
and the same value of coefficient A2 is used to correct all the pixels in a 
set of X-ray images that may be acquired over a prolonged time. The 
present method is sensitive to these variations as it utilizes X-ray images 
to measure small density differences in swelling and wetting bentonite 
samples. Thus, a specific correction procedure, called here a local beam 
hardening correction (LBHC), was developed to simultaneously correct 
the effect of beam hardening and its variations. A similar method was 
recently introduced also by Gustschin et al. (2019) to improve image 
quality in X-ray tomography. The LBHC is based on selecting a suitable 
homogeneous reference material for which the Beer-Lambert law (Eq. 1) 
can be written in a form 

ln
(

I
I0

)

c
= − μrsr, (4)  

where μr is the linear attenuation coefficient and sr is the thickness of the 
reference material. Combining Eq. 3 and 4 yields 

sr = A′

1⋅ln
(

I
I0

)

m
+A′

2⋅ln2
(

I
I0

)

m
, (5)  

where Ai
′ = − Ai/μr. This form (Eq. 5) transforms the measured trans

mittance into the equivalent thickness of the reference material. 
The effect of beam hardening is best corrected when the mass 

attenuation coefficients of the sample and reference materials have 
similar energy dependence. This is the case for materials having com
parable values of effective atomic number Zeff, which can be calculated 
for compounds using the approximate formula (Johns and Cunningham, 
1983) 

Z3.5
eff =

∑

i
fi⋅Z3.5

i , (6)  

where fi and Zi are the fraction of electrons and the atomic number of 
atom i in the compound, respectively. By using an empirically deter
mined composition of MX-80 bentonite (Table 2) and the chemical 
formula for water, Eq. 6 gives Zeff,b=12.8 and Zeff,w=7.5. Here, an 
appropriate reference material was thus found to be aluminum 
(ZAl=13). With this choice the method can be expected to be sufficiently 
accurate for bentonite, but may lead to slight overcorrection for pure 
water. 

The coefficients Ai
′ were solved locally by forming two simultaneous 

equations from Eq. 5 using the measured transmittances (Ir1/I0 and Ir2/ 
I0) and the thicknesses of the two aluminum correction plates (sr1 = 3 
mm and sr2 = 8 mm) present in the step wedge (see Figs. 1 and 2). The 
coefficients were first solved for subregions of size 10 × 10 pixels, and 
then interpolated to individual pixels. This accuracy was found suffi
cient to resolve the inhomogeneities of the X-ray source and, on the 
other hand, to provide sufficient averaging to reduce noise. Exemplar 
data and correction curves are shown in Fig. 3. The correction is in good 
agreement with the data from additional aluminum plates measured 
separately, and not used in solving the coefficients Ai

′. The error bars 
and the minimum and maximum local correction curves show the spatial 

Fig. 3. Local beam hardening correction. The solid line is the correction curve 
(Eq. 5) for the averaged data from the aluminum correction plates in the step 
wedge (solid circles). The horizontal error bars and the dashed lines illustrate 
the local variation across the FOV. The open circles show the averaged data 
from additional aluminum plates used only here to validate the correc
tion method. 
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variation of the correction across the FOV. 

4.2. Stitching, normalization and thresholding 

The image processing procedure is illustrated in Fig. 4. After 
applying the LBHC to the X-ray images taken (I), the FOV was extended 
by stitching the aluminum equivalent thickness images (sr). This was 
done by appropriately cropping the images, and joining the cropped 
images vertically together to achieve a continuous image of the entire 
sample tube. The serrated aluminum plate was used to visually verify the 
accuracy of the stitching process. The stitched images were 2D median 
filtered with a radius large enough so that the tracer particles disappear 
leaving approximate background visible (M = Median{sr}). Normalized 
images were then formed by subtracting this background from the 
stitched images (N = sr − M). The deformation of the samples was 
measured using the normalized images (see section 4.3). The normalized 
images were further thresholded to form binary mask images b = H(Nth 
− N), where H is the Heaviside step function and Nth is the threshold 
value that sets the pixels containing tracer particles to 0 and the other 
pixels to 1. The binary mask images were used to exclude the tracer 
particles from the stitched images (sr), which were used to calculate the 
attenuation coefficient (see section 4.4). 

4.3. Deformation 

The displacement uz at position z in the sample was calculated using 
a two-dimensional block-matching algorithm, applied to the normalized 
images (N). As the swelling of bentonite in the present tube geometry 
was approximately one-dimensional, the displacements were measured 
only in the axial direction (z). A rectangular reference block Bref(z), a 
subimage of m (H) × n (V) pixels centered at z, was first extracted from 
the initial state image. Blocks of similar size B(z + uz) were then 
extracted from the deformed state image at different pixel positions 
(uz=0, ± 1px, ± 2 px, …). The minimum of the mean squared difference 

MSD(uz, z) =
1

mn
∑n

i=1

∑m

j=1

[
Bij(z + uz) − Bref,ij(z)

]2 (7)  

yielded the displacement uz at location z. Subpixel accuracy was ach
ieved by fitting a quadratic polynomial to the MSD values near its 

minimum, and using the location of the minimum of the polynomial as 
the final value of displacement. 

In general, such a block-matching algorithm leads to satisfactory 
results in cases where no significant local deformation of the material 
between the compared blocks takes place, i.e., the displacement corre
sponds to pure translation. However, here the bentonite swelled locally 
many times of its original volume and resulted in low correlation be
tween the blocks extracted from the initial state image and from the 
images taken some time later. This, in turn, led to reduced accuracy in 
finding the value of displacement corresponding to the minimum of 
MSD(uz, z). Updating the entire reference image to the current image 
after each time step did not help to avoid such a problem, but resulted in 
significant cumulative error of displacement at later times. To minimize 
the total error, an optimized method was used such that the reference 
block was locally updated only whenever the correlation between the 
block from the current deformed state image and the reference block 

Fig. 4. Image processing procedure. The partly overlapping X-ray images (I), taken at various vertical positions of the sample holder tube, were first converted to 
aluminum equivalent thickness images using the reference images (I0, Ir1 and Ir2) and then stitched to form a combined aluminum equivalent thickness image of the 
sample and the tube (sr). A normalized image (N) was formed by subtracting the median filtered image (M) from the stitched image (sr). The normalized image was 
further thresholded to form a binary mask image (b). The visibility of the serrated plate in the stitched image (sr) has been enhanced in this figure. 

Fig. 5. Root-mean-square error (RMSE) of partial densities of bentonite and 
water between results and validation data as a function of block update 
parameter k (Eq. 9). Each point of the graph represents the RMSE value of 160 
data points (16 samples × 10 layers). 
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became lower than some predetermined threshold value. Here, the 
minimum value of the MSD was used as a measure of the degree of 
correlation between the blocks. For perfect correlation the value is zero 
and for fully uncorrelated blocks (〈B ⋅ Bref〉 = 〈B〉 ⋅ 〈Bref〉) the expected 
value is given by 

〈MSD〉0 =
〈(

B − Bref
)2

〉

0
=

〈
B2〉 − 2〈B〉⋅

〈
Bref

〉
+
〈

B2
ref

〉
(8) 

The reference block was updated whenever the criterion 

min(MSD). > k⋅〈MSD〉0 (9)  

was met. An optimal value for the parameter k was found by calculating 
the root-mean-square error of the partial densities of bentonite and 
water between the final result given by the method and the gravimetric 
validation data as a function of k (Fig. 5). The two curves, based on both 
bentonite and water data, have the minima at around k=0.15, which 
was thereby chosen to be the low correlation threshold in the 

deformation measurement. Fig. 6 shows a set of MSD curves of an 
arbitrary grid point and illustrates how the calculation of the displace
ment took place at this particular point. 

The block-matching algorithm was applied to the normalized images 
by forming 50 equally spaced grid points along the axial direction of the 
sample in the initial state. Reference blocks of size 315 (H) × 41 (V) 
pixels, covering the whole width of the sample, were formed around 
each grid point and the matching blocks were searched from the sub
sequent images as described above. To improve the signal-to-noise ratio 
in further analysis, the samples were divided into 10 equally spaced 
layers in the initial state. The position of the layer boundaries was 
determined by performing local quadratic fitting to the deformation 
data. The deformation measurement at the top end of the sample turned 
out to be difficult as the tracer particles became sparse in that region. 
Therefore, the displacement of the top end was measured more accu
rately by tracking the movement of the filter disc. This was done by 
fitting a sigmoid-type function to the axially averaged profiles of the 
linear attenuation coefficient in the vicinity of the upper end of the 
sample. Similar fit was also used for the bottom end, although the 
displacement there was minimal. Fig. 7 shows an example of the 
measured deformation, where the positions of the grid points and the 
layer boundaries are plotted as a function of time. Similar deformation 
plots for all the samples can be found in section C in the supplementary 
material. 

The deformation analysis is based on the assumption that the tracer 
particles strictly follow the motion of bentonite in all parts of the sample, 
including especially the upper part where the water content became 
high. The validity of this assumption was confirmed by a separate 
sedimentation test discussed in section B in the supplementary material. 

4.4. Relative attenuation coefficient 

By assuming the linear attenuation coefficient of the tube wall (μt) 
and the sample (μs) to be constants along the beam direction (see Eq. 1), 
the aluminum equivalent thickness is given by 

sr = μ′

t⋅st + μ′

s⋅ss, (10)  

where μt
′ = μt/μr and μs

′ = μs/μr are the relative attenuation coefficients 
(μr is the linear attenuation coefficient of the reference material), and st 
and ss are the beam travel distances inside the tube wall and the sample, 
respectively. The travel distances were calculated by assuming the 
parallel beam geometry (Fig. A.1, supplementary material). This 

Fig. 6. Calculation of displacement at a grid point. The minima points of the MSD curves gave the new positions of the material initially at the grid point (z = 630 
px). The minimum value of the MSD increased with decreasing correlation as the bentonite deformed. The reference block was repeatedly updated according to the 
criterion given by Eq. 9 leading to sudden decrease of the minimum value at corresponding locations. Here, only every second MSD curve is shown for clarity. 

Fig. 7. Measured deformation for sample 5B (ρb0 ≈ 1.65g/cm3, w0 ≈ 17%, see 
section 5). The positions of the grid points and the layer boundaries are plotted 
as a function of time. The top and bottom boundaries were measured by 
tracking the positions of the filter discs. The other boundaries were averaged 
from the positions of the grid points, which were measured with the block- 
matching algorithm. 
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assumption is justified as the source-to-sample distance (243 mm) was 
much larger than the tube diameter (12 mm). The relative attenuation 
coefficient of the tube was calculated individually for each sample from 
the empty tube area in the initial state image by setting μs

′ = 0 in Eq. 10 
and then averaging the obtained 2D relative attenuation coefficient 
image into a single value using the weighted average 

μ′

t =

∑
i
∑

j

(
st,ij⋅μ

′

t,ij

)

∑
i
∑

jst,ij
, (11)  

where i and j are the indices of image pixel rows and columns, respec
tively. The mean and standard deviation of the relative attenuation 
coefficient for the 16 aluminum sample holder tubes were found to be 
0.980 ± 0.014. The relative attenuation coefficient of the sample was 
calculated for each pixel using Eq. 10 with μ′

t = μ′

t. The resulting 2D 
relative attenuation coefficient image was further averaged row by row 
to produce an axial distribution of the relative attenuation coefficient of 
the sample material as the weighted average 

μ′

s,i =

∑
j

(
bij⋅ss,ij⋅μ

′

s,ij

)

∑
j

(
bij⋅ss,ij

) , (12)  

where bij is the pixel value of the binary mask image at row i and column 
j (see section 4.2). The binary mask image is used here to exclude the 
tracer particles from the calculation. 

4.5. Density calibration 

By using the mixture rule (Eq. 2), the relative attenuation coefficient 
of the sample, consisting of bentonite and water, can be written as 

μ′

s = c
′

b⋅ρb + c
′

w⋅ρw, (13)  

where cb
′ = cb/μr and cw

′ = cw/μr. The attenuation of air, present in the 
sample, was neglected due to its low density and low attenuation. The 
coefficients cb

′ and cw
′ were calculated by performing a two-point cali

bration individually for each sample. By using the initial state of the 
sample and the water layer in the subsequent images, the coefficients 
were solved from the equations 

c′

b⋅ρb0 + c′

w⋅w0⋅ρb0 = μ′

s0, (14)  

c′

b⋅0+ c′

w⋅ρwl = μ′

wl, (15)  

where ρb0, w0 and μs0 are the average dry density, water content and 
relative attenuation coefficient of the sample in the initial state, and 
ρwl = 1.00 g/cm3 and μ′

wl are the average density and relative attenua
tion coefficient of the water layer, respectively. The mean and standard 
deviation of the coefficients cb

′ and cw
′ for the 16 samples were found to 

be (0.3814 ± 0.0065) cm3/g and (0.1709 ± 0.0059) cm3/g, 
respectively. 

4.6. Partial density of bentonite and water 

During the swelling process, the mass of bentonite is conserved 
within each vertical layer of the sample as the layer boundaries follow 
the motion of bentonite. Applying Eq. 13 on a given layer in the initial 
state yields the mass of bentonite in the layer as 

mb =
μ′

s0⋅V0

c′

b + w0⋅c′

w
, (16)  

where μs0
′ and V0 are the relative attenuation coefficient and volume of 

the layer in the initial state, respectively. The partial density of bentonite 
in the same layer in a deformed state is thus given by 

ρb =
mb

V
=

μ′

s0⋅V0
/

V
c′

b + w0⋅c′

w
, (17)  

where the volume ratio of the layer V0/V is readily obtained based on the 
measured deformation. Finally, the partial density of water in the layer 
is given by Eq. 13 as 

ρw =
μ′

s − c′

b⋅ρb

c′

w
. (18)  

5. Results 

The complete set of results of the 16 individual experiments carried 
out are available at DOI: https://doi.org/10.5281/zenodo.5413932 
(Harjupatana et al., 2021). 

5.1. Initial values and density gradients 

Table 4 shows the measured dry density, water content, degree of 
saturation and density gradient in the initial state for all the samples. 
Also is given the measured displacement of the top end and the occur
rence of clear voids in the final state (discussed later). The measured 
initial dry densities of the samples deviated slightly from the target 
values (1.40 g/cm3, 1.65 g/cm3 and 1.80 g/cm3), because the target 
height of the samples (2 cm) was difficult to achieve accurately. The 
samples slightly expanded right after the compaction, which was diffi
cult to predict and compensate either by slightly overcompacting or by 
increasing the target mass of the sample. Most of the samples had an 
average initial density gradient of around 0.1 g/cm4, and thus the top 
end was around 0.2 g/cm3 denser than the bottom end. The initial 
density gradients were caused by wall friction during the sample 
compaction (Michrafy et al., 2003). In uniaxial powder compaction, 
with a die and a single-acting punch on the top, the wall shear stress 
between the powder and the die opposes the motion of the powder. As a 
result, the magnitude of total friction force increases downward due to 
increasing wall area. This causes the compressive stress and hence the 
density to decrease downward. This common issue in powder compac
tion cannot be completely eliminated, but may be reduced by using a 
lower aspect ratio (h/d) of the sample and lubrication (Tien et al., 2007). 
However, samples 6A, 6B, 8A and 8B showed much smaller density 

Table 4 
Measured dry density (ρb0), water content (w0), degree of saturation (S0) and 
density gradient (dρb0/dz) of samples in the initial state, and top end displace
ment (ut) and occurrence of clearly visible voids in the final state. The dry 
density was calculated using accurate sample dimensions from X-ray images. 
The degree of saturation was calculated as S0 = w0 ⋅ ρb0/ρw, sat, where ρw, sat is the 
partial density of water at saturation (Eq. 19). The density gradient was deter
mined by performing a linear fit to the initial density profile.  

Sample 
name 

Original 
name 

ρb0 

[g/ 
cm3] 

w0 

[%] 
S0 

[%] 
dρb0/dz 
[g/cm4] 

ut 

[cm] 
Visible 
voids 

1A FS20 1.40 12.0 34.1 0.110 2.21 Yes 
1B FS27 1.42 11.9 34.9 0.095 1.39 Yes 
2A FS23 1.37 17.1 46.8 0.079 1.12 Yes 
2B FS28 1.42 17.8 52.2 0.108 1.81 Yes 
3A FS25 1.45 23.9 72.8 0.107 0.66 No 
3B FS30 1.42 24.4 71.2 0.102 0.72 No 
4A FS17 1.66 12.1 50.3 0.146 1.43 Yes 
4B FS22 1.62 12.0 47.5 0.109 1.00 No 
5A FS16 1.62 17.4 68.3 0.124 1.26 Yes 
5B FS18 1.62 16.6 65.4 0.123 1.18 No 
6A FS14 1.62 24.1 94.9 − 0.013 0.92 Yes 
6B FS19 1.63 24.0 96.4 0.014 0.72 Yes 
7A FS26 1.86 12.0 68.5 0.119 0.93 No 
7B FS31 1.87 11.9 69.4 0.130 1.36 Yes 
8A FS24 1.84 17.1 94.4 0.063 0.68 No 
8B FS29 1.76 17.8 86.5 0.036 1.20 Yes  
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gradients. Those samples were compacted near the saturation limit 
(S0=100%), at which the sample material becomes nearly incompress
ible. This forces the density profile to be flat provided that no redistri
bution of water occurs. 

5.2. Partial densities of bentonite and water 

Here, only a few examples of the main results are shown to assess the 
feasibility of the method and to demonstrate the main qualitative fea
tures of the results. Figs. 8 and 9 show examples of the main results, i.e., 
the axial distributions of partial density of bentonite and water at four 
instants of time for samples 5B and 6A. These samples had the same 
initial dry density ρb0≈ 1.65 g/cm3, but different initial water content 
values w0≈ 17% and w0≈ 24%, respectively. The corresponding 
aluminum equivalent thickness images are shown on top of the graphs 
(rotated to horizontal position). The last subfigures show the final state 
of the samples together with the gravimetric validation data. The error 
bars represent the root-mean-square error of the data points (± 0.05 g/ 
cm3 for bentonite and ± 0.08 g/cm3 for water, see Fig. 5). Also shown in 
the figures is the saturation limit estimated using the formula 

ρw,sat = ρ*
w

(

1 −
ρb

ρ*
b

)

, (19)  

where ρw* and ρb* are the material density of water and bentonite, 
respectively. Here, the value ρw*=1.00g/cm3, and the commonly used 
‘grain density’ value of bentonite ρb*=2.75g/cm3 (Table 2) were used. 
Similar examples of main results for all the samples can be found in 

section D in the supplementary material. 
While samples 5B and 6A differed only by their initial water content, 

a few qualitative differences can be observed. Firstly, as was already 
shown in Table 4 and discussed above about wall friction, sample 5B 
(Fig. 8) had a marked density gradient in the initial state, whereas 
sample 6A (Fig. 9) had a very flat initial density profile. Another dif
ference between the two samples can be seen in the late stage of swelling 
behavior in the top part of the samples. While sample 5B (Fig. 8) 
remained locally rather homogeneous throughout the experiment, clear 
inhomogeneities occured in the final state of sample 6A (Fig. 9). 
Comparing the measured water content curve and the validation data 
with the saturation limit shows that the top end of sample 6A was un
saturated in the final state. This indicates that the observed in
homogeneities were likely voids created by gas accumulation. The gas 
may have originated from compressed pore air trapped during the 
compaction and from residual air dissolved in the water. Such visible 
inhomogeneities were observed in the most dilute upper parts of some of 
the samples in the final state (Table 4). However, the appearance of the 
voids does not seem to correlate with the initial dry density and water 
content values. In general, the overall swelling behavior was qualita
tively similar and systematic between all the samples. The wetting and 
swelling were very fast in the beginning, but slowed down considerably 
over time (see deformation plots in Fig. 7 and in section C in the sup
plementary material). The bentonite in the upper part became fully 
saturated, which effectively suppressed water transport deeper into the 
sample due to low permeability in the saturated zone. In the final state, 
the upper part of the sample was saturated (apart from the gas filled 

Fig. 8. Example of main results for sample 5B (ρb0 ≈ 1.65g/cm3, w0 ≈ 17%). The measured partial density profiles of bentonite and water, the saturation limit, and 
the corresponding aluminum equivalent thickness images are shown at four instants of time. Also shown are the validation data in the last subfigure. 
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voids), while the lower part remained unsaturated (if not initially 
saturated). Obviously, the duration of the experiments covered only the 
initial stage of the swelling process to maximum dilution, and hence no 
stationary state was reached during four days of wetting. The local 
deformation of material was large and initially rapid, and despite the 
optimized deformation analysis, small errors in the measured displace
ments occurred. These errors were caused, e.g., by deviations from the 
one-dimensional swelling behavior, by non-uniform distribution of 

tracer particles, by low concentration of tracer particles in the most 
swollen regions and by occasional spurious behavior of tracer particles 
near the tube wall and at the seams of the stitched images. These errors 
led to increasing scatter of the partial density profiles of bentonite and 
water. Ideally, the errors in the partial densities are related as Δρw = −

cb
′/cw

′ ⋅ Δρb ≈ − 2.2 ⋅ Δρb (derived from Eq. 13, assuming Δμs
′=0). This 

explains why the partial density profiles of water are generally more 
noisy than those of bentonite, and why the erroneous data points seem to 

Fig. 9. Example of main results for sample 6A (ρb0 ≈ 1.65g/cm3, w0 ≈ 24%). The measured partial density profiles of bentonite and water, the saturation limit, and 
the corresponding aluminum equivalent thickness images are shown at four instants of time. Also shown are the validation data in the last subfigure. 

Fig. 10. Dry density profiles for low (a), middle (b) and high (c) density samples in final state.  
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be in the opposite directions (minus sign). Nevertheless, the results 
obtained agree reasonably well with the validation data. 

5.3. Final state dry density profiles and total swelling 

Fig. 10 shows the measured dry density profiles in the final state for 
all the samples. The general shape of the curves is similar despite the 
different initial dry density and water content values. The dry density 
profiles between the repeated experiments (A vs B) are very similar but 
differ near the top of the samples, where the largest contribution to the 
total swelling comes. The top end displacements (ut) indeed show large 
variations both between different cases and between repeated experi
ments (Table 4). It seems that the samples with visible voids swelled 
more than those remaining locally homogeneous. Due to the scattered 
values, it is difficult to see correlation between the initial values and the 
top end displacements. 

Similar one-dimensional bentonite swelling experiments have been 
performed, e.g., by Sane et al. (2013), Navarro et al. (2017) and Li et al. 
(2019). In those studies, the total swelling of compacted bentonite 
samples was visually monitored through transparent sample tubes. 
Table 5 shows details and results of some relevant experiments of their 
studies to compare here. In general, the top end displacements in their 
experiments were somewhat greater than here. This was probably due to 
smaller effect of wall friction as the sample diameter was larger and the 
samples were not directly compacted into the tubes (smaller initial 
normal stress against tube wall) in their experiments. The total swelling 
may also depend on the mass of a porous disc placed on the top of the 
sample as the balancing axial swelling stress of the dilute top part may 
be very small and sensitive to small changes. Sane et al. (2013) used 
porous stainless steel discs, whereas Li et al. (2019), and possibly also 
Navarro et al. (2017), did not use discs. 

6. Conclusions 

A method based on X-ray imaging for monitoring one-dimensional 
wetting and swelling of bentonite in a narrow tube was introduced. 
The method yields the deformation and the partial density distributions 
of bentonite and water as a function of time. The deformation of the 
samples was measured using tracer particles and a specific image cor
relation technique. The measurement of the partial densities of 
bentonite and water was based on careful calibration utilizing the 
measured effective X-ray attenuation coefficient. The developed local 
beam hardening correction was found to be essential for quantitative 
density analysis based on X-ray images. 

An obvious technical drawback of the method is the limited accuracy 
of the displacement analysis, at least as applied in the present case where 
rapid and large deformations occurred. Furthermore, the measured 
partial densities of bentonite and water appeared to be quite sensitive to 
errors made in displacement analysis which in some cases led to marked 
scatter in the measured density profiles. In spite of that, the results ob
tained here are consistent and agree, in general, relatively well with the 
validation data obtained gravimetrically from the the samples in the 
final state of the experiment. 

Most of the samples showed an initial density gradient caused by 

wall friction during sample compaction. The effect of wall friction 
during the compaction was pronounced here due to the high aspect ratio 
of the samples (h/d = 2). Wall friction was also likely present in the 
experiments and restricted the swelling process to some extend. In some 
of the experiments spurious inhomogeneities, most likely caused by 
accumulation of air to form voids, were observed especially in the upper 
parts of the sample at late stage of the experiment. Although such 
phenomena do not compromise the applicability of the present experi
mental method as such, they may hamper the use and interpretation of 
the data, e.g., in model validation purposes. Due to wall friction and void 
formation, the results may reflect more real conditions, swelling and 
wetting of bentonite in a narrow fracture, than ideal free swelling con
ditions. To fully utilize the results obtained, one may need a more so
phisticated material model that takes into account these non-idealities. 

The method proved to be useful for monitoring wetting and swelling 
of bentonite in the experimental setup in this study. It yielded poten
tially valuable data on hydro-mechanical properties of bentonite, which 
can be used to develop and validate material and transport models 
regarding the behavior of bentonite buffer. Compared to traditional 
methods, where total swelling is only measured, the X-ray imaging 
method can be used to produce much more detailed data on wetting and 
swelling behavior of bentonite to support modeling even better. 

Finally, the method introduced here might be even more applicable 
in cases with more moderate rate and degree of deformation, such as 
wetting and swelling of bentonite in a confined volume. The method 
developed here is not restricted only to the materials used in this study, 
but may be applied for non-destructive monitoring of simultaneous 
liquid transport and related deformation with a variety of materials that 
allow X-ray imaging and contain natural or artificially added hetero
geneities which are visible in X-ray images and can be used to measure 
the deformation. Furthermore, the local beam hardening correction can 
be applied more generally to facilitate more accurate image analysis and 
image-based measuring techniques in X-ray imaging and tomography. 
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Table 5 
Details and results of some one-dimensional bentonite swelling experiments from literature. Columns: ρb0 = initial dry density, w0 = initial water content, d = sample 
diameter, h0 = initial sample height, PD = porous disc on top (Yes/No), c(Na+) = sodium concentration in water, c(Ca2+) = calsium concentration in water, ut = top 
end displacement after 4 days of swelling (approximated from graphs). Notes: CB = Commercial Na-bentonite.  

Bentonite ρb0 [g/cm3] w0 [%] d [cm] h0 [cm] PD c(Na+) [M] c(Ca2+) [M] ut [cm] Reference 

MX-80 1.74 17 5.0 4.0 Yes 0.000 0.000 1.5 Sane et al. (2013) 
MX-80 1.74 17 5.0 4.0 Yes 0.111 0.032 2.0 Sane et al. (2013) 
MX-80 1.75 17 5.0 4.0 No? 0.000 0.000 2.7 Navarro et al. (2017) 
MX-80 1.75 17 5.0 4.0 No? 0.111 0.032 2.8 Navarro et al. (2017) 
CB 1.20 30 3.7 1.0 No 0.000 0.000 1.8 Li et al. (2019) 
CB 1.20 30 3.7 1.0 No 0.100 0.000 1.6 Li et al. (2019)  
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Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi. 
org/10.1016/j.clay.2022.106485. 
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