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Abstract

With the increasing adoption of agile, lean, and iterative development methods, information systems development (ISD) has become continuous, meaning that system development moves rapidly from release to release. This means that work practices and challenges that practitioners face have changed. Despite these changes, requirements development is still critical in ISD. However, IS literature is silent on how to manage requirements-related risks in the practice of continuous IS development. To fill this gap, we propose a continuous requirements risk profiling method. The study is informed by design science research methodology, and we apply focus group interviews and a Delphi study for data collection to support the method development. The developed method can be integrated to ISD projects using different continuous ISD methods.

1. Introduction

Today’s ISD development practices can be characterized as continuous. However, this change has not impacted the way that risk management for ISD—specifically requirements development—is viewed in the literature. Nor does practice offer solutions of how to do requirements risk profiling in a continuous manner. This paper applies design science research methodology to develop a continuous requirements profiling method to fill this gap in the literature and practice. Below, we provide an argument for the need for this method, our research objective and question, and finally how we set to accomplish this task.

During the 1970s and 1980s, structured methods such as Waterfall [1] were typical. However, as the pace of business became more fast and demanding, the ISD methods had to respond to the changes. During the 1990s, there was a movement from plan-driven methods toward more agile methods [2] that are argued to be more market-driven and user-driven [3-4]. Short cycle times and quick releases are typical in agile. The emphasis on release orientation and parallel development means that ISD does not begin or end; rather, there is continuous development from release to release [5]. Indeed, the idea of continuous development is visible in continuous integration [6-8], which means that members of a software development team integrate their work frequently—daily, for example. Also, users are integrated in continuous software development through error reporting systems [9].

Requirements risks have been studied from different aspects. In the early 1980s, the focus was on developing an understanding of how to manage project portfolios and how and when we should use different requirements’ engineering techniques [10-13]. Later on, in the 1990s, researchers examined what risk development projects entail [14-15] and which of these are more important at certain phases of the development project [16]. More recently, the focus has shifted to the questions of how to assist the practitioners to navigate the requirements engineering landscape; see, e.g., [17].

However, in our understanding, until our study, there have not been specific methods available in the literature or practice that would offer a continuous approach to requirements risk profiling [10-17]. The most recent notable studies have also been either literature review-driven [18] or conceptual [17]. Our study differs in this respect, as we follow design science research methodology [19] to develop a requirements risk profiling method in cooperation with the Project Management Institute of New Zealand. More specifically, we engaged practitioners in the method development process by applying 1) focus group interviews and 2) a Delphi survey with industry experts. With the selected research approach, we seek to answer how continuous requirements risk profiling can be accomplished in an IS development project.

The paper is structured as follows. We first review the literature on continuous development and requirements risk profiling. Thereafter, we depict the chosen research methodology more in detail and report the method development and evaluate the method. Finally, we discuss the implications of our work and conclude.

2. Continuous Development

Today’s ISD development can be characterized as constant development and constant profiling (Figure 1). Firstly, constant development is characteristic in emergent organizations where there is a constant need to change due to the rapid changes in business environments [20]: In fact, ISs do not follow a
traditional life cycle that terminates the IS; instead, the ISs are preserved and continuously redeveloped to satisfy users’ needs. Characteristic in emergent organizations is that users are constantly unsatisfied with the ISs, and if they were satisfied, it would be a sign of failure. This means that traditional ISD values, such as a long IT system lifespan, concise specifications, and a complete systems analysis, are outmoded. Instead, there should be an emphasis on continuous analysis, negotiated requirements, and continuous maintenance activities [20].

Secondly, constant profiling means that continuously changing variables in the ISD process are constantly observed and assessed (cf. [21] on the differences between dynamic and discrete models in software engineering). As an example, Mathiassen et al. [18] propose that requirements risks should be assessed continuously with appropriate intervals (cf. notion of continuous risk management in [16]). As another example, users are integrated in continuous software development through error reporting systems [9]. These examples show that there is constant identification, assessment, and intervention in emerging problems.

All lifecycle models involve some form of requirements gathering or system specification phase, a build phase, and an implementation phase where the systems are handed over to the clients [22]. In constant development (using, e.g., agile and lean) these phases iterate numerous times in short intervals. Therefore, risk identification, assessment, and intervention repeat, respectively (Figure 1).

**Figure 1. Continuous development**

### 3. Requirements Risk Profiling in ISD

Requirements risk management typically starts with efforts to identify the risks that projects can be exposed to. There have been numerous studies that have put forward lists of risk items that projects are exposed to. Schmidt et al. [23] conducted a Delphi study that resulted in the development of a ranked risk list affecting projects. Such studies have also been conducted earlier, which have identified risk items affecting projects [24]. Requirements risk management has been also seen as a way to control and mitigate the risks that projects are exposed to. Just as with IS development lifecycles, which follow a more or less iterative nature to development [1, 25-27, 29], for risk management to be effective, it needs to be iterative, as well. An iterative approach to risk management will include a form of monitoring risks and the severity that the risk item possesses to the overall project [30]. Conrow and Shishido [30] showed how an extended version of Boehm risk management [31] was used to manage the risks in software-intensive projects. A task that needs to be performed to manage risks is to assess the risk exposure of projects.

Barki et al. [14] proposed a software risk measurement method, which incorporated the uncertainty that projects were exposed to and the impact that project failure can have. This study moved from measuring the probability of an unexpected event [31] to measuring the uncertainty in the projects. Both of the studies attempted to provide a tool to measure the overall risk exposure of the project. Boehm [31] introduced risk management as a two-step process involving assessment and management, which involved identification, prioritization, resolution monitoring, etc.

While Barki et al. [14] and Boehm [31] proposed a risk measurement tool for the overall projects, their research did not specify how to interpret the resulting risk exposure. Further research was required. Tiwana and Keil [32] proposed a one-minute measurement tool that would allow project managers to determine the current risk exposure of the project varying from high risk to low risk. The measurement tool was based on six risk drivers that were determined from the examination of 720 projects. Similar to Keil et al. [24], the risk drivers were classified based on the level of control that project managers had on them. Wallace [33] conducted a study that identified six main categories of risk that can affect projects. Further, Wallace et al. [34] described how the same six categories of risks varied for different types of projects, such as high-, medium-, and low-risk projects. Their focus, however, was on three main project characteristics: scope, strategic orientation, and in-house versus outsourced projects. Their results indicated that both strategic projects and outsourced projects had significant risk exposure and, therefore, required careful management.

The latest in the area of work focusing on risk management in project management [10-13] and risk measurement is Mathiassen et al. [18]’s Contingency Model for Requirements Development. Their focus is on the requirements of ISD projects. For ISD projects, requirements play a crucial part [22]. This also should be the driver for the measurement of project risks. The model proposed by Mathiassen et al. [18] focused on requirements by categorizing them into identity (the availability of requirements) and volatility (the stability of requirements and complexity of requirements). Their model specified that the risk level (high, medium, or low) of a project is based on the type of requirement risk that the project faced. However, the model
proposed in their study is conceptual and is based on the literature review.

Mathiassen et al. [18] characterize risks related to requirements identity for situations in which there is a communication gap between developers and would-be users, e.g., in the development of generic applications or mass-market software [35]. Furthermore, requirements identity risks relate to the availability of requirements; high risk means that the requirements are unknown or indistinguishable. Second, Mathiassen et al. accentuates requirements volatility as another key risk in software development [11, 36, 37]. Requirements volatility relates to the stability of requirements [11], [38]; high risk indicates that requirements change easily. Such dynamics occur when stakeholders learn more about the software during development or when internal or external conditions for using the software change. Finally, Mathiassen et al. [18] point out requirements complexity as a key risk in requirements and software development [39, 36]. Requirements complexity is a measure of how easy it is to understand requirements [38]; high risk, for instance, indicates that requirements are difficult to understand, specify, and communicate.

To conclude, we have shown in the previous section that the IS development practice has moved to more and more continuous ways of development. Furthermore, in this section, we have reviewed the requirements management literature, and we have shown that the current literature does not offer a continuous risk management or, more specifically, requirements risk profiling and methods. The literature does, however, offer foundations for developing such a method. We see that especially the contingency model by Mathiassen et al. [18] provides a theoretically firm ground for such a method development task. Similarly, we were inspired by the study by Keil et al. [24], which applied a Delphi survey to identify and rank the most important software development risks. In the following sections, we present first the chosen research methodology and then how we developed the proposed method.

4. Research Methodology

We employed design science research [40-42] in this study as the research approach. Design science research complements both qualitative and quantitative research approaches by using the development and design of artifacts to assist in the formulation of theories and design of a novel and useful artifacts. According to Hevner et al. [40], the artifacts can be constructs, models, methods, and instantiations. Peffers et al. [19] extend this notion and reflect upon the thoughts of van Aken [43], adding that artifacts could also include social innovations or, as Järvinen [44] states, new properties of technical, social, and/or informational resources.

More specifically, we use the design science research methodology (DSRM) [19] to conduct our research. The DSRM starts with the identification of research problem(s) and the motivation for the research. Based on evidence, reasoning, and inference, the process continues toward defining the objectives of a solution to solve the research problem. This process should be based upon prior knowledge in the given field of research. This knowledge is then used to design and develop an artifact, which is evaluated for its effectiveness or efficiency. This approach eventually leads to disciplinary knowledge.

For this study, we have applied the DSRM to structure and conduct our research. The presentation of the study has been informed by Gregor and Hevner [45]’s guidelines of how to present design science research. To develop the artifact, the continuous requirements risk profiling method, we used two research methods for data gathering as well as engaging and interacting with the industry participants. First, we applied the focus group interviewing method to identify requirements risks. Second, we followed Keil et al. [24] in using a Delphi survey to develop a project requirements risk profiling method, which is evaluated in the second Delphi round with the industry experts. For the evaluation of the method, we apply evaluation pattern approach as suggested by [46]. This process coincides with Peffers et al. [19] DSR process, but argues that evaluation should be done in a continuous manner during the research project. We provided details of the application of the focus group interviewing method and the Delphi survey in respective sections of the paper. This research process is depicted in Table 1.

<table>
<thead>
<tr>
<th>Delphi Iterations</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-Delphi Focus Groups</td>
<td>Identify risk themes and their underlying risk items</td>
</tr>
<tr>
<td>Delphi 1.1</td>
<td>Identify level of impact for each risk item, adding possible new items</td>
</tr>
<tr>
<td>Delphi 1.2</td>
<td>Assess the impact level of risk items</td>
</tr>
<tr>
<td>Delphi 1.3</td>
<td>Reach consensus on the level of impact of each risk item on ISD project</td>
</tr>
<tr>
<td>Delphi 2.1</td>
<td>Identify ISD phases most likely affected by each risk item</td>
</tr>
<tr>
<td>Delphi 2.2</td>
<td>Assess ISD phases most likely affected by each risk item</td>
</tr>
<tr>
<td>Delphi 2.3</td>
<td>Reach consensus on ISD phases most likely affected</td>
</tr>
</tbody>
</table>

5. Pre-Delphi Focus Groups

We applied the focus group interviewing method as the data collection method in identifying requirements risk items and their fit to requirement risk themes. The strength of the focus group method is that it enables the focus group moderator (the researcher) to gather a homogeneous group of participants, who can easily
relate to each other due to their similar backgrounds and expertise in a particular field, to discuss a topic that is of interest to the organizational unit [47].

We invited participants who held the following titles: project manager, IT manager, application systems developer, product manager, business analyst, and consultant, among others. The number of focus groups to be conducted is often determined by the available budget [48]. We have chosen to include participants from three major New Zealand cities: Auckland, Wellington, and Christchurch. At the end of the recruitment process, we had 25 participants that were symmetrically distributed across three selected cities. Each focus group discussion lasted about 2 hours. To bring participants into discussion mode, the underlying objective of this research was outlined to participants at the beginning of the session: “What sources of risks there are involved in requirements development of the system development project?”

5.1. Thematic Data Analysis

Thematic analysis was employed as the data analysis method [49]. Thematic analysis is widely used by qualitative researchers to identify and analyze themes across qualitative data collected [49]. Thematic analysis focuses on producing and applying codes to data and is a special approach to dealing with theme development. A core step of thematic analysis is to perform a thematic coding exercise. In this study, open coding was used to assist the coding exercise. A code is a category that manifests meanings of a particular subset of data, and by grouping similar data under relevant codes, a researcher can further aggregate these codes into one main theme. In other words, a theme represents patterned meanings of the data, and it is strongly related with the research question [49]. Table 2 shows the six steps of thematic analysis [49] and the application of the steps in this study.

The coding software NVIVO 8 was used in generating the initial codes. The similar codes were grouped together to find candidate themes. Four candidate themes emerged from the analysis, whereas each candidate theme also contained many subthemes aggregated from texts. However, we discovered that some codes did not seem to fit into any candidate themes nor its subthemes; therefore, we temporarily placed them into a different theme called “miscellaneous” in order to review them later [49]. The purpose of reviewing candidate themes was to ensure that each candidate theme matched with meanings of its embedded codes and that all candidate themes could accurately depict a meaningful story of the data set [49]. We scanned through details of all candidate themes, and we concluded that these are the “real themes” and of significant value, as our data had shown that they can well represent the types of requirement risks in ISD projects. We also assessed each theme to ensure that there is no overlap, so each theme could be clearly distinguished from those of others. A common guideline in revising themes is that by looking at the heading of each theme, the researcher can clearly describe its meanings with fewer than 2 sentences [49]. Table 3 presents the found risk items.

Table 2. Thematic analysis process [49]

<table>
<thead>
<tr>
<th>Name of Step</th>
<th>Implementation of the Step in this Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>Familiar with data set</td>
<td>Transcribe discussions. Read through all focus groups’ data.</td>
</tr>
<tr>
<td>Generating initial codes</td>
<td>Identify interesting features and encapsulate meanings with codes.</td>
</tr>
<tr>
<td>Searching for themes</td>
<td>Group similar codes together. Use themes to represent shared meanings.</td>
</tr>
<tr>
<td>Reviewing themes</td>
<td>Produce a thematic map of the analysis (incl. checking representativeness and</td>
</tr>
<tr>
<td>Defining and naming themes</td>
<td>consistencies of generated themes).</td>
</tr>
<tr>
<td>Producing analysis report</td>
<td>Produce reports showing the results, along with justifications on how these</td>
</tr>
<tr>
<td></td>
<td>results relate back to the research objective and literature.</td>
</tr>
</tbody>
</table>

We found that the themes “identity,” “volatility,” and “complexity” are consistent with Mathiassen [18]’s risk dimensions, respectively. The way in which Mathiassen et al. [18] synthesized requirements development risks into three easily understood categories is similar with the emerging themes from our results. In other words, with the inputs received from industrial practitioners, we found a positive match between the literature and practice regarding the dimensionality of requirements development risks. Our results demonstrate a positive confirmation of the relative importance of Mathiassen et al. [18]’s risk dimensions. An example extract concerning an “ambiguous requirements risk item” follows:

“One of the risks in requirements is, they [are] vague. They are not very well defined. They can be interpreted in multiple manners. That’s one of the risks in requirement gathering. We understood like this, and you understood like that, and now we are in trouble. It’s the vague requirements that [are] causing the major risk” - Kevin, Senior Project Manager

However, we did also recognize that there were a number of requirements risks that did not fit into these three themes [18]. We labeled these as integrity risks. This finding is beyond the scope of this paper, but we will return this matter and its possible implications for research in the discussion section of the paper.
Participants who formed the panel were chosen based on the selection criteria and based on the first 15 who showed interest in the study. On average, the work experience in the panel was 16 years. Panel members had undertaken a variety of roles over the years in their industry, ranging from programming roles to roles as development managers, IT managers, delivery managers, integration consultants, team leaders, etc.

The Delphi study was carried out in two main rounds (Table 1). Each round included three iterations. The focus of Round 1 was to understand the level of impact each individual risk item can cause on an ISD project. The focus of Round 2 was to understand which phase was most likely to be impacted by the risk item and any other phases that are also likely to be impacted. Most Delphi studies start with an explicit brainstorming round. In this study, the risk item used for the purposes of gaining an agreement from the panel members were sourced from the conducted focus group interviews, and the risk items identified were developed as a result of a focus group study. Generally, Delphi studies aim to get a level of agreement among panel members on the topic or issue that is being discussed or explored. In this study, free-marginal kappa was used to determine the level of agreement among panel members. Free-Marginal Kappa was selected because the panel members were to select a particular proportion response, be it risk impact level or the phase that can be affected by a particular risk item [52].

The goal of Delphi Round 1 was to identify the level of impact of each risk item on the ISD project. Round 1 was divided into three iterations.

**Iteration 1.** Delphi study’s Round 1 started with 32 risk items that were identified as a result of the focus group study. These 32 risk items are provided in Table 3. Each risk was provided with a brief description and included in the survey form to the panel, which asked each panel member to indicate the level of risk. The levels of impact that were of interest were high, medium, and low. Panel members were encouraged to provide feedback regarding the impact level for various risk items so as to provide more insight into the reason that certain risks were considered to have a high, medium, or low impact. Panel members were also provided with the opportunity to add additional risk items during the first iteration if they felt that certain requirements risks were being left out of the study.

Panel members were allowed 2 weeks to return the survey form. Once the survey form was returned, the overall results showed that there was only a slight agreement among panel members regarding the impact that various risk items can have on ISD projects (free-marginal kappa = 0.1699). There were 14 risk items that the majority of the panel members had agreed on with regards to the impact that these risk items can have on ISD projects. However, the feedback that we received from the panel also indicated that the impact on ISD

<table>
<thead>
<tr>
<th>Table 3. Requirement risks identified in focus groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absence of project sponsor</td>
</tr>
<tr>
<td>Access to clients</td>
</tr>
<tr>
<td>Ambiguous requirements</td>
</tr>
<tr>
<td>Change in business strategy and direction</td>
</tr>
<tr>
<td>Change in external regulation</td>
</tr>
<tr>
<td>Choice of development methodology</td>
</tr>
<tr>
<td>Client commitment</td>
</tr>
<tr>
<td>Communication medium</td>
</tr>
<tr>
<td>Compliance with external regulations</td>
</tr>
<tr>
<td>Conflicting requirements</td>
</tr>
<tr>
<td>Constrained by users’ knowledge</td>
</tr>
<tr>
<td>Delivering what the client needs</td>
</tr>
<tr>
<td>Emerging requirements dependency</td>
</tr>
<tr>
<td>Emerging requirements dependency</td>
</tr>
<tr>
<td>Fixed budget and deadline</td>
</tr>
<tr>
<td>Hostile users</td>
</tr>
<tr>
<td>Incorrect stakeholders</td>
</tr>
<tr>
<td>Knowledge gap between coworkers</td>
</tr>
<tr>
<td>Lack of collaboration</td>
</tr>
<tr>
<td>Lack of requirement review</td>
</tr>
<tr>
<td>Misunderstood business needs</td>
</tr>
<tr>
<td>Negative perception</td>
</tr>
<tr>
<td>Omitted requirements</td>
</tr>
<tr>
<td>Organizational politics</td>
</tr>
<tr>
<td>Original source of requirements (pre-elicited versus newly captured)</td>
</tr>
<tr>
<td>Project team member turnover</td>
</tr>
<tr>
<td>Technology changes</td>
</tr>
<tr>
<td>Top management support</td>
</tr>
<tr>
<td>Translation from conceptual requirements to detailed specification</td>
</tr>
<tr>
<td>Underestimation of the magnitude of changes</td>
</tr>
<tr>
<td>Unrated requirements</td>
</tr>
<tr>
<td>Verbal precision</td>
</tr>
</tbody>
</table>

6. Delphi 1

The Delphi method has been used in information systems research previously by [23-24, 50], for example. This method lends itself very well in areas where prior research is limited and in research that is exploratory in nature. Delphi study involves gathering opinions from a panel of experts in a particular field and trying to achieve a level of consensus from the panel [51]. Information supplied by the panel members is shared among the panel members. However, the individual panel members themselves are not identified when the information is shared. This provides a medium for panel members to voice their opinions and reasoning safely without being labeled or becoming the target of any kind of peer pressure.

For the purposes of this study, 15 was an ideal number of panel members, given the experience that they brought to the panel. The members had a minimum of 5 years of experience and have performed one of the following roles: project manager, business analyst, or technical architect.

Panel members were allowed 2 weeks to return the survey form. Once the survey form was returned, the overall results showed that there was only a slight agreement among panel members regarding the impact that various risk items can have on ISD projects (free-marginal kappa = 0.1699). There were 14 risk items that the majority of the panel members had agreed on with regards to the impact that these risk items can have on ISD projects. However, the feedback that we received from the panel also indicated that the impact on ISD
projects for each risk item was subject to other factors, such as type of project, duration of project, etc. The responses also added 5 risk items to the risk items (Table 4).

Table 4. Risk items added by panel members during Iteration 1 – Round 1

<table>
<thead>
<tr>
<th>Risk</th>
<th>Description Provided By Panel Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key team members not compensated adequately</td>
<td>Key team members can be pressured to work additional hours to meet timeframe expectations.</td>
</tr>
<tr>
<td>Team conflict</td>
<td>Conflict develops among team members who need to work together.</td>
</tr>
<tr>
<td>Quality of testing</td>
<td>Time or other pressures create gaps between the testing time needed or planned and the time spent testing.</td>
</tr>
<tr>
<td>Gap between actual project status and status reported</td>
<td>This gap normally arises by those who report a different status from the actual one due to their belief that time will be made up and the gap will go unnoticed.</td>
</tr>
<tr>
<td>Gap between skills needed and resourced</td>
<td>There is a poor fit between skills needed and those recruited.</td>
</tr>
</tbody>
</table>

**Iteration 2.** The responses from Iteration 1 were collated and supplied back to the panel along with the feedback received from the panel for Iteration 2. The survey in Iteration 2 also included the additional risk items. Panel members were informed that they could change the impact level they had assigned to a particular risk item if they chose to agree with the majority of the panel members if they had not done so as part of the first iteration or if they wanted to change the impact level based on the feedback received. Panel members were again encouraged to provide additional feedback.

The responses from Iteration 2 showed that some panel members had chosen to change their impact perceptions for various risk items based on the perception of the majority of the members in the panel along with the feedback that was received from Iteration 1. The responses from Iteration 2 showed an improvement in the level of agreement (free-marginal kappa = 0.248869). It started to be clear that the impact that different risks can cause could vary depending on the project and the overall experience that a panel member had in dealing with some of the risk items. The additional risk items that were added also did not seem to get a clear indication from all panel members regarding whether they agreed that the new risks were, indeed, requirements-related risk items (free-marginal kappa = 0.139048) or what type of requirements risks they were if they indicated that they considered the risk to be a requirements-related risk. For this reason, the additional risk items were not included in Round 2.

**Iteration 3.** A summary survey was initiated to determine whether the panel members agreed with the view that was perceived to be the message of the panel. The results showed that in treating both “strongly agree” and “agree” as separate responses, there was fair agreement (free-marginal kappa = 0.343915) among the panel members. But when treating the responses from panel members who indicated that they agreed and panel members who indicated that they strongly agreed to mean that the member actually agreed with the perception, there was near-perfect agreement among the panel members (free-marginal kappa = 0.86665).

The responses also showed that some of panel members had chosen to change the impact perceptions of some of the risk items, resulting in 6 additional risk items now showing that a majority of panel members agreed on their impact perceptions (1 risk item perceived as causing a high impact, 5 risk items causing a medium impact). These additional risk items were included in Round 2 as a carryover from Round 1. Panel members were asked whether they agreed on the perceptions of the impact in a similar manner to how they were asked in the summary round in Round 1. The responses for this indicated that the panel agreed on the impact perception (free-marginal kappa = 0.714285).

The risk items identified in Table 5 provide the list of risk items and their impact perceptions that the panel members agreed upon.

7. Delphi 2

The goal of Delphi Round 2 was to connect risk items to ISD phases. The main aim of Round 2 was to identify the phase that was most likely to be affected by a risk item. For the purposes of this study, three main phases of a continuous IS development project were considered: requirements, design, and implementation phases. Only the risk items for which the panel reached an agreement regarding the impact to an ISD project were included.

**Iteration 1.** In Iteration 1, the panel was asked to choose the phase most likely to be affected by each risk item. They were also asked to select other phases that were also likely to be affected by the risk item. Panel members were allowed two weeks to return the survey form, and they were instructed to choose only one phase as the phase “most likely” to be affected by a risk item. They were also instructed that they were able to choose more than one phase by indicating which other phases were “also likely” to be affected. They were asked not to select the phase that they had selected as the phase most likely to be affected when selecting the phases that were also likely to be affected. Once the survey form was returned, the overall results showed that there was a fair agreement among the panel members regarding the
Table 5. Impact perception agreed on by the panel

<table>
<thead>
<tr>
<th>Impact to ISD Project</th>
<th>Risk Items</th>
</tr>
</thead>
</table>
| High                  | 1. Absence of project sponsor  
                          2. Access to clients  
                          3. Ambiguous requirements  
                          4. Client commitment  
                          5. Delivering what the client needs  
                          6. Incorrect stakeholder  
                          7. Missing requirements  
                          8. Misunderstood business needs  
                          9. Unrated requirements |
| Medium                | 10. Change in business strategy and direction  
                          11. Change in external regulations  
                          12. Compliance with external regulations  
                          13. Conflicting requirements  
                          14. Choice of development methodology  
                          15. Emerging requirements dependency  
                          16. Fixed budget and deadline  
                          17. Hostile users  
                          18. Knowledge gap between coworkers  
                          19. Lack of collaboration  
                          20. Project team member turnover  
                          21. Underestimation of change magnitude |
| Low                   | 22. Constrained by users’ knowledge  
                          23. Technology changes                                                                 |

phase that was most likely to be affected by each of the 23 risk items (free-marginal kappa = 0.21145). There were only 6 risk items for which the majority of the panel members had indicated that the same phase was the most likely to be affected. There was only slight agreement on the responses regarding which other phases were also likely to be affected by the risk items (free-marginal kappa = 0.0756491). For the responses for “also likely to affect phases,” participants seemed to be divided on which other phases were also likely to be affected. Some participants seemed to think that risk is only likely to affect one phase, while other thought that it could affect all phases. The results were collated along with the panel feedback received, and Iteration 2 was initiated.

Iteration 2. In Iteration 2, the collected data from Iteration 1 was evaluated by the panel members. The responses showed that some panel members had chosen to change their responses for the phase most likely to be affected based on the perception of the majority of the members in the panel along with the feedback that was received from Round 2 Iteration 1. The responses from Iteration 2 showed an improvement in the level of agreement for the phase most likely to be affected (free-marginal kappa = 0.33043). However, the same could not be said for panel responses that indicated the other phases that were also likely to be affected. This still showed only a slight agreement with a slight improvement on the kappa values (free-marginal kappa = 0.16352).

At this point, it started becoming clear that it is unlikely to get an agreement regarding the phases of an ISD project that could also be affected by the risk items. The panel feedback seemed to point out that if a risk item was not addressed at a particular phase, any other phase of the project could be affected. Because of this, it was decided to eliminate the question of which other phases were also likely to be affected by a risk item. It was replaced with a statement that “a risk item that has not been identified, or had not been properly addressed in a timely fashion, can affect any phase of the project.” The panel members were asked whether they agreed with that statement.

Iteration 3. A summary survey was initiated to determine if panel members agreed with the final view of the panel members. The results of the survey showed that regarding treating both “strongly agree” and “agree” as separate responses, there was moderate agreement (free-marginal kappa = 0.475132) among panel members about the choice requirements risks that affected the requirements phase, design phase, and implementation phase of an ISD project. But when treating the responses from panel members who indicated that they agreed and panel members who indicated that they strongly agreed to mean that the member actually agreed with the perception, there was near-perfect agreement among the panel members (free-marginal kappa = 0.999999).

The risk items identified in Table 6 provide the risk items and the corresponding phase that they are most likely to affect. The results from the summary iteration also suggest that even through certain risk items have been perceived and agreed upon by panel members as most likely to affect a particular phase of ISD projects, the risks can affect any phase of an ISD project if they are not managed properly. The panel members’ views when considering “strongly agree” and “agree” as separate responses showed fair agreement (free-marginal kappa = 0.288888). The panel members’ view on this when considering both “strongly agree” and “agree” to mean that the panel agreed on that view showed near-perfect agreement on the view (free-marginal kappa = 0.999999).

For the remaining 6 risk items, the panel members were not able to agree on the phases that were most likely to be affected. However, for these 6 risk items listed in Table 6, based on the panel’s agreement with the statement that “a risk item that has not been identified, or had not been properly addressed in a timely fashion, can affect any phase of the project” these 6 risks could be considered as risk items that have the potential to affect any phase.
### Table 6. Project risk profiling method

<table>
<thead>
<tr>
<th>Requirements Phase</th>
<th>Design Phase</th>
<th>Implementation Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Risk</strong></td>
<td><strong>Impact</strong></td>
<td><strong>Risk</strong></td>
</tr>
<tr>
<td>Presence of project sponsor</td>
<td>High</td>
<td>Missing requirements</td>
</tr>
<tr>
<td>Access to clients (proximity to source)</td>
<td>High</td>
<td>Delivering what the client requires</td>
</tr>
<tr>
<td>Incorrect stakeholder</td>
<td>High</td>
<td>Compliance with external regulations</td>
</tr>
<tr>
<td>Misunderstood business needs</td>
<td>High</td>
<td>Conflicting requirements</td>
</tr>
<tr>
<td>Change in business strategy and direction</td>
<td>Medium</td>
<td>Development methodology choice</td>
</tr>
<tr>
<td>Constrained by users’ knowledge</td>
<td>Low</td>
<td>Emerging requirements dependency</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Knowledge gap between coworkers</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lack of collaboration</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Technology changes</td>
</tr>
<tr>
<td><strong>Risks Affecting All Phases</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ambiguous requirements</td>
<td>High</td>
<td>Ambiguous requirements</td>
</tr>
<tr>
<td>Unrated requirements</td>
<td>High</td>
<td>Unrated requirements</td>
</tr>
<tr>
<td>Client commitment</td>
<td>High</td>
<td>Client commitment</td>
</tr>
<tr>
<td>Change in external regulations</td>
<td>Medium</td>
<td>Change in external regulations</td>
</tr>
<tr>
<td>Underestimation of change magnitude</td>
<td>Medium</td>
<td>Underestimation of change magnitude</td>
</tr>
<tr>
<td>Fixed budget and timelines</td>
<td>Medium</td>
<td>Fixed budget and timelines</td>
</tr>
</tbody>
</table>

### 8. Discussion

Our design science research study has developed a continuous requirements risk profiling method. The developed method can also be considered as a nascent DSR theory that summarizes knowledge as operational principles or architecture [46]. Our profiling method is summarized in Table 6. The method is founded on the continuous development framework (Figure 1) and research on contingency theory-based requirements risk management [18]. The method provides three elements to accomplish continuous risk profiling for requirements risks.

Our method provides analysts with the tools to characterize the risk profile of a project dynamically. In other words, by using our profiling method, the analyst is able to accomplish the following: 1) identify the key risks for the project, 2) assess the current risk profile of the project, and 3) propose how to resolve the risks in a prioritized manner by using the indicated potential impact of a risk to a project. The method is also considered to be agnostic of the underlying IS development methodology and can be used with traditional stage-based or agile ISD methodologies.

We also recognize that the current work does not yet fully address the need for constant profiling and risk management. First of all, we see that we should more carefully focus on how to do continuous risk management. This would mean that we would need to re-assess how the current contingency-based risk management models and frameworks, such as [18], address the needs of continuous risk management. So far, this has been addressed through stage-based development approaches; see, e.g., [10-13].

We also argue that a more detailed method is needed to address how to assist the analysts to do constant profiling. We assume that there will be iteration cycles between three key elements of a method: identify risks, assess overall risk profile, and intervene. We are currently working on developing tools, e.g., for more detailed risk identification, which we deem important.

Furthermore, Delphi method is in its nature subjective and relies the experiences of the participants. This brings forward an interesting of objectivity in risk measurement. The current literature does well not address how certain problems occur in a project and of the consequences of those problems if they occur. The contingency risk management literature [10-13, 15, 18] does not really address the issue of what are the objective measures of probability for such project events. Moreover, the literature provides different
contingency rules of how to address certain project related risks, see, e.g. [18].

In addition, in our focus group phase of the study, we found that some of the requirements risks do not fit into the three earlier suggested risk categories, i.e., identity, volatility, and complexity. The previous contingency models in the literature, such as [11, 18], do not discuss "integrity"-type requirements risks. We believe that this new integrity risk category should be added into the contingency models to reflect an updated understanding of requirements risks.

Finally, our paper does not address how to intervene and resolve the requirements risks. For this, we should link the profiling method to the use of requirements resolution techniques. Mathiassen et al. [18] have proposed the use of specific resolution technique types for different requirements risks. Our current work does yet provide means for this end. Therefore, we see that the presented risk profiling method should be extended and linked more directly to the contingency-based risk management literature. We see certain work [18] especially interesting for this purpose.

9. Conclusions

This paper proposes a continuous requirements risk management method that is founded on the previous literature contingency-based risk management and how to identify and mitigate requirements risks. We developed the method in cooperation with industry professionals in New Zealand. The study applies design science research methodology [19] to structure and guide the research process as well as focus group interviews and a Delphi study for data collection. We argue that the developed method can be integrated into ISD projects using different ISD methods, such as structured or agile or combinations of both.

Our paper contributes to the literature by presenting a design science research study, which has rigorously applied one of the prominent DSR methodologies available today. The study provides an exemplar of how to develop a nascent DSR theory—in this case, a requirements risk profiling method. The study also demonstrates how different data collection methods can be used for method development when applying design science research methodology [19]. The developed method contributes to the literature by providing an up-to-date requirements risk item list and a continuous requirements risk profiling method.

Although we have strived to conduct a rigorous and well-planned DSR study, we do recognize some limitations. First of all, the number of participants in the Delphi study could have been bigger in order to improve the generalizability of the results. However, we were satisfied that the current number of participants (n=15) was in line with the previous literature that has applied the Delphi method in IS research [24, 50]. Thus, we do not consider this as a major limitation for the study. However, in future research, it would be interesting to conduct several Delphi studies in parallel on a singular research topic to see how this would enhance or change the results. This would, however, require substantial resources to run the study, as conducting Delphi studies is a laborious activity.
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