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Resource Allocation and Computation Offloading for
Multi-Access Edge Computing With Fronthaul

and Backhaul Constraints
Jun Chen, Zheng Chang , Senior Member, IEEE, Xijuan Guo , Renchuan Li, Zhu Han , Fellow, IEEE,

and Timo Hämäläinen , Senior Member, IEEE

Abstract—Edge computing is able to provide proximity solutions
for the future wireless network to accommodate different types
of devices with various computing service demands. Meanwhile,
in order to provide ubiquitous connectivities to massive devices
over a relatively large area, densely deploying remote radio head
(RRH) is considered as a cost-efficient solution. In this work, we
consider a vertical and heterogeneous multi-access edge computing
system. In the system, the RRHs are deployed for providing wireless
access for the users and the edge node with computing capability
can process the computation requests from the users. With the
objective to minimize the total energy consumption for processing
the computation task, a joint radio resource allocation and offload-
ing decision optimization problem is presented under the explicit
consideration of capacity constraints of fronthaul and backhaul
links. Due to the non-convexity of the formulated problem, we
divide the original problem into several sub-problems and address
them accordingly to find the optimal solution. Extensive simulation
studies are conducted and illustrated to evaluate the advantages of
the proposed scheme.

Index Terms—Multi-access edge computing, fronthaul/backhaul
link, offloading, resource allocation.

I. INTRODUCTION

A. Background and Motivation

I T IS estimated that the data generated by mobile devices
will grow exponentially every year [1], which challenges the

current architecture of cellular network. At the same time, how to
provide more convenient, fast and efficient computing services
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for mobile devices has also become a major challenge for the
wireless network evolution. Due to the insufficient computing
capability and limited battery capacity of mobile devices, the
processing of computing tasks often results in a large amount of
delay and reduce the lifetime of devices, which inevitably affects
the Quality of Experience (QoE). Over the past decade, cloud
computing has emerged as a novel computing paradigm, where
different computational and storage resources are provided to
resource-constrained mobile devices in a centralized manner [2].

Nevertheless, the cloud computing servers are usually far
away from mobile devices, which leads to the fact that the
provided service may not be able to meet the stringent latency
requirements of emerging mission-critical applications. More-
over, a large amount of frequency bandwidth will be consumed
for the data delivery from mobile devices to the centralized
cloud server. In order to overcome these limitations, multi-
access edge computing (MEC) emerges as a promising solution
that provides computational resource at the network edge by
deploying distributed edge nodes (ENs) to access points or
cellular base stations (BSs). In the MEC, mobile devices can
offload computation-intensive and latency-critical tasks to the
ENs for remote execution. The so-called computation offloading
is able to provide ubiquitous computing services to the users by
executing the offloaded tasks and returning the obtained results.
By such, radio resources can be saved together with the reduced
latency, in addition to the decreased cost and power consumption
of devices [3], [4].

MEC has shown great potential to boost the development
of future wireless networks. The service applications of MEC
include computation offloading, collaborative computing, mem-
ory replication and content distribution, etc. With the emergence
of MEC, the ability of transferring computation tasks from
resource-constrained mobile devices to ENs is expected to sup-
port numerous new services and applications, such as augmented
reality, IoT, autonomous vehicles and video processing. Mean-
while, in order to meet the requirement for massive wireless
connections, the wireless network is experiencing densification
and becoming heterogeneous. Different types of BSs and remote
radio heads (RRHs) are deployed so that the wireless access
services are becoming proximate to end users. The integration
of heterogeneous networks and MEC are foreseeable to pro-
vide users both wireless access and computing services with
improved Quality of Service (QoS). However, increasing the
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density of the BSs along with ENs may be a cost yet practical
solution. On the other hand, integrating the computational re-
sources, such EN, at BSs while the RRHs are used for wireless
access seems an effective and efficient alternative. In such an ar-
chitecture, BSs/ENs and RRHs are connected via the fronthaul,
and the BS/ENs can connect to the cloud server via backhaul
transmission for further task offloading if necessary.

While being considered as a potential solution for massive
connections and ubiquitous computing, there are quite a few
challenges ahead for realizing such a MEC architecture. How
to associate the massive users with a number of RRHs need
to be investigated. In addition, the computation offloading in
the dense networks can result in unexpected transmission delay.
The capacity constraint on the fronthaul and backhaul links are
also seen as a bottleneck. All these limitations require careful
design of computation offloading schemes about what and how
to offload from the users to RRHs, and resource optimization
schemes that coordinate different radio resources, such as power
and frequency resources, among different layers.

B. Related Works

MEC introduces computing and storage resources to the
networks by which the computation demand of the users can
meet with required QoS [5]. Currently, many works have been
dedicated to the computation offloading design and radio re-
source allocation [5], which aims to reduce processing delays
and energy consumption of mobile devices [6]. The majority of
research works have been done to study different problems on
computation offloading [7]–[10], including energy minimiza-
tion, delay minimization, resource allocation, and throughput
maximization, so as to improve the user’s QoS and the trans-
mission capacity.

Some works have studied the trade-off between energy
consumption and execution delay of computation offloading.
In [11], the author has studied to minimize the execution delay of
total tasks and energy consumption of mobile devices by jointly
optimizing the offloading decision tasks and the CPU cycle
frequency of mobile devices. In [8], the authors have proposed to
optimize the offloading decision, and resource allocation so as to
minimize the overall energy consumption of the whole system.
The authors of [12] have developed a decision offloading frame-
work to reduce response time and energy consumption in vehic-
ular network. In [13], the authors have proposed an adaptive
method for making offloading decisions, in which the objective
is the weighted sum of energy and computation time. In order
to improve the energy efficiency of latency-critical application,
the authors of [14] have presented a user cooperation scheme
in both computation and communication domains, which takes
into account partial offloading and binary offloading models.

In addition to the investigation of MEC, there are increasing
interest on the interplay of cloud computing and edge com-
puting, in which the tasks can be handled by local devices,
ENs or remote cloud servers. In [15], the authors have intro-
duced a collaborative three-tier computing network which can
utilize the vertical collaboration between mobile devices, edge
nodes and cloud servers, as well as the horizontal collaboration
between edge nodes. In order to improve the energy utilization

in MEC and save energy consumption, there are a number of
works investigating the energy harvesting effect [16]–[18]. The
authors of [16] have proposed a wireless energy harvesting
design for the multi-user MEC system, where the edge node
is integrated with the multi-antenna access point (AP). The AP
broadcasts wireless power which the users can utilize to execute
the computation tasks locally or offload the tasks to the edge
node. In this system, the authors propose to jointly optimize the
energy beamforming, the central processing unit frequencies
and the amount of offloaded task. The authors of [17] have
studied a energy efficient system with wireless power transfer.
Based on the Lyapunov optimization, a low complexity dynamic
offloading algorithm is proposed to reduce the execution cost
of delay and task failure. In [18], the authors have proposed a
wireless power transfer solution that can enable computing to be
performed at low-powered devices such as sensors and wearable
computing devices. In terms of computing resource allocation,
the authors of [19] have proposed a distributed optimization
scheme for joint computation offloading and resource allocation
in a MEC system. The optimal computation offloading strategy,
uplink subchannel and transmit power allocation schemes are
developed to jointly minimize the latency and energy consump-
tion. In [20], the authors have presented a joint optimization
problem of radio resources and computational resources, so as
to minimize the energy consumption of all the users with delay
constraint. In [21], the authors study the NOMA-based multi-
access MEC system, and optimize the task offloading and time
allocation. In [22], the authors study joint communication and
computing resource allocation to minimize the delay of all the
devices in a cloud-edge collaborative system. The authors of [23]
propose to minimize the end-to-end delay required to complete
the task by solving the problem of computing resource allocation
and the joint design of C-RAN signal processing strategies.

Increasing the density of the BSs to meet stringent require-
ments of massive users lead to the research of exploring the
potential of wireless backhaul and fronthaul links. To improve
the system throughput, the authors propose to jointly optimized
the wireless power and fronthaul transmission rate [24]. In [25],
the authors consider the fronthaul and backhaul links when
designing the computation offloading scheme, formulate an
energy cost minimization problem with resource and latency
constraints. In [26], the author optimizes the radio resource,
computing resource and user scheduling in the uplink and down-
link based on the constraints of limited backhaul capacity. The
authors of [27] propose a computation offloading scheme for
edge computing system, with explicit consideration of backhaul
link capacity constraint.

C. Contribution

As we can observe, there are increasing interests investigating
the joint optimization of radio resources and computation of-
floading in MEC. However, most of the works do not consider the
coexistence of RRHs and ENs when providing wireless access,
and ignore the capacity limitation of the associated fronthaul and
backhaul links. Therefore, in this work, we tempt to explore this
practical yet under-investigated MEC architecture and minimize
the total energy consumption for offloading tasks when the



CHEN et al.: RESOURCE ALLOCATION AND COMPUTATION OFFLOADING FOR MULTI-ACCESS EDGE COMPUTING 8039

users have computation requests. Our major contributions are
summarized as follows.
� In this work, we consider a vertical and heterogeneous

MEC, where the users have computation service requests.
In the considered system, the RRHs are deployed for
providing wireless access for the users, and BS with EN
can process the computation requests from the users. In
addition, the tasks can be further offloaded to the cloud
center if needed. The considered scenario is able to be
widely applied to provide computing and wireless connec-
tion services in a dense network with massive devices.

� With the objective to minimize the total energy consump-
tion for processing the computation task, a joint resource
allocation and offloading decision optimization problem
is presented under the explicit consideration of capacity
constraints of fronthaul and backhaul links. The formulated
problem concerns the power allocations of the users, RRHs
and ENs, and the offloading decisions of users and ENs,
and the computational resource allocation at ENs.

� Due to the non-convexity of the formulated problem, we
divide the original problem into several sub-problems and
address them accordingly to find the optimal solution.
Extensive simulation studies are conducted and illustrated
to evaluate the advantages of the proposed scheme. It is
revealed that the users prefer to offload more data when
the computation latency constraint becomes more strin-
gent. It is also shown that the careful design of radio and
computational resource allocation is needed for the MEC
with the capacity constraints of the fronthaul and backhaul
links.

D. Organization

The rest of this paper is organized as follows. Section II
describes the system model. In Section III, we formulate the
optimization problem, and introduce resource allocation and
computation offloading solutions in Section IV. We demonstrate
the benefits of our proposed algorithm in Section V through
simulation study, and finally conclude this work in Section VI.

II. SYSTEM MODEL

In this paper, we consider a heterogeneous MEC system as
shown in Fig. 1. In the system, there are N RRHs deployed
as the access points serving for a total number of U mobile
users. When the users have computing tasks to be offloaded, the
requests will be transmitted to the RRH. Typically, the RRH is
only with access functions, and needs to forward the received
requests to the ENs via wireless fronthaul. We consider there
are in total M ENs. In addition to the functions for wireless
access, the edge nodes (ENs), which have relatively rich com-
putational resources, are integrated into the BSs and can process
the computation requests from the users. If the requests cannot
be processed at the EN, they will be delivered to the cloud for
execution via the wireless backhaul.

We define the set of RRHs as N = {1, . . ., n, . . ., N}, the
set of users as U = {1, . . ., i, . . ., U}, the set of ENs as M =
{1, . . .,m, . . .,M}. We assume that each user has computing
tasks that can be described as Ti = {di, wi, t

max
i }, i ∈ U . di

Fig. 1. Considered MEC system model.

TABLE I
KEY NOTATIONS

represents the data size of each computing task, wi represents
the total computational resources required to complete the com-
puting task, and tmax

i is the maximum delay that the user can
tolerate. For ease of reference, we also list the key notations of
our system model in Table I.

A. Local Execution Model

To model the execution model, we first use θidi to represent
the data size that has been offloaded to the EN to be processed,
where (0 ≤ θi ≤ 1). Then (1 − θi)di is the data size that can be
executed locally. To successfully obtain the computed results
of di, the amount of needed computational resource is wi.
Then, V l

i = (1 − θi)wi is the number of CPU cycles required
to complete the application locally. For user i, we assume local
computing capacity isCl

i (e.g. CPU cycles per second), and then
we have the local execution time is

tli =
V l
i

Cl
i

. (1)
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We defineϕi as the energy unit of user, and the energy consump-
tion for local computing is expressed as:

El
i =

ϕiV
l
i

Cl
i

. (2)

B. Communication Model

We consider the wireless access between the users and RRHs,
fronthaul and backhaul links are all OFDM-based. We first
present the model of wireless link between the user and RRH,
and then introduce the models of fronthaul and backhaul links.

1) Wireless Access Link: When an user has computing tasks
to offload, it will choose one of RRHs to connect. The data
rate of wireless access link between the user i and RRH can be
expressed as:

ri =

N∑
n=1

αinBulog2

(
1 +

pigi,n
σ2

)
, (3)

where ain ∈ {0, 1} is defined an indicator for user-RRH associ-
ation. ain = 1 indicates that user i has chosen RRH n to offload
tasks, otherwise ain = 0. Bu is the channel bandwidth, pi is the
transmit power of user i, gi,n is the channel gain between i and
RRH n, and σ2 is noise variance. The transmission time can be
expressed as:

ti =
θidi
ri

. (4)

The transmit energy consumption of user i for wireless access
is piθidi/ri.

2) Fronthaul Link: After receiving the data from the users,
RRH can forward the data to EN. The data rate from RRH n to
EN m for delivering task of user i is expressed as:

rin = Brlog2

(
1 +

pingn,m
σ2

)
, (5)

where pin is the transmit power of RRH n for delivering task
of user i, gn,m represents the channel gain between RRH n and
EN m. Then the transmission time on fronthaul is

tin =
θidi
rin

. (6)

The transmit energy consumption of RRH n for delivering the
task of user i is pinθidi/rin .

3) Backhaul Link: In this work, we assume that computing
tasks can be executed at ENs or cloud computing center. If the
tasks are not executed in the EN, they will be transmitted via a
backhaul link to the cloud center. We can express the data rate
of backhaul link between ENs and cloud center as follows:

rim,c = Bf log2

(
1 +

pimgm,c

σ2

)
, (7)

where pim is the transmit power of EN m to cloud, for transmit-
ting task of user i and gm,c represents the channel gain between
EN m and cloud. It should be noticed that the data rate on
the fronthaul link should be limited by its capacity. We define
χim ∈ {0, 1} as an offloading decision indicator for choosing
EN or cloud computing for execution. χim = 1 indicates that
computing task of user i will be offloaded to EN m for comput-
ing. χim = 0 indicates that the computing tasks of user i will
be offloaded to the cloud for computing via EN m. Then, the

transmission time of the backhaul link can be expressed as:

tim,c = (1 − χim)
θidi
rim,c

. (8)

Correspondingly, the transmit energy consumption of EN m
for delivering the task of user i is pimtim,c.

C. EN Execution Model

After computation tasks are offloaded, the EN allocates com-
putational resources for task execution. We define FM

m as the
maximum computing capacity of the EN m, fim ≥ 0 represents
the portion of computing capacity that EN m assigns to user i,
and

∑U
i=1 fim ≤ 1. When (part of) task is executed at the EN,

V f
i = θiwi represents the number of CPU cycles required for

completing the task of user i, and the execution time is given as
follow:

teim = χim

V f
i

fimFM
m

. (9)

Correspondingly, the energy consumption of task execution can
be expressed as:

Ee
i = χim

ωmV f
i

fimFM
m

, (10)

We define ωm as the energy unit of EN servers. At cloud side,
due to the rich computing resources of the cloud center, the
execution time is quite short. we do not consider the execution
time and the energy consumption on cloud if the task is offloaded
to cloud [22], [23].

III. PROBLEM FORMULATION

With the above analysis on the system model, the main ob-
jective of this work is to minimize the total energy consumption
under the constraints of time delay, link capacities of fronthaul
and backhaul and transmit power. The optimization variables
include transmitting power of users pu = {pi}, transmit power
of RRH pRRH = {pin} and EN pEN = {pim}, user associa-
tion factor α = {αin}, task offloading decisions θ = {θi} and
χ = {χim}, and computational resource allocation f = {fim}.
Accordingly, ∀n ∈ N , ∀i ∈ U , and ∀m ∈ M, the problem can
be formulated in P1 as follows,

P1 : min
{pu,pRRH,pEN,

α,θ,χ,f}

U∑
i=1

(
ϕiV

l
i

Cl
i

+
piθidi
ri

)
+

U∑
i=1

N∑
n=1

pinθidi
rin

+

U∑
i=1

M∑
m=1

[
(1 − χim)ωmV f

i

fimFM
m

+
χimpimθidi

rim,c

]
,

s.t. C1 : 0 ≤ pi ≤ pmax
i ,

C2 : 0 ≤
N∑
i=1

ain ≤ 1, ain ∈ {0, 1},

C3 : 0 ≤
M∑

m=1

χim ≤ 1, χim ∈ {0, 1},
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C4 : 0 ≤
U∑
i=1

fim ≤ 1, 0 ≤ fim ≤ 1,

C5 : 0<
U∑
i=1

αi,nBrlog2

(
1+

pingn,m
σ2

)
<CF

n ,

C6 : 0<
U∑
i=1

χimBf log2

(
1+

pimgm,c

σ2

)
<CB

m,

C7 : max{tli, ti + tin + tim,c + teim} ≤ tmax
i ,

C8 :

U∑
i=1

pin ≤ pmax
n , pin < pmax

n ,

C9 :
U∑
i=1

pim ≤ pmax
m , pim < pmax

m ,

C10 : 0 ≤ θi ≤ 1. (11)

C1 can ensure that the transmit power of user cannot exceed
the maximum transmit power pmax

i . C2 is the constraint on the
user-RRH association indicator meaning that one user can only
connect with one RRH when the user has task to be offloaded.
C3 ensures that the task of user can be executed by one EN or by
the cloud center. C4 indicates the constraints of computational
resource allocation of EN. CF

n in C5 and CB
m in C6 are the

maximum fronthaul and backhaul link capacity, respectively.
C7 guarantees the maximum transmission and computation
delay for the offloading part. C8 and C9 ensure that the power
allocation of RRH n and EN m can not exceed the maximum
transmit power pmax

n and pmax
m , respectively. C10 is the portion

of offloaded task of user i.
It can be found that P1 is a non-convex problem. More

preciously, it is a mixed integer programming problem because
of the non-convexity of the objective function and constraints.
Addressing such a problem is recognized as NP -hard. An
exhaustive search is needed to obtain the global optimum, which
leads to a high computational cost. In order to make the problem
tractable and to simplify the problem, we divided the original
problem into several sub-problems and solved them accordingly.

IV. PROPOSED SOLUTION

In the following, we divide the original problem into several
sub-problems, including task offloading, user association,
resource allocation at RRHs and ENs, and address them
accordingly.

A. Task Offloading Decision

First, we investigate the task offloading decision-making pro-
cess, i.e. how to determine and select the optimal offloading
decision θi to minimize the overall energy consumption. Based
on the given variable {pu,pRRH ,pEN ,α, f ,χ}, the optimal θ

can be obtained by solving the following problem.

P2 : min
{θ}

U∑
i=1

(
ϕiV

l
i

Cl
i

+
piθidi
ri

)
+

U∑
i=1

N∑
n=1

pinθidi
rin

+

U∑
i=1

M∑
m=1

[
(1 − χim)ωmV f

i

fimFM
m

+
χimpimθidi

rim,c
,

]

s.t. C7, C10.

(12)

We can rewrite C7 as

C7′ : tli ≤ tmax
i , ti + tin + tim,c + teim ≤ tmax

i . (13)

Then we have

θi ≥ 1 − Cl
it

max
i

Vi
, (14)

and

θi ≤ tmax
i /

(
di
ri

+
di
rin

+
χimdi
rim,c

+
(1 − χim)Vi

fimFM
m

)
. (15)

Thus, the domain of θi is given as following

θi(min) = max

(
0, 1 − Cl

it
max
i

Vi

)
, (16)

θi(max) = min

⎛
⎝ tmax

i

di

ri
+ di

rin
+ χimdi

rim,c
+ (1−χim )Vi

fimFM
m

, 1

⎞
⎠ .

(17)

Problem P2 can be rewritten as following form:

P2′ : min
θ

U∑
i=1

(
ϕV l

i

Cl
i

+
piθidi
ri

)
+

U∑
i=1

N∑
n=1

pinθidi
rin

+

U∑
i=1

M∑
m=1

[
(1 − χim)ωmV f

i

fimFM
m

+
χimpimθidi

rim,c

]

s.t. C11 : θi(min) ≤ θi ≤ θi(max) (18)

P2′ is a linear function about θi, so we can use some classical
schemes, such as bisection method, to find the optimal value
of θi.

B. User-RRH Association

In this subsection, we investigate the problem of User-RRH
association and the optimal power allocation of the user. Ac-
cordingly, we need to address the following subproblem of P1
given offloading decisions and the resource allocation at ENs
and RRHs, i.e.,

P3 : min
{α,pu}

U∑
i=1

pi
θidi

αinBulog2(1 +
pigi,n
σ2 )

,

s.t. C1, C2, C7′.

(19)

When (part of) the tasks are offloaded for execution, the user
can select a certain RRH for wireless connection. Since the
objective function is an integer nonlinear programming problem
with non-convex architecture, P3 is a non-convex optimization
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Algorithm 1: Propose Algorithm for Achieving q∗i .

1: Set maximum tolerance δ;
2: while (!Convergence) do
3: Solve P4 for a given qi and obtain user association

and power allocation {α′,p′
u};

4: if U(p′
u)− qiR(α′,p′

u) ≤ δ then
5: Convergence = true;
6: return{α∗,p∗

u} = {α′,p′
u} and obtain q∗i by (20);

7: else
8: Convergence = false;
9: returnObtain qi = U(p′

u)/R(α′,p′
u);

10: end if
11: end while

problem. First, the binary variable is relaxed and let αin= [0, 1],
which can be interpreted at resource sharing factor among
multiple RRHs. Therefore, according to the fractional linear
programming [30], we can transform it into a linear form to
solve this problem.

First, we assume qi is one solution of P3, and q∗i is the optimal
solution, as shown in the following:

q∗i = min
{α,pu}

p∗iθidi
α∗
in
Bulog2(1 +

p∗
igi,n
σ2 )

, (20)

where p∗i is the optimal power allocation, α∗
in

is optimal as-
sociation between the user and RRH. Then, we can obtain the
following theorem.

Theorem 1: qi can reach its optimal value if and only if the
following conditions are satisfied.

min
{α,pu}

U(pu)− qiR(α,pu) = 0, (21)

where U(pu) = piθidi and R(α,pu) = αinBulog2(1 +
pigi,n
σ2 ).
Proof: Similar proof process can refer to Theorem 2 in [32].�
Theorem 1 gives a necessary and sufficient condition with

respect to (w.r.t.) optimal power allocation and user association.
Particularly, for the considered problem with an objective func-
tion in fractional form, there exists an equivalent optimization
problem with an objective function in subtractive form, and both
formulations result in the same solution. To achieve the optimal
q∗i , the iterative algorithm with guaranteed convergence can be
applied [32] which is shown in Algorithm 1.

When we get the optimal solutions p∗i , α∗
in

and the optimal
value q∗i , it means that

p∗iθidi − q∗ia
∗
in
Bulog2

(
1 +

pi
∗gi,n
σ2

)
= 0. (22)

From the constraints of P3, we can get

Bulog2

(
1 +

pigi,n
σ2

)
≥ ϕiθidi

tmax
i −ΔTi

, (23)

where for simplicity, we have defined

ΔTi =
θidi
rin

+ χ
im

θidi
rim(pim)

+ (1 − χ
im

)
V f
i

fimFM
m

. (24)

Therefore, P3 can be transformed to the following problem:

P4 : min
{α,pu}

U∑
i=1

(
piθidi − qiainBulog2

(
1 +

pigi,n
σ2

))
,

s.t. C1, C2,

C7′′ : Bulog2(1 +
pigi,n
σ2

) ≥ ϕiθidi
tmax
i −ΔTi

.

(25)

The objective function is a concave function w.r.t. pi, as its
Heisenberg matrix is semi-positive definite, and it is a linear
function w.r.t. αin . Therefore, the transformed problem P4 is a
convex optimization problem and satisfies the Slaters condition.
Thus, it can be solved by using the Lagrange dual decompo-
sition and subgradient method. Denoting Φ = {ρi, γi, τi}, the
Lagrange function can be expressed as:

L(pu,α,Φ)

=
U∑
i=1

(piθidi−qiainBulog2(1+pihi))+
U∑
i=1

ρi(pi−pmax
i )

+

U∑
i=1

γi[ki −Bulog2(1 + pihi)] +

U∑
i=1

τi(ain − 1),

(26)

where hi =
gi,n
σ2 and ki =

ϕiθidi

tmax
i −ΔTi

.
The optimal power allocation and the user association factor

depend on dual variables Φ, which can be updated by solving
the dual function of P4. Then we have

P4′ : max
{Φ}

min
{pu,α}

L(pu,α,Φ),

s.t. ρi ≥ 0, γi ≥ 0, τi ≥ 0.
(27)

From (26), we can minimize L(pu,α) for a given set of dual
variables {ρi}, {γi}, {τi}. Then, we can take the first derivation
of pi and ain respectively.

∂L

∂pi
= θidi − qiainBuhi

(1 + pihi) ln 2
+ ρi − γi

Buhi

(1 + pihi) ln 2
,

(28)

∂L

∂ain
= τi − qiBulog2(1 + pihi). (29)

Let ∂L
∂pi

=0 and ∂L
∂ain

=0, the optimal power allocation is
obtained as follows:

p∗i =
2

τi
qBu − 1
hi

. (30)

Substituting p∗i into (29), and we can get the optimal ain :

a∗in =
[(θidi + ρi) ln 2]2

τi
qiBu −Buγi

qBu
. (31)

We can use subgradient method to find the optimal dual
variables, i.e.

∇ρi = p*
i
− pmax

i , (32)

∇γi =
ϕiθidi

tmax
i −ΔTi

−Bulog2

(
1 +

pigi,n
σ2

)
, (33)

∇τi = ain − 1. (34)
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Algorithm 2: User Association and Power Allocation
Algorithm.

1: Initialization: dual variables, pmax
i , qi, and maximum

tolerance δ.
2: while !Convergence do
3: power allocation pi and association according (30).
4: Update dual variables according to (35), (36), (37).
5: if U(p′

u)− qiR(α′,p′
u) ≤ δ then

6: Convergence=true;
7: {α∗,p∗

u} = {α′,p′
u}, ain = ain

′, and obtain q∗i .
8: else
9: Convergence=false;

10: qi =
U(p′

u)
R(α′,p′

u)
.

11: end if
12: end while
13: returnObtain user association and power allocation

policies.

The Lagrangian multiplication is updated with the subgradi-
ent method in the following way,

ρi(l + 1) = [ρi(l)− ερi
(l)∇ρi(l)]

+, (35)

γi(l + 1) = [γi(l)− εγi
(l)∇γi(l)]

+, (36)

τi(l + 1) = [τi(t)− ετi(l)∇τi(l)]
+, (37)

where l is the number of iterations, ερi
(l), εγi

(l), ετi(l) are
the corresponding step sizes. The Lagrange multiplier is iter-
atively updated until the condition is satisfied. The proposed
user association and power allocation algorithm is summarized
in Algorithm 1. In this algorithm, we first define a sufficiently
small positive real number. If convergence is not achieved,
the loop continues until the optimal solution is reached. At
each iteration, the dual variables are updated according to (35),
(36), and (37). The power allocation is derived from (30). If
pi

′θidi − qBulog2(1 +
pi

′gi,n
σ2 ) � δ, then the convergence has

been reached and the optimal value can be obtained [33]. The
overall process is summarized in Algorithm 2.

The obtained a∗in is a relaxed value, and we can now recover
the binary variable a∗in . Substituting pi and ain into (29), when
the partial derivative of ain tends to zero, then ain = 1. When
∂L
∂ain

→ ∞, that is, the partial derivative of ain tends to infinity,
and then ain = 0.

C. RRH Power Allocation

In this part, we will present the subproblem about power
allocation of the RRH for delivering the task to the EN. Then,
the problem can be shown as follows:

P5 : min
{pRRH}

U∑
i=1

N∑
n=1

pin
θidi

rin(pin)

s.t.C7′′′:
θidi
ri

+
θidi

rin(pin)
+
(1−χim)θidi

rim,c
+

χimV f
i

fimFM
m

<tmax
i ,

C8 :

U∑
i=1

pin ≤ pmax
n , pin < pmax

n . (38)

In P5, rin(pin) = Brlog2(1 +
pingn,m

σ2 ), and we assume that
f(pin) = pin

θidi

Brlog2(1+
pingn,m

σ2 )
. For f(pin), we have following

lemma.
Lemma 1: f(pin) is unimodal in its domain [34].

Proof: First, we can see that f(x) = x(θidi
2

1
Brx −1

h ) is con-
vex, x ≥ 0, h =

gin,m

σ2 , Because the Heisenberg matrix of func-

tion f(x) = x(θidi
2

1
Bx −1
h ) is semi-positive definite, therefore,

if function f(x) has a minimum value, the minimum value is

unique. In addition, let pin=
2

1
Brx −1

h , f(x) can be expressed as
an inverse function of f( 1

Brlog2(1+hpin ) ) with respect to pin ,
i.e, f(pin). In this process, what we do is to apply variable
substitution, which is monotonous. Therefore, if f(pin) has a
minimum value, this minimum value is unique. In other words,
f(pin) is unimodal. �

From Lemma 1, it can be found that the optimal value will
be taken from three points, namely, two end points and the peak
point of function f(pin). From C8, we can obtain the following
results.

pin ≥ 2
θidi

Br(tmax
i

−Δti)

h
=pmin

in
, (39)

where Δti = tmax
i − [ θidi

ri
+ (1 − χim) θidi

rim,c
+ χim

V f
i

fimFM
m
],

and the optimal closed form of pin is:

p∗in =

⎧⎪⎨
⎪⎩
pmin
in

, pmin
in

> p′in ,
p′in , p

min
in

≤ p′in ≤ pmax
in

,

pmax
in

, p′in > pmax
in

where p′in represents the optimal transmit power when f(pin)
is minimized, i.e., ∇f(pin)|p′

in
= 0.

D. Resource Allocation of EN

In this subsection, we address the problem at the EN, i.e,
resource allocation of the EN and whether the task can be
further offloaded to the cloud center. Based on the given resource
allocation {pu,θ,pRRH ,α}, the optimal resource allocation
problem can be simplified to the following problem:

P6 : min
{f ,pEN ,χ}

U∑
i=1

M∑
m=1

[
(1 − χim)ωmV f

i

fimFM
m

+
χimpimθidi
rim,c(pim)

]
,

s.t. C3, C4, C6, C7,′ C9. (40)

As defined, χim is a binary variable. To address this problem,
we relax χim to be [0,1] instead of a Boolean, which can be
interpreted as the computing sharing factor for task execution.
First, we solve the problem of computational resource allocation
fim , which means to address the following problem.

P7 : min
{f}

U∑
i=1

(1 − χim)ωmV f
i

fimFM
m

,

s.t. C4, C7′.

(41)
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It can be found that P7 is a convex optimization problem, the
optimal allocation f ∗

im
can be obtained by using the Lagrange

dual decomposition. The Lagrange function of P7 is shown as
follow:

L(f ,Ψ) =

U∑
i=1

(1 − χim)ωmV f
i

fimFM
m

+ β

(
U∑
i=1

fim − 1

)

+

U∑
i=1

μi

(
ti,delay +

(1 − χim)V f
i

fimFM
m

− tmax
i

)
,

(42)
whereΨ = {β, μi}. β ≥ 0 and μi ≥ 0 are Lagrange multipliers
associated with different constraints, and ti,delay = tli + ti +
tin + tim,c. Accordingly, the dual problem is

max
Ψ

min
f

L(f ,Ψ). (43)

Similar to the procedure of addressing P4, the dual problem
(43) is decomposed into two layers, where minimization of
(42) is the inner problem and maximization of (43) is the outer
problem. The dual problem can be addressed by solving these
two problems iteratively. In each iteration, the inner problem
about optimal computational allocation is solved by using the
Karush-Kuhn-Tucker (KKT) conditions for a set of Lagrange
multipliers with the fixed value, and the outer problem is solved
using the subgradient method [31].

Using convex optimization schemes and applying the KKT
conditions, the closed-form optimal computational allocation of
EN can be obtained as

f ∗
im

=

⎡
⎣(

βFM
m

ωmV f
i + μiV

f
i

) 1
2

⎤
⎦
+

. (44)

Since the optimal resource allocation depends on dual vari-
ables β and μ, the subgradient method with guaranteed con-
vergence can be used to address the Lagrange multiplier, which
leads to

β(l + 1) = [β(l)− εβ(l)∇β]+,

μi(l + 1) = [μi(l) + εμi
(l)∇μi]

+,
(45)

where

∇β =
U∑
i=1

fim − 1,

∇μi = ti,delay +
(1 − χim)V f

i

fimFM
m

− tmax
i .

(46)

In (45), l represents the number of iteration. εβ(l) and εμi
(l)

represent the corresponding step sizes. Since (41) is a convex
optimization problem, it is guaranteed that the iteration between
the outer and inner problems converges to the primal optimal
solution.

After solving the optimal resource allocation f ∗
im

, P6 is trans-
formed into the following form:

P8 : min
{χ,pEN}

U∑
i=1

M∑
m=1

[
(1 − χim)

ωmV f
i

f ∗
im
FM
m

+
χimpimθidi
rim,c(pim)

]
,

s.t. C3, C6, C7,′ C9. (47)

In the following, we use p̃im instead of pim in C10, i.e p̃im =
χimpim . P8 can be transformed to the following problem P9.

P9 : min
{χim ,pim}

U∑
i=1

M∑
m=1

×
[
(1 − χim)ωmV f

i

f ∗
im
FM
m

+
p̃imθidi

Bf log2(1 +
p̃imgm,c

σ2 )

]
,

s.t. C1′ : 0 ≤ χim ≤ 1,

C2′ : 0 <

U∑
i=1

Bf log2

(
1 +

p̃imgm,c

σ2

)
< CB

m,

C3′ : tbi,delay +
θidi

Bf log2

(
1 +

p̃imgm,c

σ2

)

+
(1 − χim)V f

i

f ∗
im

FM
m

< tmax
i ,

C4′ :
U∑
i=1

p̃im ≤ pmax
m , 0 ≤ p̃im ≤ χimpmax

m . (48)

where tbi,delay = tli + ti + tin . In order to solve the above P9,
we introduce Lagrange method to solve it.

L(p̃im , χimλ) =

U∑
i=1

M∑
m=1

[
p̃imθidi

Bf log2(1 +
p̃imgm,c

σ2 )

]

+

U∑
i=1

M∑
m=1

(1 − χim)
ωmV f

i

f ∗
im
FM
m

+ λ

U∑
i=1

M∑
m=1

χim(1 − χim),

(49)

where the λ is a penalty factor, if λ is large enough, problem
P9 andL(p̃im , χim , λ) have same optimal values. The minimum
values are obtained iteratively by using the interior penalty func-
tion method. The optimization of problem P9 can be transformed
into the following P10.

P10 : min
{χim ,p̃im}

[f1(χim , p̃im)− f2(χim)]

s.t. C1,′ C2,′ C3,′ C4′. (50)

f1(χim , p̃im) =
U∑
i=1

M∑
m=1

[
p̃imθidi

Bf log2(1 +
p̃imgm,c

σ2 )

]
+

U∑
i=1

M∑
m=1

[
(1 − χim)ωmV f

i

f ∗
im
FM
m

+ λχim

]
, (51)

f2(χim) = λ

U∑
i=1

M∑
m=1

χ2
im
. (52)

However, f1(χim , p̃im) is still non-convex. In order to solve
this problem, we will use the Frank-Wolfe algorithm for non-
convex objective functions to find the optimal solution of
P10 [28]. P10 can be written in the following form,

P11 : min
[
f1(χim , p̃im)−f2(χ

(l)
im
)−

〈
∇f2(χ

(l)
im
), χim−χ

(l)
im

〉]
,

s.t. C1,′ C2,′ C3,′ C4′. (53)
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Algorithm 3: Joint Resource Allocation and Offloading
Decision at EN.

Input: pim , pmax
im

, fmax
im

, V f
i , θidi, ∀i ∈ U , n ∈ N,m ∈ M

1: Initialization:p(0)
im

, χ(0)
im

, λ;
2: for all ∀i ∈ do
3: for all ∀m ∈ do
4: calculate f ∗

im
by (44)

5: end for
6: end for
7: calculate L(p̃

(0)
im

, χ
(0)
im

, λ) by (49)

8: while |L(p̃(l)im
, χ

(l)
im
, λ)− L(p̃

(l−1)
im

, χ
(l−1)
im

, λ)| > ζ do

9: calculate p̃
(l)
im

and χ
(l)
im

by (58)
10: update pim , χim and λ;
11: l = l + 1
12: end while
13: returnall optimal offloading decisions χ∗

im
, computing

resource allocationf ∗
im

, power allocation of BS p∗im

where χ
(l)
im

is the result of χim at l iteration. Since the con-
straint in P11 is non-concave, we use the Difference of Convex
functions (DC) programming scheme to solve the non-concave
constraint [29]. C2′ can be rewritten as:

C2′′ :
U∑
i=1

[g1(p̃im)− ∼
g(p̃im)] < CB

m (54)

where

g1(p̃im)= Blog2(p̃imgm,c + σ2) (55)

g̃2(p̃im) is the first order Taylor approximation of g2(p̃im).

g2(p̃im) = log2(σ
2) (56)

g̃2(p̃im) = g2(p̃im)+
〈
∇g2(P̂

(l)
im

), p̃im − P̂
(l)
im

〉
(57)

P̂
(l)
im

is the result of p̃im iterations, substituting (54) into P10, we
can arrive at:

P11′: min
[
f1(χim , p̃im)−f2(χ

l
im
)− 〈∇f2(χ

l
im
), χim−χl

im

〉]
s.t. C1,′ C2,′′ C3,′ C4′. (58)

To this end, P8 can be solved by iterative algorithm, and
procedure is shown in Algorithm 3.

E. Summary of the Proposed Scheme

In the proposed solution, we first address the task offloading
decision by adopting the method of fractional linear program-
ming, and corresponding computational complexity is O(N).
Then the transmit power allocation pi of users and the associa-
tion factor αin between users and RRH are addressed according
to Algorithm 2. The computational complexity of Algorithm
2 is O(N) = O(ζN), where ζ is the number of basic steps
required for calculation in (35-37). Algorithm 3 uses Frank-
Wolfe algorithm to solve the problem computational resource
allocation fim , power allocation pim and offloading decision
χim . The total computational complexity of Algorithm 3 is

Algorithm 4: Iteration Algorithm Design.
1: Initialization: Initialize values of θi, pi, ain , pin , fim ,

pim , χim ;
2: Input: tmax

i , Vi, di, ωm, FM
m , ϕi;

3: Iteration: Set t = 0
4: while∣∣∣∣∣G(θi

(t+1), p
(t+1)
i , a(t+1)

in
, f (t+1)

im
, p(t+1)

in
, p(t+1)

im
, χ(t+1)

im
)

−G(θi
(t), p

(t)
i , a(t)

in
, f (t)

im
, p(t)

in
, p(t)

im
, χ(t)

im
)

∣∣∣∣∣ ≤
ε do

5: given a
(t)
in

, p(t)i , p(t)in
, f (t)

im
, p(t)

im
, χ(t)

im

6: solve P2;
7: obtain the optimal θi

∗(t);
8: given θi

∗(t), p(t)in
, f (t)

im
, p(t)

im
, χ(t)

im

9: solve P3;
10: obtain the optimal a∗(t)in

, p∗(t)i ;

11: substitute θi
∗(t), a∗(t)in

, p∗(t)i , f (t)
im

, p(t)
im

, χ(t)
im

, to solve
P5;

12: obtain the optimal p∗(t)in
;

13: substitute θi
∗(t), a∗(t)in

, p∗(t)i , p∗(t)in
to solve P6;

14: obtain the optimal f ∗(t)
im

, p∗(t)
im

, χ∗(t)
im

;

15: set p(t+1)
i =p

∗(t)
i , a(t+1)

in
=a∗(t)

in
, f (t+1)

im
=f ∗(t)

im
,

p(t+1)
in

=p∗(t)
in

, p(t+1)
im

=p∗(t)
im

, χ(t+1)
im

=χ∗(t)
im

;
16: t = t+ 1;
17: end while
18: end
19: Output p∗i=p

∗(t)
i , a∗

in
=a∗(t)

in
, f ∗

im
=f ∗(t)

im
, p∗

in
=p∗(t)

in
,

p∗
im

=p∗(t)
im

, χ∗
im

=χ∗(t)
im

O(N 2) = O(ξN 2 +N), where ξ is the number of basic steps
required for Lagrangian multiplier calculation in (45).

Algorithm 4 uses iterative algorithm design, and provide the
overall solution of the original problem. At first, θi, pi, ain ,
pin , fim , pim and χim are initialized. Bring these initial values
into the described algorithms in the previous subsections, get
the initial iteration value, and then iterate until the convergence
condition is met. The final optimal value can be obtained ac-
cordingly. The computational complexity of each iteration of
loop is related to Algorithm 1, Algorithm 2 and Algorithm 3.
The algorithm diagram is given in Fig. 2. The computational
complexity of the inner iteration is O(N + ζN +N 2ξ +N),
so the overall computational complexity of Algorithm 4 is
O(N 3) = O(N(N + ζN +N 2ξ +N)). Note that in Algo-
rithm 4, G(p

(t)
i , a(t)

in
, p(t)

in
, f (t)

im
, p(t)

im
, χ(t)

im
) is

G(p
(t)
i , a(t)

in
, f (t)

im
, p(t)

in
, p(t)

im
, χ(t)

im
) =

U∑
i=1

(
ϕiV

l
i

Cl
i

+
p
(t)
i θidi
ri

)

+

U∑
i=1

N∑
n=1

p(t)
in
θidi

rin(a
(t)
in , p

(t)
in )

+

U∑
i=1

M∑
m=1

×
[
(1 − χ(t)

im
)ωmV f

i

f
(t)
im FM

m

+
χ(t)

im
p(t)

im
θidi

rim,c(p
(t)
im )

]
. (59)
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Fig. 2. Algorithm diagram.

Fig. 3. The energy consumption v.s. different task sizes, offloading schemes
and computing capacities of user, where χim = 1.

V. NUMERICAL RESULTS

In this section, we verify the feasibility and superiority of
the proposed method through simulation experiments. In the
simulations, we set the number of users as 10, the number of
RRHs as 5, and the number of ENs as 2. We set the input data
for any task varies between 10 KB and 210 KB, the maximum
transmit power of users to be 30dbm, the maximum transmit
power of RRHs to be 40dbm and the maximum power of ENs to
be 46dbm. The bandwidth between users and RRHs is 10 MHz,
the bandwidth of fronthaul link between RRHs and ENs is
20 MHz, the bandwidth of backhaul link between ENs and the
cloud set to be 40 MHz. The average distance between users
and RRHs is 50 m, and the average distance between RRHs and
ENs is 500 m. The maximum tolerance delays for completing
the task are set to be between 0.5 s and 2 s.

In Figs. 3 and 4, we present the energy consumption of the
user’s task data size under different offloading strategies. Fig. 3
shows the EN processes the computing task, i.e., χim = 1. In

Fig. 4. The energy consumption v.s. different task sizes, offloading schemes
and computing capacities of user, where χim = 0.

Fig. 5. The energy consumption on the fronthaul link v.s. fronthaul capacity.

Fig. 4, we consider all the tasks are offloaded to the cloud for
execution, i.e. χim = 0. In these figures, it is assumed that the
computing processing capacity of users is 3 × 108 cycle/s and
4 × 108 cycle/s, respectively. As the computing capacity of users
increases, the corresponding energy consumption decreases. It
can be seen from Figs. 3 and 4 that local computing has a higher
energy consumption than partial offloading, because the comput-
ing of server and cloud has a stronger computing capacity. Partial
offloading scheme can reduce energy consumption by offloading
tasks to the EN or cloud computing. It can be seen from Figs. 3
and 4 that the proposed algorithm can further reduce the energy
consumption of task processing by selecting the appropriate
offloading ratio according to the task size. Meanwhile, due to the
limited local computing capacity of users, local computing can
lead to more energy consumption. At the same time, if the task
is total offloaded for computing, the energy consumption of the
transmission process will be too high due to the long distance of
task transmission and the energy consumption of task execution.

Figs. 5 and 6 investigate the energy consumption on the fron-
thaul link and backhaul link, respectively. Here, we assume that
the offloading ratio of users is 0.4, 0.6 and 0.8, respectively. In
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Fig. 6. The energy consumption on the backhaul link v.s. backhaul capacity.

Fig. 7. Computing resource allocation on the EN v.s. different task sizes.

Fig. 8. Energy consumption on the EN v.s. different task sizes .

both figures, it can be seen that when θi = 8 and di = 400 KB,
the energy consumption is the highest. From these two figures,
we can also find that with the increase of the capacity of
fronthaul/backhaul link, the transmit energy consumption of
fronthaul/backhaul link is also increasing.

Fig. 7 plots the computing resource allocation of the FN by
varying the task size and offloading ratio and Fig. 8 plots the

Fig. 9. Energy consumption v.s. different task sizes .

corresponding energy consumption. The assumed offloading
ratio θi are 0.2, 0.5, 1 and the optimal offloading ratio θ∗i .

From Fig. 7, we can see that when the user’s offloading ratio
is larger, the EN allocates more computational resource to task
processing, so as to ensure that the user’s task can be completed
within the maximum tolerance delay. In Fig. 7, the amount of
used computational resource of the proposed optimal offloading
scheme is lower than when the users choose total offloading. This
is because when the amount of data offloading is small, we will
use the local computing method to process tasks. In addition,
when the amount of data is small, the energy consumption of
local computing is lower than that of offloading. Meanwhile,
in Fig. 8, we can see that although the computational resource
amount allocated by our proposed optimal task offloading ratio
method is lower than the others, which shows our proposed
scheme can reduce the energy consumption. With the same
amount of task sizes, the more users offload, the more energy
EN consumes. The energy consumption also influenced by the
maximum tolerance delay of users ti = t. In order to meet the
task processing delay and improve the processing efficiency,
the EN will allocate more computing resource to the users who
have a smaller maximum tolerance delay, and the corresponding
energy consumption will increase.

In Fig. 9, we present the energy consumption performance
of different computation offloading schemes. In this figure, we
compare our proposed algorithm with the local computing where
all the tasks are executing locally, the EN computing where all
the tasks are performed on EN, and the EN offloading scheme
presented in [35]. It can be found that as the task data size
gradually increases, the total energy consumption also increases.
In the local computing scheme, because the user’s computing
power is limited by the CPU processor, battery capacity, and
other factors, it shows the worst energy consumption perfor-
mance. In the EN computing, since all the tasks are executed
at the EN, higher transmit power is induced. Although the EN
offloading introduces computing offloading scheme, the cloud
computing platform is absent. In the proposed computation of-
floading algorithm strategy, we jointly optimize the computation
offloading and radio resource including the fronthaul/backhaul
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link resources. Therefore, our proposed scheme outperforms the
others in terms of energy consumption performance.

VI. CONCLUSION

In this work, we consider a vertical and heterogeneous multi-
access edge computing system, where the users have compu-
tation service demand. In the considered system, the RRHs
are deployed for providing wireless access for the users and
EN with edge node can process the computation request from
the user. Wireless backhaul and fronthaul are assumed where
the capacity may be the bottleneck for service provisioning.
With the objective to minimize the total energy consumption
for processing the computation task, a joint radio resource
allocation and offloading decision optimization problem is pre-
sented under the explicit consideration of capacity constraints
of fronthaul and backhaul links. Due to the non-convexity of
the formulated problem, we divide the original problem into
several sub-problems and address them accordingly to find the
optimal solution. Extensive simulation studies are conducted
and performance evaluations demonstrate the advantages of the
proposed scheme. In the future, we will further study the problem
of how to solve computation offloading and resources allocation
problem in the dynamic environment, where the user mobility
can be explicitly considered.
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