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Abstract 

 

There is a surging trend among organizations to introduce artificial intelligence-based 

assistants to workplaces. Usually, such assistants’ function is to perform a part of the 

employees’ work. Most of the research on AI revolves around the topics of technologi-

cally induced unemployment, and labor market restructuration, but little light is shed 

on the ways the introduction of AI to workplace impacts employees’ wellbeing, social 

dynamics at the workplace, and organizational culture of the company overall. To find 

out these impacts the case study of a Finnish enterprise was conducted. The case study 

helped to answer the research question and find out the way employees view the impact 

of AI on their organizational culture. The findings demonstrate that deployed internal 

Slack chatbots help create and reinforce the organizational culture of the enterprise. The 

chatbots’ cultural value was found to be not only in liberating employees from menial 

repetitive tasks, but also in the improvement of manager-subordinate relationships, in 

serving a community building function, in flattening of the organizational hierarchy and 

in eliminating unproductive work-related communicative exchange. This study bridges 

and makes a contribution to the fields of AI and organizational studies. 
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FIGURES 

Figure 1. Schematic depiction of Schein’s OC model applied to a digital enterprise. 

From Duerr, Holotiuk, Wagner, Beimborn and Weitzel (2018).17 

Figure 2. Final coding frame with the coding frequencies of the subcategories. 

Dimensions are represented by dark gray boxes and subcategories 

– by light gray ones. ...................................................................... 28 

Figure 3. Suggested integration of Schein’s OC model and ANT is demonstrated by 

the influence of the artifacts in the form of AI on the basic 

underlying assumptions (red arrow). Impacts of the OC levels on 
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The rise of the technological advancements over several past decades has redefined 

the modern workplace and business operations. Currently, one of such game-chang-

ing and most promising technological innovations is artificial intelligence (AI). More 

and more companies adopt AI-driven solutions to enhance and promote the com-

pany’s innovativeness and strategic savviness. While a skillful utilization of AI-based 

solutions yields benefits to the company and its customers, it is likewise vital to un-

derstand how the introduction and presence of this smart technology in the workplace 

impacts human-human and human-AI interactions, as well as employee’s overall 

wellbeing and organizational culture.  

The importance of this understanding is dictated by at least two factors (Schiff, 

Ayesh, Musikanski, Havens, 2020). Firstly, gradual societal development has sum-

moned a ubiquitous focus on corporate social responsibility. Economic growth and 

profitability are no longer the pivotal Key Performance Indicators (KPIs) for the busi-

nesses, but employees’ wellbeing is gaining more attention. Similarly, Cao, Vasek and 

Dusik (2018) conducted a survey on the employees’ needs in the context of intelligent 

systems in the workplace and discovered that all workers’ needs revolve around the 

central concept of wellbeing. Secondly, there are potential risks stemming from the 

growing power of digital companies and potential impacts of AI on every sector of 

society (Schiff, Ayesh, Musikanski, Havens, 2020). That fact calls for the society to in-

vestigate and understand these impacts. 

As it will be discussed further in this study, a lot of employee’s failed expecta-

tions of AI emanate from their misunderstanding of the definition of AI-based tech-

nology and black-box phenomenon of AI, in other words, a lack of knowledge on how 

AI generally works and what tasks it pursues. It is important to mention, however, 

that there is no one agreed-upon definition of AI. In this study I will follow Kaplan 

and Haenlein (2019) who defined it as “a system's ability to correctly interpret external 

data correctly, to learn from such data, and to use those learnings to achieve specific 

goals and tasks through flexible adaptation” (Kaplan and Haenlein, 2019, p. 17). Two 

salient characteristics of the system that stem from the aforementioned definition and 
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distinguish this innovation from other current technological advancements are its au-

tonomy and flexibility. 

There are multiple applications of AI-based technologies in organizations across 

various industries, starting with image recognition technologies in video surveillance 

and health care, analyzing and predicting in finance, logistics, decision-making and 

forecasting, individual customization of services and recommendations, and ending 

with conversational assistants such as chatbots. In any case, the essence of AI’s work 

is the automation of processes and augmentation of human performance, that are, 

notwithstanding, interconnected (Raisch and Krakowski, 2021). 

Considering AI’s purpose of humans’ work optimization and the fact, that the 

name of the innovation itself promises a striking similarity with human performance, 

it may precipitate mixed feeling of the employees working closely with AI assistants. 

For instance, one of such widespread anxieties may be a perceived fear of future un-

employment caused by employees’ tasks being delegated to AI (McClure, 2018).  

While many scholars and practitioners maintain that the feasibility of AI fully 

substituting all human jobs in the foreseeable future is close to zero (at the exception 

of menial repetitive jobs such as waste sorting or any other jobs that are confined to a 

small range of monotonous tasks), many employees still treat AI as a competitor rather 

than as an opportunity for own professional development. Since collaboration with 

an AI assistant usually provides a number of benefits to the employee as well as to the 

organization in general, the issue seems to be determined by people’s negative per-

ception or misinterpretation of AI. The problem, therefore, is to seek ways to organize 

comfortable and effective coexistence of human workers and AI agents in the work-

place. Multiple enterprises have done a great job hosting workshops and trainings for 

their personnel to educate them about AI as a phenomenon and teach them how to 

collaborate with it effectively. Notwithstanding, more often than not these trainings 

are focused on providing knowledge, and therefore aimed at employee’s rational 

thinking, but not their emotional component. Consequently, irrespective of the 

knowledge that employees acquired during trainings they may still experience preju-

dice against working alongside AI. One possible way to approach this issue is to em-

ploy the concept of organizational culture and make sure an AI-based solution is in-

tegrated as a part of this culture. However, there is a lack of studies discovering the 

impact of smart technologies on organizational culture and employees' wellbeing. 

Most of the studies seem to revolve around the topics of AI's impact on global labor 

market, its restructuration, and new skills in a digital workplace. On the contrary, little 

is investigated about the way artificial intelligence changes social dynamics in the 

workplace, as well as what it means for people to have an AI-powered “co-worker”. 

That constitutes a research gap that this study addresses. The study conductor 
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assumes that the insights form organizational studies can help find answers to these 

questions. This fact justifies the relevance and novelty of the study. 

Therefore, the research purpose of this study is to bridge the fields of organiza-

tional studies (organizational culture and organizational communication) and artifi-

cial intelligence to investigate employees’ wellbeing in the form of perception and at-

titude to working alongside AI, and the impact of AI introduction on organizational 

culture and human-to-human relationships in the workplace. This approach helps to 

discover the phenomenon of AI-co-worker with the focus on human experiences. 

To fulfil this purpose, the literature review will firstly investigate the conse-

quences of introducing AI to a workplace. Secondly, organizational culture will be 

discussed as an entry point to understanding the role of AI at work. Thirdly, human 

perception of AI and the place of human and non-human actors in organizational cul-

ture network will be explained. Finally, the way employees perceive the impact of 

their AI-coworkers on the organizational culture will be investigated on the example 

of a case study of the middle-management Slack chatbots in a Finnish digital enter-

prise. This study contributes to organizational studies by introducing the topic of in-

tegration of organizational culture and AI. 
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2.1 Consequences of introducing AI to a workplace 

The era of AI and intelligent systems is often referred to as Industry 4.0, which, in turn, 

relates to the fourth industrial revolution (Kagermann et al., 2013). According to Oost-

huizen (2019), “the concept of Industry 4.0 describes the increasing digitisation of the 

entire value chain and the resulting interconnection of people, objects and systems 

through real-time data exchange” (p. 19-20). 

Even though separate research fields of artificial intelligence (AI) and organiza-

tional studies are burgeoning and receive sufficient attention, the research field inte-

grating AI and organizational (or corporate) culture is currently in its infancy. Very 

few studies have focused on investigating the interplay between these two phenom-

ena. Most of the research that has studied the introduction of AI to the workplace 

either simply acknowledges the importance of approaching AI development and uti-

lization from the humanities perspective without putting forward any specific sug-

gestions or issues or revolves around the topic of technologically induced unemploy-

ment. However, research suggests that the introduction of any type of new technology 

into a workplace inevitably changes work practices as well as social interaction dy-

namics at the workplace (e.g., Actor Network Theory by Latour (1988)). Yet, little is 

known about how AI introduction affects an organization as a system, and especially 

how it impacts social dynamics, relations, and communication within it. By synthesiz-

ing available literature and conducting a case study this research attempts to shed 

light on this topic. 

With the growing number of businesses adopting AI-based solutions due to mul-

tiple benefits that they entail, there is an ongoing debate concerning possible 
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repercussions of introducing AI to workplaces. One of such bones of contention is the 

discussion of the possibility of the smart technologies to lead to future mass unem-

ployment. 

2.1.1 Fear of AI substituting human workers 

Observably, most of the academic works tend to discuss the impacts of AI introduc-

tion to workplaces exclusively in terms of future technologically induced unemploy-

ment and convey overall negative attitude to human-AI collaboration. Irrespective of 

the level of accuracy of these claims, such approach to evaluation of AI-caused impacts 

appears to be lopsided, and needs to be enriched with diverse perspectives, the effects 

of AI introduction to workplaces on human-human interaction and organizational 

culture being several of the many. Nevertheless, since technologically induced unem-

ployment constitutes a considerable part of literature on the topic of the research in-

terest, it is essential to discuss several prominent works from this aspect. 

There are several popular sources used to argument for the negative impact of 

AI on the future of humans’ employment. One of them is the report of The World 

Economic Forum (2016). According to this report “developments in areas like Robotics 

and Artificial Intelligence will transform the nature of our economies and eliminate 

many current occupations” (Walsh, 2018, p. 1). Another widespread reference is the 

Oxford University scholars Frey and Osborne’s extensive work on the susceptibility 

of jobs to computerization (2013). The authors maintain that “47 percent of total US 

employment is at risk” (p. 1). Finally, many sources mention the words of the promi-

nent technology experts such as Stephen Hawking and Bill Gates, who pointed out 

the threat of mass unemployment (Brougham and Haar, 2018; Kravchenko, 2019). 

There may be a big issue with referencing and citation of these sources. Firstly, 

one characteristic they have in common is the power of authority of the source. All of 

them are perceived by many as respected and competent sources, and, presumably, 

scholars and journalists will favour to support their own arguments with sources that 

are perceived in the aforementioned way, so that the power of authority will persuade 

scholars’ and journalists’ audiences to believe them (Cialdini, 1987). This is a valid 

approach; however, the citation and referencing should be careful and critical. For ex-

ample, Kravchenko (2019) in their study do not approach technological unemploy-

ment critically, but only iterate “jobs will be taken”. Secondly, the citations in question 

often appear to be extracted from either introductory or conclusion parts of the articles, 

leaving the nuances and contexts explained in the main body in the shadows. Notice-

ably, such general negative claims as future mass unemployment may instil fear in the 

audience, and there is a jeopardy that they will extrapolate this fear to their own em-

ployment cases. There is also a possibility that the researchers deliberately choose ur-

gent and alarming tone for their studies to ensure funding opportunities. Cath, 
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Wachter, Mittelstadt, Taddeo and Floridi (2018) illustrate it on the example of the UK 

report concerning national AI regulations. 

Research has indicated that workers of the companies, that have implemented or 

are planning on implementing AI-based technologies for the purpose of automating 

certain tasks and thus enhancing enterprises productivity, may experience negative 

feelings towards AI since they are worried about AI substituting them fully in their 

jobs and leaving them unemployed. One frequently cited study exploring employees’ 

negative attitudes to AI in their workplace was conducted by Brougham and Haar 

(2018). They assert that employees’ awareness of smart technology, artificial intelli-

gence, robotics, and algorithms (STARA) is positively connected with their low com-

mitment to work, depression and increased job turnover. “STARA awareness is a 

measure that encapsulates the extent to which employees feel their career could be 

replaced by these modes of technology” (Oosthuizen, 2019, p. 17). Unfortunately, the 

authors do not explain the quality of employee’s awareness, that is, what exactly they 

are aware of, what kind of discourses are present in their communities, what sources 

they use to raise their awareness (even though they acknowledge consumed media 

landscape limitation). The example that the authors offer to demonstrate the connec-

tion between STARA awareness and its negative outcomes is a person witnessing their 

employer exploring ways to replace employees with robots on the conveyor belt. They 

put forward, that such observations will make the employee feel undervalued and 

replaceable with technologies, thus undermining their organizational commitment. 

However, in this example Brougham and Haar (2018) do not entertain such aspects as 

organizational culture of that company, specifically the way managers treat their sub-

ordinates. For instance, the employer may be looking into opportunities to automate 

work at the conveyor belt, but little is known about whether they are planning to offer 

new opportunities or retraining options to employees, and how they address automa-

tion issues in general. These details need to be considered, otherwise Brougham and 

Haar’s statement may be superficial. On the other hand, the researchers emphasise 

career planning as a tool to neutralize negative outcomes of STARA awareness (p. 252). 

They suggest that career prospects cannot be limited by STARA, on the contrary, 

STARA allows people to self-develop. Ultimately, they conclude their study saying 

that “the overall findings show that employees in general do not perceive STARA to 

be a threat, despite what well respected businesspeople, scientists, and academics are 

predicting” (p. 254). To conclude, it seems that many articles citing Brougham and 

Haar’s (2018) research misinterpret their findings or present them in a contextless way. 

Even though Brougham and Haar’s (2018) research has various limitations, this 

study manifests the existence of such phenomenon as employees’ bias towards AI in 

the workplace. Similarly, Heikel, Leppänen, Lindén, and Bäck (2019) mention that 

“the arrival of new technology has often caused anxiety and uncertainty” (p. 48). It is 



 

 

7 

 

natural for people to be suspicious and careful about new things they come across, 

technology arguably being the most widespread example of unfamiliar novelty that 

requires time and learning to get acquainted with. Technology adoption life cycle 

model (Rogers, 1962) reflects this phenomenon well by suggesting that only a small 

part of the population (about 16%), represented by the innovators and the early-

adopters groups, will start using a particular technology as soon as it enters the market. 

According to the model, the majority of the population will adopt the product or tech-

nology later, their personal networks and the high level of the new product adoption 

within these networks being a major influencer. Consequently, it can be stated that 

the more frequently people encounter a new product or a technology within their net-

work, the more likely they will adopt it. However, Kravchenko (2019) states that “the 

more people come across intelligent machines in their daily work activities, the more 

realistic the threat of human obsolescence in the workplace is” (p. 42). This claim ap-

pears to be compromised because it is not supported by any scientific evidence or 

arguments, and it seems to contradict technology adoption life cycle model. Moreover, 

the mere presence of smart technologies in the workplace may not signify the obso-

lescence of human work. It is rather necessary to study how people feel about having 

AI-co-workers in a combination with organizational practices of a given workplace. 

There seem to be various factors that can affect people’s attitudes towards AI, 

quality and the depth of the knowledge people have being one of them. Walsh (2018) 

has conducted a qualitative study to find out the difference between AI-experts’ and 

non-experts’ predictions of future AI-induced unemployment. Findings demonstrate 

that the experts in AI and Robotics are more cautious in such predictions than non-

experts, even though the former did not deny the risk of automation for a large group 

of occupations. This can be explicated by the fact that AI and Robotics experts are 

more aware of how smart technologies work and that they understand that AI cannot 

leave most of the population jobless. Thus, the amount and quality of knowledge the 

general public possesses forms a vast gap between experts’ and public’s expectations 

of AI and its capabilities. Moreover, when people get to collaborate with AI assistants, 

AI’s perceived affordances (Nagy and Neff, 2015) may be in conflict with AI’s real 

functionality and lead to disappointment of the users. Hence, Walsh (2018) suggests 

investing more effort in public’s expectation management concerning the rate of pro-

gress in the field of Robotics and AI. That can also help to avoid future AI winters.  

McClure (2018) conduced another study to discover the reasons for biased atti-

tudes towards AI. They focused on the fears of technologically induced unemploy-

ment and drew a conclusion that the majority of respondents who reported having 

such a fear seem to constitute a sizable population of technophobes or “those who fear 

robots, AI, and technology they do not understand” (p. 139), and many of them “ex-

hibit higher than average anxiety-related mental health issues” (p. 152). The study 
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indicates that gender, education, and race impact the level of technophobia: “statisti-

cally, females, non-White minorities and those with the least amount of education are 

more likely to fear these developing technologies” (p. 152). McClure mentions that the 

fear of technological unemployment has not been studied enough, the focus of many 

academic works being mostly on the technological unemployment. However, techno-

phobia is not a new phenomenon. For example, the History has witnessed Luddite 

rebellion in England in the early 1800s. Finally, it is important to be aware that 

McClure’s study was conducted in the US and the population sample was broadly 

representative of the general US population. It is vital to remember that socio-eco-

nomic and cultural differences of the countries may have an impact on research out-

comes of the topic in question. 

It turns out that the motivation to adopt new technologies can be caused not only 

by excitement about the new possibilities. Song (2003) claims that a considerable 

amount of people is prone to adopt these new technologies out of the “fear of being 

left behind”. On the one hand, this may be an indication that a significant amount of 

people does not see personal and societal opportunities in technological adoption or 

does not understand them. On the other hand, Song (2003) conveys that depending 

on the stage of technological adoption in the society overall, the initial excitement may 

for many people turn into a necessity. That is in line with the technology adoption life 

cycle model (Rogers, 1962), according to which technophobes can also adopt new tech-

nologies in case they become a necessity. 

Finally, Saner and Wallach (2015) raise a question of whether there are condi-

tions, when human labor automation by AI is likely and feasible. The authors maintain 

that technological unemployment can be possible in case people are rendered stand-

ardised and predictable (machine-like). They see it as an outcome of global trends that 

lead to high standardization of education, workplaces, and cultural norms in the or-

ganizations (similar speech codes, performance measurements, surveillance, and 

monitoring). Saner and Wallach call this situation functional equivalence and warn 

against the possibility of standardization of human labor due to globalization. The 

unique value of their research lies in the fact that they suggest a new methodological 

perspective by considering both technological and socio-economic trends and con-

texts. 

To conclude, this subchapter attempted to introduce a different perspective on 

the ubiquity of the fearful bias towards AI that is communicated to the general public 

by various respected sources but does not follow the purpose to degrade studies men-

tioned in it. Further hypotheses on the reasons of such biased attitudes are presented 

in Chapter 2.1.4. 
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2.1.2 Global impact of AI on the labor market  

Regarding the impact of AI introduction on labor market, scholars are divided by dif-

ferent standpoints. For example, Huang, Rust, and Maksimovic (2019) put forward, 

that while machines are better than people at analytical and thinking tasks, humans 

should instead focus on empathetic and interpersonal tasks, of which AI is not cur-

rently capable, to ensure their future employability. Though this is a valuable insight 

shedding light on the current AI capabilities, such dichotomy seems to be compro-

mised in practice. Firstly, humans need to have access to analytical and thinking tasks 

to exercise their brains, and secondly, it would be dangerous to outsource such tasks 

to AI without any regulations, as AI’s output may sometimes be unpredictable. 

Another dichotomy that can be observed among the researchers’ points of view 

is a division into low or menial labor and high-skilled labor. Researchers who support 

this dichotomy emphasize disproportional effects of AI introduction on population, 

stating that not all jobs can be automated. As an example, Su (2018) argues that low 

and medium-skilled labor will suffer from AI advancements the most (p. 38). How-

ever, such outlook seems to be limited and unrealistic, because firstly, jobs are rarely 

divided strictly into only menial and only high-skilled labor. Usually, they involve a 

certain amount of both. Secondly, current AI assistants are often able to perform well 

only specific tasks, and thus cannot fully substitute a human’s job. It is worth adding 

that there is a prominent debate in the current field of AI whether an artificial general 

intelligence (AGI) (Hodson, 2019) or the so-called “strong AI” can be created. The term 

strong AI is reserved for the AI with general cognitive abilities and consciousness (and 

thus the ability to potentially do a human job), that can perform any task a human can, 

and week AI means a task- or problem-specific artificial intelligence. The existence of 

the former is currently completely hypothetical, while the latter is the AI the world 

currently has.  

Wisskirchen, Biacabe, Bormann, Muntz, Niehaus, Soler, and von Brauchitsch 

(2017) propose a different approach: in the context of AI-human collaboration there 

should be, and, they maintain, will be in the future, a focus on routine versus non-

routine work, rather than physical versus cognitive work (p. 48). This approach allows 

to understand better which menial and routine tasks can be delegated to and auto-

mated by AI. Moreover, the understanding of such division by the general public 

could help propagate a perception of AI as a helper or assistant rather than a compet-

itor and would be beneficial in managing public’s expectations of AI. 

On the other hand, Wisskirchen et al. (2017) do point out that in specific indus-

tries routine jobs are under threat of displacement. It is not worth denying that em-

ployees, whose jobs include a prevalent amount of specific menial tasks might be 

much more sensitive to the problem of AI automation than others. Similarly, McClure 

(2018) points out that a “skills bias” has resulted from technological improvements 
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that advantage the highly educated” (p. 140). This “threat” to employment can be in-

terpreted in a positive light, because to upgrade to a less automatable job a person 

would need to get better education and more advanced competences and skills. That, 

however, elicits a problem of the quality and accessibility of education worldwide, 

which is not the immediate object of this research area, but emphasises the importance 

to study technological development in synthesis with socio-economic development 

(Saner and Wallach, 2015). 

Summing up, scholars maintain that the prevailing majority of human workers 

will not be substituted by AI, rather the structure and content of their work are likely 

to become more sophisticated in the future. Moreover, one of the impacts of AI on the 

global labor market is the increased urgency and necessity to develop the quality and 

accessibility of education worldwide, as well as employee-oriented governmental and 

corporate practices. 

2.1.3 Human-AI collaboration 

Opposed to the concept of work automation many scholars sustain the concept of hu-

man performance augmentation, emphasizing that employers should choose employ-

ees’ performance augmentation where possible, instead of simply replacing workers 

with AI, in order to secure workers’ employment and harvest benefits of human-AI 

collaboration (Walsh, 2018; Jarrahi, 2018; Raisch and Krakowski, 2021). Performance 

augmentation in this case means that humans’ capabilities are extended with the help 

of smart technologies. Jarrahi (2018) provides the following example: “AI can extend 

humans’ cognition when addressing complexity through a superior analytical ap-

proach, whereas humans can offer a more holistic, intuitive approach in organiza-

tional decision making” (p. 577). Thus, AI enhances human performance and yields 

benefits for both the employees and the organization. 

While there is research on the benefits of human-AI collaboration in context of 

specific job activities, it is also vital to understand and predict its impact on the society 

in general and on organizational environment. One of the extended and multidimen-

sional studies on the effects of AI introduction on society and work life is reflected in 

the report “Artificial Intelligence and Robotics and Their Impact on the Workplace” 

by the IBA Global Employment Institute (GEI) (Wisskirchen, et al., 2017). This report 

tackles and attempts to foresee trends not only in the impact of AI on labor market, 

but also in the organization of work, organizational structure, types of employment, 

health, data protection and other matters. The context of smart technologies’ impact 

on the organization of work is the most relevant for this study. The authors explain 

that “intelligent systems actively contribute to a better inclusion in the establishment” 

(p. 55). Specifically, the achievements in AI and robotics allow people with disabilities 

and older people to integrate into the process of work, by performing or assisting with 
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tasks these people have hardships with and be a part of the organization. This is in 

line with the fact that communication technologies offer employees novel ways of par-

ticipating in the projects, by intertwining technologies with their work (Siitonen and 

Aira, 2019). Moreover, the same benefits can be applied to people without special 

needs: “the time saved, especially for dangerous work, can be used by human beings 

for other work or for leisure” (p. 117). Consequently, Wisskirchen et al. (2017) main-

tain that if human collaboration with AI and smart technologies leads to the rise of 

productivity, employees will not be fired, since the rise of productivity implies a 

growth in orders and profit. Importantly, they admit that the relevance of investigat-

ing peculiarities of a particular sector, country and region will yield more precise state-

ments. Moreover, Wisskirchen, et al. (2017) discuss the impacts of smart technologies 

introduction on organizational culture. They reckon that “the cross-linking of single 

employees by new technologies allows easier communication and enables a better ex-

change of information” (p. 49). It seems that human-AI collaboration in the workplace 

lead to the flattening of the organisational structure and hierarchy, both withing the 

organization and in relation to customers. This impact will be studied further in the 

next chapters. 

Based on the previously demonstrated research findings, it turns out that AI-

assistants and robots perform tasks outsourced to them by humans that the later are 

unwilling or unable to perform. Though Liberati and Nagataki (2019) accentuate that 

this “does not mean that tasks on which human intelligence focuses have substantially 

reduced. Rather, they have been transformed so that more advanced work has been 

placed upon us” (p. 334). Borenstein (2011) is convinced, that this trend “is likely to 

grow considerably over time” (p. 88). However, in contrast with Wisskirchen, et al.’s 

(2017) standpoint on the unlikelihood of employee dismissal due to increased produc-

tivity and profits stemming from collaboration with AI, Borenstein (2011) admits the 

importance of profit margins improvement with the help of automating, downsizing, 

and outsourcing for the businesses, which “do not necessarily equate with investing 

in and retaining employees” (p. 88). Remarkably, the author draws attention to the 

fact that their study focused on the American cultural context, pointing out the pecu-

liarities of American business and cultural environment: “American corporations 

might not invest in the long-term future of their employees if it is not deemed to be 

profitable enough” (p. 90). Therefore, Borenstein (2011) reinforces the necessity to 

moderate automation effects via governmental regulations and corporate policies (p. 

90). 

Regarding the predictions of the digital workplace of the future, Saner and Wal-

lach (2015) claim that it is uncertain whether techno-optimists’ or the neo-Luddites’ 

approaches are more valid for predictions of our future collaboration with AI agents, 
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but they underscore the importance of investigating both the technological and the 

cultural aspects of this issue, rather than focusing on one of them exclusively (p. 78).  

All in all, there is enough scientific evidence on the benefits of human-AI collab-

oration in the workplace. Many scholars who investigated this topic agree that the 

introduction of AI into workplace will change the organization and the structure of 

people’s jobs but rather for the better for the employees themselves. However, the 

question of regulations in relation to people’s employability under the effect of AI-

automation remains open and may have a more urgent status in specific socio-cultural 

environments. 

2.1.4 Socio-cultural effects on the perception of AI 

Based on both personal observations and existing scientific literature, it appears that 

the overall attitude of the employees to their AI-based “co-workers” is highly influ-

enced by the socio-economic, cultural, and political realities of their country. Accord-

ing to Schein and Schein (2016), “broader assumptions about human nature often de-

rive from the larger culture in which the organization is embedded or from occupa-

tional units that cut across organizations” (p. 25). For example, the majority of Russian 

media articles speculating about the future of AI in Russia convey mostly negative 

and despaired tone, and AI is referred to as the primary reason for many people's 

unemployment in the future. There is an opportunity, that these beliefs and percep-

tions are reinforced by the peculiarities of social reality in Russia. In Russia the cost 

optimization and high margins seem to be the ultimate goals for the business and the 

government alike, and in case the workers’ wellbeing and quality of life are in the way 

of that goal, decisions are made in favour of the former, and such attitudes are perva-

sive in the system. Hence, Russian workers’ suspicion of smart technologies seems 

understandable and reasonable. Similar example regarding American national culture 

was introduced in the previous chapter based on Borenstein’s (2011) study.  

In contrast, in Finland and a number of other EU countries workers’ wellbeing 

appears to be of a paramount importance. Even though the long-term cost optimiza-

tion is important for Finnish society as well, the worth of an individual’s life plays a 

huge role in public and individual perception of future cohabitation with advanced 

technological systems. This may be a determinant of more positive discussions about 

performance augmentation by AI, and a perception of smart technologies enabling 

people to devote more time to creative tasks and develop professionally faster. Thus, 

discourses about AI as a co-worker make more sense in such social reality. Ostensibly, 

for the countries with particular socio-economic, cultural and political realities in 

which the worth of an individual’s wellbeing is currently compromised the issue of 

governmental regulations and corporate policies in the context of work automation is 

more urgent and relevant. 
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Moreover, when discussing and designing comfortable human-AI collaboration 

at the workplace, it is important to add the dimension of cultural preferences and cul-

turally induced perceptions of technologies. For example, Mavridis, Katsaiti, Naef, 

Falasi, Nuaimi, Araifi, and Kitbi (2012) investigated opinions and attitudes towards 

humanoid robots in the Middle East and discovered that their population sample ex-

hibited preferences in the application areas for AI that differed from research on 

American or Asian population samples. Additionally, religion, age and gender were 

reported to be impactful on the peoples’ attitudes towards AI-based robots. 

To sum up this chapter, it needs to be accentuated that AI is not a monolithic 

term (Kaplan and Haenlein, 2019), but there are multiple various application cases 

and specific technological affordances (Nagy and Neff, 2015) to each AI-powered so-

lution. Therefore, understanding of the context and caution is strongly advised when 

discussing topics of AI-induced unemployment. It matters which specific tasks AI can 

perform in the context of human work automation (or augmentation) and what are 

the nuances of a person’s work. 

Technological unemployment is a type of structural unemployment, and many 

scholars maintain that AI introduction will lead to the restructuration of labor, instead 

of mass unemployment (Wisskirchen, et al., 2017). While jobs and specific work tasks 

will be restructured and reshaped due to smart technologies, this may also indirectly 

increase the significance of academic research in AI and organizational studies. Gen-

erally, people’s relations to and expectations from cohabitation with AI in the work-

place can be placed on the spectrum from “AI as a threat” to “AI as an opportunity”. 

It is possible that people on the “AI as a threat” side of the spectrum may also be 

unwilling to develop themselves, and would prefer to stick to simple routine jobs, 

since self-development requires effort and motivation. In that case smart technologies 

are simply rejected as something that disturbs the comfort zone. 

Ultimately, while there is scientific evidence on the existence of negative attitude 

of the employees towards AI-based technologies, there seems to be few suggestions 

on how to help people see opportunities rather than threats in AI and avoid inexpli-

cable repulsion towards it. Some scholars underscore the importance of special train-

ings for employees to prepare them for new jobs that are unlikely to be automated by 

AI (Kaplan and Haenlein, 2019, p.12). On the other hand, it is possible, that this ap-

proach may only aggravate people’s fears of AI-based technologies. Other organiza-

tions host workshops to explain how AI works and how it can be useful. However, 

approaches like these are aimed at rational thinking and do not seem to take into ac-

count people’s feelings. This forms a research gap, which this study aims to address 

by exploring the concept of organizational culture as a vantage point to investigate 

the impact of AI-based innovations on the employees and their social environment in 

the workplace. 
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2.2 Organizational culture as an entry point to understanding the role 
of AI at work 

2.2.1 Understanding organization and culture 

There have been multiple attempts to understand and define such social phenomena 

as organization and culture, and it is no surprise that the field of humanities is abun-

dant with various definitions, approaches, and models on this topic. To explain the 

concept of organization in this study, the following simple and functional definition 

will be referred to: “organization is a social unit of people, systematically structured 

and managed to meet a need or to pursue collective goals on a continuing basis” (in 

Wrench and Punyanunt-Carter, 2012). The most important nuance in this definition is 

the existence of collective goals, that are pursued on a continuing basis. This seems to 

be the descriptive characteristic of the organization as a unit of people. However, in 

order to pursue collective goals, there needs to be a shared, or at least prevailing, un-

derstanding of how to achieve the organizational purpose, that would guide daily 

work within the organization as well as in relation to external stakeholders. That 

would be an organizational culture (OC). Explained in plain language, culture is “the 

way we do things around here” (Deal and Kennedy, 1982). Thus, organizational cul-

ture is “the way we do things in the organization”. In general, the function of culture 

appears to be in helping people arrange their lives, introduce meaning and structure 

to it. It can also be viewed as a tool for combating anxiety that may stem from the 

inability to comprehend or foresee events transpiring in the future and/or outside of 

the group(s) an individual belongs to. Alvesson (2012) and Schein (1986) also reckon 

that a culture reduces uncertainty. Remarkably, culture is always collective and is 

shared via different modes of communication (e.g., language, verbal and written 

modes, nonverbal behaviour, cultural artifacts, etc.). The aforementioned fact makes 

organizational culture a form of community building. Brain (2004) understands com-

munity as activities that people do together and he sees shared understandings and 

expectations as prerequisites for a strong community. Thus, practices aimed at the 

creation and enhancement of a community are vital for the sound functioning of an 

organization.  

While culture as a social phenomenon may appear to be hard to define and com-

prehend, it is important to remember that culture, and specifically organizational cul-

ture, are not monolithic terms, and seem to be ambiguous (Alvesson, 2012). This fact 

elicits an assumption that there may be multiple parts (or smaller cultures) of a culture 

of a particular organization. McCarthy (1998) warns that since an organisation is a 

“complex system, there may be many subcultures” (p. 178). However, organizational 

culture is ubiquitous and embraces all actors (stakeholders) related to it.  
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It is also important to answer the question of how to embed community building 

practices into organization in order to share culture. A renowned historian Yuval 

Noah Harari in his popular science book “Homo Deus” (2016) mentions the concept 

of intersubjectivity, initially introduced by Edmund Husserl, in a cultural context. The 

intersubjective level of reality is claimed to exist alongside objective and subjective 

levels of reality and is created by human cooperation. Onto the intersubjective level of 

reality are placed all society-related artefacts, whose value exists as long as people 

believe in it. The examples include money, gods, cultures, and multiple stories that 

convey the value of these things. Harari maintains that they allow people to cooperate 

in large numbers, and thus be superior to other animals. Hence, it can be concluded 

that the importance of community building in organizations lies in storytelling as its 

tool, since storytelling is capable of explaining “how we do things around here” in a 

narrative form. The narration of organizational values could be conveyed via, for ex-

ample, such elements of a cultural web as organizations’ paradigm, control systems, 

organizational structures, symbols, rituals and routines, stories and myths (Johnson, 

1988). 

However, the question that is relevant for conducting research on OC is how it 

is possible to understand and decipher organization’s culture from the observer’s 

viewpoint. Edgar Schein (1986; 1990; 2016) is one of the few scholars who answer this 

question. He introduces a three-layered model of OC, which allows to fully under-

stand the reasons behind people’s behavior in an organization. In order to operation-

alize the concept of organizational culture for the purposes of this research, it appears 

relevant to undertake analytical descriptive approach to culture, which implies break-

ing down the concept and discovering the elements of organizational culture to be 

applied in the case study. Schein’s approach to OC allows for such an analysis, and it 

will be followed for the purpose of this study, because his framework provides an in-

depth analysis of this social phenomenon.  

Since this study utilises Schein and Schein’s (2016) model of organizational cul-

ture, it is important to find out how he explains this concept. According to Schein 

(2016), organizational culture is “the accumulated shared learning of that group as it 

solves its problems of external adaptation and internal integration, which has worked 

well enough to be considered valid and, therefore, to be taught to new members as 

the correct way to perceive, think, feel, and behave in relation to those problems” (p. 

6). As it can be observed, Schein’s definition is in line with the aforementioned expla-

nation of culture. Schein, however, emphasizes that culture is a product of a shared 

social learning, and that exactly these positive experiences of what works well within 

shared learning lead to the formation of culture. This approach demonstrates the im-

portance of organizational knowledge management for a fruitful development of the 

organization. Organizational culture is also about how knowledge is shared, stored 



 

 

16 

 

and used, which corresponds with cultural studies because culture does provide 

knowledge about the world. Freiling and Fichtner (2010) even suggest a metaphor 

“organizational culture as a glue” between people inside it, as a form of organizational 

knowledge sharing. 

Cultures are agreed by many scholars to be dynamic since culture is constantly 

shared and negotiated during social interactions. While many researchers agree that 

culture is “what we do”, culture may also be explained as “why we do things”, de-

pending on the level and depth of analytical approach to culture. For example, 

Schein’s approach implies three levels of analysis of organizational culture, the top-

level being artifacts, second – espoused beliefs, and the deepest one – underlying basic 

assumptions. Artifacts can be tangible and intangible but visible and feelable phenom-

ena, for example, physical environment, products, website, clothing, myths and sto-

ries, observable rituals. They are the easiest to observe but the most difficult to deci-

pher without insiders’ help. Remarkably, Schein places utilized technologies on the 

level of artifacts. On the next level are espoused beliefs, which are company values it 

claims to have and exercise. The power of these values lies within social validation, 

which “means that certain beliefs and values are confirmed only by the shared social 

experience of a group” (p. 20), and lead to the formation of an abstract ingroup vs. 

outgroup division. Finally, the deepest level of OC analysis is underlying basic as-

sumptions, which Schein demonstrated in his case studies to be invisible from cursory 

observation but explanatory of people’s behaviors, perceptions, thoughts and feelings 

in the organizations (1986; 2016). Schein underscores that these underlying basic as-

sumptions are learned by people through time of organization’s existence, solidified 

with positive experience of them being effective, and with time drop out of awareness. 

Therefore, he claims that this layer of OC cannot be understood with such methods as 

interviews or questionnaires but should be found out by the researcher via thorough 

observations of people’s behavior within the organization. Additionally, according to 

Schein, espoused beliefs and underlying basic assumptions may not always be in con-

gruence, which can cause internal tensions and anxieties. The level of underlying basic 

assumptions is what distinguishes Schein’s model from other explanations of organi-

zational culture since it digs deep into the reasons behind people’s behaviors and per-

ceptions, which are often overlooked by organizational change specialists and coaches. 

It may be assumed that the analysis of organizational cultures will be easier pro-

vided that the most salient characteristics of various OCs are identified and classified. 

Noticeably, Schein (1986) was against classification of organizational cultures. He was 

convinced that organizational cultures are unique and that not enough of them have 

been studied, so that it would be possible to work out a classification. While Schein’s 

claim appears to be valid considering his experiences with extensive case studies, and 

it certainly is valuable to approach cultures with an open mind, it should be noticed 
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that this was proposed around four decades ago. Perhaps modern research has man-

aged to tackle this issue. Even though it is not the goal of this study to discover all 

possible OC classifications, it seems important to discuss a recently proposed type of 

a digital organizational culture. 

2.2.2 Digital organizational culture 

Digital organizational culture term was proposed by Duerr, Holotiuk, Wagner, Beim-

born and Weitzel (2018). They applied Schein’s model of OC to discover the effects 

digitalization may have on digital enterprises and their organizational culture. Their 

research is relevant for this study because the case study company of this study can 

be classified as a digital organization. The authors mention that “this analysis is the 

first to identify the facets of OC in digitalizing firms” (p. 5133). The topic of organiza-

tional culture seems to gain even more relevance during the era of digitalization. 

Duerr et al. emphasise that “to successfully develop digital innovations, organiza-

tional culture is supposed to be a prerequisite” (p. 5126). Similarly, Alvesson (2012) 

indicates that “innovative and knowledge intensive industries pay more attention to 

organizational culture” (p. 7). 

Duerr et al.’s application of Schein’s OC model to a number of digital organiza-

tions, that is, organizations actively deploying information technologies, revealed spe-

cific features of a digital organizational culture (see Figure 1).  

 

 

Figure 1. Schematic depiction of Schein’s OC model applied to a digital enterprise. From Duerr, 
Holotiuk, Wagner, Beimborn and Weitzel (2018). 

The authors propose that on the level of artifacts of a digital organizational cul-

ture are novel ways of internal collaboration (namely: cross-functional teams, physical 

and virtual collaboration, and dual structures) and external collaboration (start-ups, 
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platforms with competitors and partners, and customer integration as well as on shar-

ing, transparency, and integrity of data) (p. 5129). Similar to the feature of cross-func-

tional teams, Brougham and Haar (2018) suggest the ambiguity of the jobs: “the im-

pact from STARA is also likely to increase the prominence of the boundaryless career. 

Boundaryless careers are seen and defined as ‘the opposite of “organizational careers” 

– careers conceived to unfold in a single employment setting’” (p. 241). 

On the level of espoused beliefs, they place higher adaptiveness to change, strong 

customer focus, further development towards a failure-accepted culture, and a start-

up mentality, which is conceptualized as a very collaborative way of working with 

little to no formalization, and less hierarchy (p. 5130-5131). Likewise, Wisskirchen, et 

al. (2017) see digital changes in the organization in the form of better connectivity of 

the departments, with prevalent IT department, which leads to flattening of the or-

ganizational structure. 

Finally, the underlying basic assumptions in a digital firm, according to Duerr et 

al. (2018), are represented by the integration of IT into innovating, necessity for in-

creased agility, increasingly demanding digital customers, and a perceived need for 

digital skills. 

While the comprehension of a digital organisational culture is important for the 

understanding of the case study organization, more theoretical evidence needs to be 

presented on the human-AI relations in the workplace.  

2.2.3 Organizational culture as a network. Integrating ANT in Schein’s OC 
model 

To deepen the understanding of the AI integration into organizational culture, the 

philosophy of technological determinism should be introduced. Technological deter-

minism implies that the utilization of technology and its affordances determine soci-

ety’s development and its cultural norms. Even though this philosophy suggests only 

one-way influence of technology on society, it allows to witness the impact of AI on 

the social and cultural aspects (on social structures and interactions) of societal devel-

opment, which are the focus of this research. The importance of studying the impact 

of technologies on the society was also emphasised by Latour (1996): “to understand 

what holds society together is impossible without reinjecting in its fabric the facts 

manufactured by natural and social sciences and the artefacts designed by engineers” 

(p. 370). 

It was mentioned earlier that organizational culture unites all its stakeholders 

into a whole unit. Also, it was discussed that Schein views technologies as artifacts of 

the organization. However, it is not clear how to approach the relationship between 

employees and smart technologies at the workplace. One possible way to understand 

this relationship is by introducing Actor Network Theory (ANT) proposed by Latour 
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(1988) and integrating it with Schein’s (1986; 2016) organizational culture model. The 

peculiarity of ANT is that it expands the content of an organizational culture and re-

defines it as a “network of heterogeneous actors”, where actors can be “social, tech-

nical, textual, naturally occurring, etc.” (Whittle and Spicer, 2008, p. 112). This frame-

work has been utilized to study information systems implementation into organiza-

tions and may help to address the issues of the coexistence of AI and humans within 

organizations. 

Actor Network Theory may be viewed as a fundamental theory for understand-

ing the relationships of human and non-human actors (in the case of this study - AI) 

occurring within a particular organizational culture. A crucial insight from this theory 

is that human and non-human actors exist in networks of relationships and are seen 

as equal actors within an organization. They both affect the network as a whole, the 

network in turn affecting them: “objects, ideas, processes, and any other relevant fac-

tors are seen as just as important in creating social situations as humans” (Latour, 

1988). This is also in line with the approach to the organization as a system, in which 

the introduction of a new element impacts the whole system. 

The application of ANT in the context of work automation and augmentation is 

not a new phenomenon, but it has started to gain more attention recently. For example, 

Boyles and Meisinger (2020) apply ANT theory to study the interaction between hu-

man and non-human actors in a newsroom library. This article is also one of the few 

attempts so far to combine AI, organizational culture, and ANT. The authors mention 

that “institutional memory formulates shared organizational culture” (p. 4). Their 

findings demonstrate that advanced technological assistants indirectly restructure the 

roles and responsibilities of the librarians (people seek tasks proactively, without su-

pervision), as well as change the impact and importance of their work to others and 

to the organization in general. Boyles and Meisinger (2020) also put forward that the 

introduction of technologies flattens the organizational hierarchy and networks. 

To study the impact of AI introduction on the organizational culture and social 

interactions within it, it seems valuable to combine Schein’s (1986) OC concept with 

ANT. Firstly, AI can be placed on Schein’s level of artifacts, being an observable asset 

of the organization. Secondly, it is important to remember that Schein’s levels of OC 

influence each other in a particular way: basic underlying assumptions influence es-

poused beliefs and artifacts, or espoused beliefs can also influence artifacts. However, 

considering ANT’s interconnectedness of all actors of the network and their mutual 

influence on each other and on the network in general, it can be suggested that AI (and 

its affordances) as an artifact may affect basic underlying assumptions that represent 

human reasoning behind their behaviours and indirectly change human-human inter-

actions in the organization. The findings of this case study will also demonstrate this 

influence (AI-chatbots reinforce the assumptions that each case study organization’s 
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employee is an expert of their job, absence of managers lead to independence and high 

personal responsibility, absence of micro-managing that is outsourced to chatbots cre-

ates kind relationships between employees and people persons, thus reinforcing the 

culture of freedom and individual initiative). This seems to be in line with Schein’s 

approach as well, as he acknowledges that the OC is shaped by, among other factors, 

the technologies the company uses. The integration of Schein’s model and ANT will 

be speculated further in the Discussion section. 

To sum up, the consequences of successful introduction of smart technologies to 

the workplace appear to lead to the flattening of organizational structure, ambiguity 

of work roles, higher personal freedom, responsibility and initiative, and conse-

quently to the need for more effective communication and interconnectedness of the 

community. However, the mere introduction of AI to the workplace does not neces-

sarily determine the employees’ acceptance of AI. Thus, it would be beneficial to ex-

amine AI features and functions that have been proven to make human-AI collabora-

tion comfortable and effective. 

2.3 Designing Human-AI relations 

It appears also vital to consider AI developers’ points of view on the design of artificial 

intelligence software and its impact on human-AI interaction and humans’ attitudes 

toward these intelligent technologies. This viewpoint will be approached from the as-

pects of AI’s image and design, humans’ relation to AI, interaction, and people’s ex-

pectations from AI. The field of human-computer interaction (HCI) seems to be potent 

in helping answer questions related to comfortable human-AI collaboration. 

The question how an AI-solution should look like to nudge a person to start us-

ing it seems to be pivotal in HCI research and IT-design. For example, Araujo (2018) 

underpins, that anthropomorphic design cues must be present in AI-based technolo-

gies, especially those fulfilling conversational agent function and facilitating discus-

sions with humans (e.g., chatbots), because in that case people will be willing to en-

gage into interactions with them and feel comfortable in these interactions. On the 

other hand, Liberati and Nagataki (2019) argue that the AI should be embodied (have 

a human-like body) to make people feel comfortable in the interactions with the ma-

chines. They explain this by the viewpoint that a human-like body of AI allows people 

to predict the embodied AI’s behavior, since they know how their own body functions, 

and this may help reduce overwhelming uncertainty caused by new unknown intelli-

gent technologies. Interestingly, the authors propose that when AI-based technologies 

are disembodied, that is, are not put into some sort of physical robot-type machine 

resembling a human but are rather created in the form of a software, these design cues 
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are especially crucial. They may include human-like communication style and a rec-

ognizable name. These insights provide a vital source for the interview questions that 

are to be conveyed further in this research. The abovementioned design cues are to be 

addressed in the interviews.  

However, research mentioned in the news article “Study: nobody wants social 

robots that look like humans because they threaten our identity. Humanlike robots 

may make us feel less human” (Ackerman, 2018) presents the opposite opinion. It 

claims that humans tend to dislike anthropomorphic social robots (embodied AI) be-

cause of the identity theft issue. The more human-like they look, the less people are 

able to draw a line between a human and a robot, which leads to unsettling feelings 

and a blurring of the concept of what is human. In research this phenomenon is widely 

referred to as uncanny valley (Mori, MacDorman and Kageki, 2012) and was put for-

ward as an implication for robotic design in 1970. Masahiro Mori, the author of the 

concept, argues that there is a gap, or a valley, in a graphic model of an individual’s 

sense of affinity, in which the affinity plummets for the things that have high human 

likeness, and robots are one of them. Mori believes it is the deception of one’s expec-

tations in a human-robot interaction that turn people’s affinity into eerie, scary sensa-

tions. Even though the research mentioned in the Ackerman’s article has several lim-

itations that need to be undressed in the future (small sample; providing participants 

with images of the robots, not videos), the uncanny valley topic seems to be more 

relevant to be discussed in the context of robots than of unembodied AI. Nevertheless, 

the uncanny valley research may be important to be considered in an ethical usage of 

unembodied AI (e.g., chatbots) to answer a debatable question of whether a human 

interacting with a chatbot should be informed that they are interacting with a machine, 

not a human. 

As it can be seen, scholars propose different views on the image an AI-based 

technology should have to make human-AI interaction comfortable and effective. 

Nevertheless, those hypotheses unveil little about the way people relate to AI. An im-

portant dimension in understanding human-AI relations is whether AI solutions are 

treated simply as a tool or as something intelligent. This might have something to deal 

with the so-called AI effect. According to the description of this paradox, when people 

understand how a technology functions, they no longer consider it intelligent. For ex-

ample, calculators used to be considered intelligent in the past but are no magic today. 

Perhaps sometimes it is all about naming things right or according to the agenda be-

hind the message. Some IT experts even recommend toning down the ubiquitous use 

of the term AI to avoid future AI winters and to focus more on the opportunities of 

the technology rather than on the trending name. 

Regarding research on human-AI interactions, CASA (Computers As Social Ac-

tors) theory seems to be very pertinent (Nass and Moon, 2000). According to it, people 
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tend to mindlessly apply behavioral scripts that are normally appropriate only within 

social interactions to interactions with the machines. In other words, treating a ma-

chine as if it was a living being, because they call to mind similar social attributes as 

humans. Traeger, Sebo, Jung, Scassellati, and Christakis (2020) emphasise that “CASA 

theory stresses that social responses to machines are independent of the conceptual-

ization of a machine as human-like” (p. 176:17). It seems that there have been attempts 

to apply the implications of this theory to practice. For example, Liberati and Nagataki 

(2019) conducted a phenomenological study on the example of a trash collecting robot 

in Japan, which side-goal was to nudge people to unlearn a habit to litter on the street. 

They found out that people are more likely to collaborate with robots if those express 

vulnerability (for example, ask for help: e.g., “can you help me recycle this?”). Since 

vulnerability is seen as a very human characteristic, it had a positive effect on people 

being more willing to collaborate with a robot, as opposed to the attitude “it is a ma-

chine, it works perfectly without me, it will pick up the trash if I drop it anywhere”. 

This study demonstrates how vulnerability in robots can change human perception of 

them and help develop good habits or behavior in humans: “the perception of the fact 

there is an entity needing help is more than enough to turn the subject into something 

different” (p. 340). Perhaps the concept of vulnerability could enrich CASA theory. 

Similarly, there is a “study demonstrating the ability of a robot to significantly 

shape human–human interaction” (Traeger, Sebo, Jung, Scassellati, and Christakis, 

2020, p. 6370). The robots in this study were found to improve discussions in a group 

work by exercising vulnerable speech: “it is not just the presence of a speaking robot 

in a hybrid system that changes human–human communication, but rather the nature 

of the robot’s speech – specifically, speech that is vulnerable” (p. 6373). Both afore-

mentioned studies illustrate the application of human characteristics to robots in order 

for the latter to have a social impact. However, this factor is one of the many that affect 

the likelihood of a person to start or continue collaborating with a robot or AI solution. 

Humans’ expectations of AI-based technology appear to impact that a lot. Nagy and 

Neff (2015) propose a concept of imagined affordances. They first define technological 

affordances as “what a material artefact allows, its actionabilities and its perceived 

usability” (p. 51). Consequently, imagined affordances are what people perceive a 

piece of technology can do and in what way. These perceptions not only shape peo-

ple’s experiences but can also determine whether a person will continue using this 

technology or not, in case its imagined affordances do not coincide with its real af-

fordances. Boyles and Meisinger (2020) provide the following example: “in their daily 

practice, newsroom librarians are not entirely fearful of automation’s impact upon 

practice; rather, they are doubtful of its potential in connection to the newsroom’s ar-

chive” (p. 11). Though imagined affordances may not always reflect reality, such per-

ceptions may be important for future development of these technologies, because “to 
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design something, it has to be imagined” (Traeger et al., 2020, p. 51). Additionally, 

Traeger et al. (2020) posit that this “concept offers scholars a middle ground between 

technological determinism and social constructivism” (p. 48). This approach may have 

a significant relevance for research on AI in the workplace. 

This chapter introduced the most important aspects of design of the smart tech-

nologies. However, most of the mentioned research articles focused on embodied AI, 

robots, and further research may be necessary to understand the same design aspects 

of disembodied AI, such as chatbots. The following study attempts to contribute to 

this topic. 
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3.1 Research methodology  

This study relies on the research philosophy of social constructivism. It views reality 

and knowledge as socially constructed through the prism of personal experiences and 

thus, understands them as ontologically subjective, rather than ontologically objective 

(from Searle, Dennett, and Chalmers, 1997). The social constructivism paradigm is rel-

evant because the focus of the case study is on individual perceptions and experiences 

of a phenomenon. Additionally, the fundamental assumptions of this paradigm re-

quire the use of qualitative data collection and data analysis methods, which in this 

study are represented by semi-structured interviews and qualitative content analysis.  

The selected paradigm also provides a useful approach to social reality, accord-

ing to which the way people perceive reality affects the reality around them. This in-

sight is especially important in relation to exploring attitudes of the employees to-

wards AI-assistants and the ways they perceive the effects of AI on their organiza-

tional culture. 

The research design of this study is cross-sectional qualitative and is based on 

the case study of a Finnish enterprise. The purpose of the case study is to answer the 

following research question (RQ): “How do the employees view the impact of AI 

(Slack chatbots) on their company’s organizational culture?”.  

It should be clarified how the study conductor ended up with the RQ. Since the 

topic of AI and organizational culture is relatively new and understudied, it was de-

cided to begin with discovering what people in the studied context think, feel and tell 

about having an AI assistant at the workplace that performs a part of their tasks. It 

was assumed that these first-hand insights would provide initial insights into the 

3 CASE STUDY 
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studied phenomenon. Next, the choice of the qualitative research design and social 

constructivism paradigm shaped the way the research question should be formed. 

3.1.1 Qualitative data collection method 

The applied data-gathering method is semi-structured interviews. The advantage of 

the semi-structured interview approach lies in the fact that while the study controller 

has an assumption of what questions to seek answers to in the empirical part, there is 

still a leeway for the interviewees to share their experiences and insights that can be 

relevant for the study but may not be expected by the researcher. It is especially rele-

vant in the context of social constructivism. This approach has a potential to increase 

the quality and the scope of the findings. In total, about ten open-ended questions 

were asked during each interview, occasionally followed by new questions based on 

the participants’ answers. 

In total, five interviews in English language (that served as a lingua franca) were 

conducted with the employees of the Finnish case study organization in March 2021. 

The interviews were conducted using an online conferencing software Zoom, in four 

cases including the video and in one case audio only. This particular organization was 

chosen because they have already implemented an AI-based solution, specifically, 

Slack chatbots, into their internal work. The company has developed and utilizes three 

Slack chatbots, that will be referred to as chatbot 1, chatbot 2, and chatbot 3. Im-

portantly, some of the organizations’ employees’ tasks are delegated to these chatbots 

on the voluntary basis, which implies that the AI-solution is basically functioning as 

an optional “co-worker”. As the findings eventually revealed, these chatbots were 

found to be reinforcements of the company’s organizational culture, which renders 

this case study relevant to this research topic. 

The interviewees for the data collection were found via contacts provided by the 

supervisor from the company’s side. In the beginning the wish to interview employees 

with specific duties was communicated to them. Therefore, the type of sampling in 

this study is non-probability snowball sampling combined with purposive sampling. 

Regarding the demographics of the participants, one female and four male employees 

were interviewed, both young and middle-aged participants. Additionally, both man-

agers and subordinates were in the sample. The sample is also represented by soft-

ware developers who worked on the creation of studied chatbots, software developers 

not involved in the creatin process, and a marketing professional. All interviewees are 

active users of the studied chatbots. There were approximately seven hours of rec-

orded interview data. 

The interviews were transcribed manually by the researcher resulting into about 

25 pages of written data. The transcription was done in details, including every topic 

that the participants brought up, with occasional improvement of the grammar and 
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omission of lexical hedges and interjections. Additionally, irrelevant speculations 

(e.g., about the weather, what they are doing at the moment of speaking) were not 

included in the transcripts. Since the chosen data analysis method is qualitative con-

tent analysis, not discourse analysis, word-by-word transcription was not conducted. 

The manual transcription method was selected due to the sensitivity of the data that 

may have been jeopardized when employing online automatic transcription software. 

Finally, it should be mentioned that even though this study does not rely on the 

method of triangulation, it has some elements of it. In the process of getting to know 

the context of the case study company the study conductor needed to familiarise them-

selves with the general information about the company, which was done by skimming 

through the website, company’s blog, and social media pages. Some of the extracted 

information informed the interview questions, however, the case study findings were 

not re-evaluated with the help of triangulation method. Moreover, though the afore-

mentioned company’s artifacts were created collectively, the focus of this case study 

is on the employees’ individual perceptions and interpretations of these artifacts and 

work experiences. 

3.1.2 Qualitative data analysis method 

The selected data analysis method for this study is qualitative content analysis (QCA) 

(Krippendorff, 2018; Schreier, 2012). This choice was justified by several reasons. 

Firstly, the RQ of this study is descriptive, that is, asking “how”, with the focus on 

people’s opinions and experiences about a particular social phenomenon. Secondly, 

the material of the study is qualitative and deals with the meaning that is not obvious, 

therefore, it needs to be systematically described and interpreted. Thirdly, QCA seems 

to pair up well with the social constructivism paradigm, because according to QCA, 

the meaning is not given in data, but needs to be constructed with the help of system-

atic analysis method. Additionally, QCA allows to conduct exploratory work on an 

unknown or poorly studied phenomena, which is the case with the RQ of this study. 

This fact also necessitates the use of the data-driven coding frame (inductive method). 

Finally, QCA helps reduce large amounts of data and explore the phenomenon from 

a particular angle identified by the RQ. Only written transcripts of the interviews were 

analyzed, excluding the videos of the recordings. 

The QCA was applied to the transcriptions of the five interviews, and the goal 

was to arrive at a valid and reliable descriptive data-driven coding frame. However, 

latent meaning or inferential leaps were not the objectives of this content analysis. At 

the beginning of QCA the material was coded for relevant and irrelevant using a sim-

ple complexity coding frame. Relevant material was defined as the material that helps 

to answer the RQ, that is, reflects the interviewees’ perceptions of the impact of AI 

Slack chatbots on their organizational culture (OC), expands this topic and helps 
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understand the context of this phenomenon. Irrelevant material was defined as the 

material that does not help to answer the RQ. Only relevant material was analysed 

further. Next, progressive summary strategy was applied to a part of the material 

(about 1,5 interviews) to help arrive at the initial draft of the coding frame. The extracts 

from the interviews were identified on the basis of themes (but not as specific as dur-

ing the segmentation stage), summarised and then ascribed a more general and 

shorter paraphrase. These general paraphrases served as the basis for subcategory 

names, some of them were shortened or edited more. About 26 paraphrases were 

turned into a coding frame with five dimensions and 18 subcategories in total, which 

made a medium complexity data-driven coding frame. This stage was followed by the 

pilot phase. The first step in the pilot phase was the segmentation of all material on 

the basis of thematic criterion. Thematic criterion was selected because the material 

did not have an inherent structure. That step resulted in 189 units of coding. After all 

material was divided into segments, trial coding of the part of the material was con-

ducted. The material for trial coding was taken from several transcribed interviews to 

include various topics. Each unit of coding was ascribed to a subcategory. This mate-

rial was recoded 10 days after the first coding to evaluate the consistency of the initial 

coding frame (reliability). The reliability of the initial coding frame was found to be 

satisfactory because there were only a few minor inconsistencies between the coding 

rounds, and it was possible to arrive at the final meaning of the inconsistent units of 

coding. Additionally, the level of validity of the initial coding frame was assessed ac-

cording to face validity type and considered acceptable. This step followed the same 

procedure for the evaluation of validity as in the main coding phase. 

The outcomes of the pilot phase required the coding frame to be improved and 

expanded, which led to the creation of the final coding frame with high complexity 

structure, five dimensions and 22 subcategories total (see Figure 2). The coding fre-

quencies were counted after the main coding was completed and the matrix created. 
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Figure 2. Final coding frame with the coding frequencies of the subcategories. Dimensions are 
represented by dark gray boxes and subcategories – by light gray ones. 

All dimensions and subcategories were given definitions and examples (see Ap-

pendix 1). The final coding frame met the requirements of unidimensionality, mutual 

exclusiveness, exhaustiveness, and saturation (Schreier, 2012, p. 71). Residual subcat-

egories were introduced within each dimension to meet the criterion of exhaustive-

ness. The criterion for saturation was not met only by the miscellaneous subcategory 

of the “impressions of organizational culture” dimension, but the dimension was not 

considered critical for answering the RQ. 

The final coding frame allowed to start the main coding phase, during which 

each unit of coding of all of the material was ascribed to a subcategory (or to a dimen-

sion in case with the “miscellaneous” dimension). All units of coding were recoded 10 

days later to evaluate the reliability of the final coding frame. The number of units of 

coding that were coded differently during the second round of coding was insignifi-

cant, and the final meaning was ascribed to them. Therefore, the level of reliability of 

the final coding frame was found to be satisfactory. 

Finally, the validity of the final coding frame was assessed. The goal of this con-

tent analysis was to deal with descriptive meaning of the data and to avoid inferences 

going beyond the text; hence, face validity type was selected. First, the number of the 

units of coding that were coded for residual categories (miscellaneous dimension and 

miscellaneous subcategories within other four dimensions) constituted around 15% of 

all units of coding and was not significantly large compared to the recurrencies of 

other subcategories. Second, the coding frame appears to be differentiated enough be-

cause the subcategories within a dimension are not too large compared to other sub-

categories in this dimension. There is one exception, the subcategory “chatbots’ 
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personalities” is larger than other ones in the dimension “chatbots’ features”, but since 

the expansion of this subcategory would not bring new important information (it 

would be the information about ascribed personalities of the three different Slack chat-

bots, which is already known), a decision was made not to extend it further. Finally, 

the level of abstraction of the coding frame was found to be sufficient since the sub-

categories have shown to be differentiated enough, to cover the meaning of all mate-

rial, and to represent the concepts of the RQ well. Considering these factors, the level 

of validity of the final coding frame was deemed satisfactory. Consequently, the con-

tent analysis part was concluded.  

After the main coding phase, a matrix for presenting the results was created (ap-

pendix 2). The matrix is important for bringing the meanings from the level of units 

of coding to the level of interviews. It also demonstrates a number of times each sub-

category recurred in the material. For further presentation of the results in the findings 

section a strategy of describing and illustrating findings using continuous text was 

selected. 

Before proceeding to the main findings, it is necessary to comment on the process 

of identifying the subcategories that made it to the main findings. It is a common prac-

tice in QCA to select several subcategories as the main findings based on their level of 

recurrency, where a few most recurrent subcategories are discussed further. However, 

in the case of this study the most recurrent subcategories constituted a large portion 

but were rather predictable and did not provide new information. The goal of the 

study conductor with the QCA was to identify and present unique findings, that an-

swer the RQ well but are the least expected to be discussed or show up within the 

topic of the RQ. This also justifies the use and demonstrates the advantage of the data-

driven coding frame as opposed to the concept-driven one. Moreover, QCA and social 

constructivism are both interpretative method and paradigm and allow the researcher 

to apply particular interpretations of their findings. Consequently, based on this 

uniqueness of information criterion, three subcategories are presented as major find-

ings. Some of the remaining subcategories that present less unique but thought-pro-

voking answers to the research question are considered in the discussion section. 

3.1.3 Research ethics 

The case study has been conducted in an ethical manner because it is based only on 

the data provided by the interviewees who consented to participate in the study 

(Byrne, 2016). The non-disclosure agreement (NDA) was signed with the company 

prior to the conduction of the case study and a supervisor from the company’s side 

was assigned to the study conductor. According to the NDA, the name of the company, 

their supervisor and participating employees may not be mentioned in the study. The 

NDA also implies that full transcripts of the interviews must not be published. The 
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interviewees were provided with three research documents before the interview. The 

documents included a research notification, which describes the study and data col-

lection in general, a research consent form, which, after being signed by the partici-

pants, proves that obtained data can be uses in the study, and a research privacy notice, 

which explains how the interviewees’ data is processed. The interviewees also ex-

pressed their written consent to participate in the study via official emails. The privacy 

of the company and the interviewees is taken seriously in this study and all excerpts 

from the interview data are presented anonymously. 

3.2 Findings 

Systematic qualitative content analysis of the data combined with after-analysis iden-

tification of the most unique and relevant for the RQ information, allowed to point out 

three subcategories within the final coding frame that will be presented as the major 

findings and explained and illustrated further in this section. The findings are named 

impacts since they describe the ways the employees of the case study organisation 

view the impact of AI (three Slack chatbots) on their company’s organizational culture. 

The findings illustrate how people of the case study company describe their under-

standing of this phenomenon through their daily personal experiences of collabora-

tion with AI at the workplace rather than constitute a universal answer to the RQ. 

3.2.1 Impact 1: Chatbots improve manager – subordinate relationships 

The subcategory “improvement of manager-subordinate relationships” provides a 

valuable and unique insight into the way AI-powered chatbot affects human-human 

interaction and group dynamics at the workplace. 

Chatbot 1, that was discussed in this subcategory of the coding frame, has, 

among others, the following function: to weekly or daily remind employees to report 

their billable hours to the chatbot itself. Before the introduction of this chatbot this 

menial but important task was done by the managers who are responsible for their 

subordinates. The reason behind delegating this task to the chatbot lied in the optimi-

zation of the managers’ time and easier reporting and data storage system affordances 

of the chatbot. However, the descriptions of the case study participants’ experiences 

revealed a more interesting and initially unintended effect of this task delegation. 

Since frequent reporting reminders communicated by the manager to the subordi-

nates may bring up power disbalance associated with the manager's role, tensions or 

unpleasant feelings between a manager and a subordinate may arise. Yet, when these 

reminders are communicated by a chatbot, the power disbalance in a team seem to be 

alleviated and tensions mitigated. 
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“Chatbot 1 is the middle manager who takes the burden off our shoulders, so we 

don’t have to nag about these things, that make our relationships not so nice.” 

(Participant 5). 

 

“When you have middle managers in organizations, you recognise them as nag-

ging and managing people. But when these things are outsourced to AI, you can 

focus on more humane interaction with a people person.” (Participant 3). 

 

Even though Chatbot 1's impact does not cancel power-related dynamics in a 

team completely, it seems to help to mitigate tensions associated with the communi-

cation of continuous mundane tasks that are important for the managers. 

Remarkably, all internal Slack chatbots of the case study organization are en-

dowed with personalities. That means that each of them has a specific graphic image, 

communication style, character traits emergent from the communication style, ap-

proximate age group and sometimes a gender. According to the study data, Chatbot 

1 is perceived as a slightly grumpy middle-aged male middle-manager, who is usually 

nagging people about reporting their hours. It may be that the presence of this partic-

ular personality plays a crucial role in the discovered impact. When the messenger is 

a chatbot, these unpleasant emotions are not associated with the people-person, but 

with the chatbot's personality. Therefore, it might be assumed that it is possible to 

"outsource" unpleasant emotions to a chatbot. That, in turn, makes people chat and 

joke about the chatbots and serves a community building function (see Impact 2). 

Finally, this impact of the chatbot aligns with one of the core values of the case 

study company, according to which the company wants to create a welcoming work-

place for their employees. 

3.2.2 Impact 2: Chatbots carry cultural value and spur emotional response 

The subcategory “jokes about chatbots” sheds light on the chatbots’ contribution to 

community building in the organization. As discussed in Chapter 2.2, community 

building activities are vital for sustaining organizational culture. 

By being endowed with memorable and distinctive personalities chatbots pre-

sent cultural value as mascots of the company and objects of jokes and memes and 

free-time discussions among the employees. This fact makes these AI-powered chat-

bots shared artifacts of the organization and demonstrates how they play a commu-

nity building role. 

 

“Chatbot 1 is sort of a designated asshole, but that’s something everybody can 

hate and joke around without anyone being offended.” (Participant 1). 
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“Chatbot 1 is an inside joke, for example, so they have a cultural value for the 

employees.” (Participant 3). 

 

Additionally, it was noticed that the messages coming from chatbots with per-

sonalities appear to spur a greater emotional response to the message itself compared 

to a situation where the messenger is a faceless chatbot. This emotional response 

seems to make it likely that the addressee will respond to the message. This could be 

taken into account in future chatbot design and development. 

 

“I can’t pinpoint why but there’s something nice about having a face on that re-

minder. Even if it’s someone like Chatbot 1. Maybe there is a certain power in 

that annoyance of the reminders Chatbot 1 sends.” (Participant 1).  

 

Even though the units of coding in this subcategory of the coding frame mostly 

referred to Chatbot 1, other chatbots were found to contribute to community building 

as well. 

3.2.3 Impact 3: Chatbots optimize “useless” communication 

The subcategory “chatbots optimize “useless” communication” reveals further ad-

vantages of chatbot implementation. It appears that chatbots can optimize not only 

particular menial labor tasks that do not bring value to humans, but also “useless” 

communication. Though some communication scholars may not agree with the exist-

ence of such a phenomenon, in the context of this case study “useless” communication 

is understood as unnecessary communicative exchange that, unlike Malinowski’s 

(1967) phatic communion, is not aimed at bonding, or knowledge sharing but rather 

distracts one’s colleagues from work. These are such inquiries as, for example, “where 

can I find this thing/person?”, “who is responsible for this?”, “whom should I contact 

about this?”, etc. Such information inquiries are important but may distract co-work-

ers from their own tasks. Hence, when the chatbots are able to handle these inquiries, 

employees can focus on their more important and creative tasks or on more meaning-

ful free-time interactions with colleagues. In the case study organization this function 

is fulfilled by a Q&A-based chatbot. 

 

“It (chatbot) reduces labor for me and for someone else whom I would have to 

ask for these things.” (Participant 3). 
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“I don’t think chatbots are directly improving human-human communication in 

terms of asking personal stuff, etc., but it can do that indirectly, because if you 

use them, you will have more time to interact with employees who have breaks 

and chat with them.” (Participant 2). 

3.3 Case study conclusion 

The case study is an illustrative example of the cultural benefits that stem from the 

integration of AI and organizational culture. The major findings demonstrate that the 

use of the internal Slack chatbots carries a positive impact on people's wellbeing at the 

workplace. It seems however, that these benefits were not initially intended or fore-

seen before chatbot implementation, but with the help of this study and the applica-

tion of social constructivism philosophy of science it was possible to discover these 

valuable insights. Nevertheless, there are a few other noteworthy topics stemming 

from the case study, that may bring more insights when evaluated at the backdrop of 

this study’s literature review. 
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This section is dedicated to the overall discussion of the case study findings. Firstly, 

the case study findings will be connected to the previous theoretical review to inves-

tigate how the findings relate to it. Secondly, the discussion of two coding frame sub-

categories at the backdrop of the literature review helped bring two more noteworthy 

insights to the surface and will be presented here. Thirdly, theoretical and practical 

implications of the findings will be presented. Additionally, the directions for the fol-

low-up research will be suggested. Finally, the perspective shift that occurred during 

the research process will be outlined. 

4.1 Discussion of the findings 

To find out whether the major findings of the case study support, contradict or expand 

previously discussed theoretical review, each of them needs to be evaluated sepa-

rately. 

4.1.1 AI may affect Basic Underlying Assumptions within OC 

Impact 1 seems to be a new contribution to the field of AI and organizational culture. 

There have been studies demonstrating how robots improve human-human commu-

nication in teams (Traeger et al., 2020), but no articles citied in this research appear to 

have found that AI-powered chatbots can improve human-human relationships in the 

workplace, specifically, manager-subordinate relationships. If to connect this finding 

with Schein’s (2016) OC model, an interesting insight is discovered. While the inter-

views revealed people’s interpretations of the artifacts and espoused beliefs (values), 

specifically, how the interviewees describe their perception of the artifacts and es-

poused beliefs, it was not possible to find out underlying basic assumptions via an 
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interview method (see Chapter 2.2.1). However, the approach of integrating Schein’s 

model with ANT may allow to suggest a hypothesis that could potentially expand and 

reinterpret Schein’s theory. Schein places technologies on the level of artifacts, so it is 

possible to place AI on that level. Improved manager-subordinate relationships, de-

scribed in Chapter 3.2.1, may be placed on the level of basic underlying assumptions 

because not all employees may notice the change or be aware of the reasons behind 

their improved manager-subordinate relationships, which is a characteristic of the 

basic underlying assumptions. Hence, it can be proposed that not only basic underly-

ing assumptions influence espoused beliefs and artifacts, but also the artifacts (in the 

form of AI such as chatbots form the case study) may influence basic underlying as-

sumptions (positive perception of one’s manager), (see Figure 3). However, the fol-

low-up research is necessary to test this hypothesis. 

 

 

Figure 3. Suggested integration of Schein’s OC model and ANT is demonstrated by the influence 
of the artifacts in the form of AI on the basic underlying assumptions (red arrow). Im-
pacts of the OC levels on each other are shown with arrows. 

This insight yields practical implications for discovering other ethical ways the 

AI can improve social dynamics and organizational atmosphere, and perhaps plan-

ning and implementing these positive influences as a part of the organizational culture 

change and transformation. 
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4.1.2 Negative responses to chatbots are also effective 

Impact 2 seems to also be in line with Schein’s (2016) theory. Since chatbots are visible 

artifacts of the organization, they contribute to the workplace culture. It was discussed 

in Chapter 3.2.2, that the presence of a memorable image and ascribed personality of 

a chatbot seems to spur more emotional response to its messages compared to a face-

less chatbot. However, the data analysis revealed that these emotional responses were 

not always positive. The subcategory “annoyance/frustration” within “impressions 

of chatbots” dimension had a high coding frequency within this dimension and illus-

trated employee’s negative feelings towards chatbots. It needs to be noted, that these 

emotions were responses to chatbots’ messages or answers, (not a biased fear of AI as 

a competitor). The reasons for such responses were usually that the chatbots do not 

work well or do not understand inquiries, but the most common reason was when 

Chatbot 1’s messages were perceived as nagging (see Chapter 3.2.1). It must be em-

phasised that it was the presence and manifestation of the chatbot’s personality that 

provoked such emotional affect. One of the interviewees even said:  

 

“It’s a part of our culture that Chatbot 1 is an asshole” (Participant 2).  

 

Hence, nagging is seen as a part of Chatbot 1’s personality, it is widely recognised 

in the organization and thus, carries a shared cultural value. Nevertheless, when talk-

ing about these negative emotions the study participants acknowledge that this chat-

bot is helpful, which is proven by the coding frequency of the subcategory “helpful 

chatbots” (16) of “impressions of chatbots” dimension and happens to be the same 

coding frequency for “annoyance/frustration” subcategory (16). Therefore, it can be 

concluded that both positive and negative emotional affects spurred by chatbots are 

effective and make the addressee more likely to respond to the message. 

The discussion of Impact 2 correlates with the CASA theory (Nass and Moon, 

2000). On the case study examples it can be seen that a chatbot is not simply perceived 

as a piece of code, but it becomes something more in the context of human-AI interac-

tion, primarily because of the chatbots’ distinctive attributed personalities. According 

to CASA theory the applications of social scripts to machines happens without a per-

son’s conscious effort to conceptualize machine as human. On the one hand, this effect 

seems to be enhanced by the presence of a chatbot’s attributed personality, and the 

chatbots are less spoken of as machines or tools and more referred to according to 

their names and ascribed genders. On the other hand, if AI effect is brought into this 

discussion, a new hypothesis can emerge. A subcategory “chatbots as tools” within 

“impressions of chatbots” dimension has a relatively insignificant coding frequency 

but reveals that sometimes chatbots were perceived as tools, rather than an assistant 

or coworker. Such responses were coming from advanced software developers most 
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of whom worked on these chatbots. It can be assumed that when people perceive chat-

bots as a tool or algorithms the emotional affect of the chatbots’ messages may not be 

spurred and thus, the presence of chatbots’ personalities may have no effect, same as 

in the case of faceless chatbots. Remarkably, the subcategory “chatbots’ personalities” 

has the highest coding frequency (29 units of coding) among the rest of the subcate-

gories of the coding frame. The coding frequency and the contexts in which chatbots’ 

personalities have been discussed in this study demonstrate the importance and value 

of the memorable and distinct ascribed personality of a chatbot. It is also in line with 

Araujo’s (2018) article, illustrating that conversational agents should be endowed with 

anthropomorphic design cues to encourage people to engage into interactions with 

them and feel comfortable in these interactions. 

4.1.3 AI may make the concept of useless communication emerge 

Impact 3 appears to make a new contribution to the field of AI and organizational 

culture. Wisskirchen, et al. (2017) discussed the impacts of smart technologies intro-

duction on organizational culture and claimed that “the cross-linking of single em-

ployees by new technologies allows easier communication and enables a better ex-

change of information” (p. 49). It can be assumed that better exchange of information 

can also lead to elimination of “useless” communication. However, the concept of 

“useless” communication applied in this study needs to be studied further. Perhaps 

the rise of the field of AI and organizational culture will make the discussion of this 

concept relevant in the context of digital communication. The use of AI chatbots may 

also even solidify the concept of “useless” communication in the future since there 

will be a distinction between the communicative inquiries meant for humans and 

those meant for AI-based assistants. Thus, considering the purpose of AI as the auto-

mation of unnecessary or unpleasant tasks, communicative inquiries meant for AI as-

sistants will be considered as “useless” communicative exchanges among humans. 

4.1.4 Chatbots may affect organizational structure 

It looks like by reviewing this study’s coding frame in connection to the literature re-

view it is possible to identify one more insight stemming from the data. It has been 

discussed in Chapter 3.2.1 that Chatbot 1 basically substitutes middle management of 

the case study organization. The study participants described their organizational hi-

erarchy as flat: 

 

“Fairly flat organization as a whole” (Participant 2). 
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“And they [employees] have this really high freedom and responsibility com-

pared to maybe more traditional organizations, where you have more managers 

or middle-managers.” (Participant 2). 

 

While it is difficult to claim to what extend particularly Chatbot 1 has contributed 

to the flattening of the organizational hierarchy (there may be other factors), it seems 

that the chatbot can help flatten organizational hierarchy by placing more responsibil-

ity on the employee and taking away monitoring activities from the manager. Boyles 

and Meisinger (2020) and Wisskirchen, et al. (2017) put forward as well that the intro-

duction of technologies flattens the organizational hierarchy and networks. Addition-

ally, flat hierarchy was listed as a feature of a digital organization (Duerr et al., 2018), 

which is accurate for the case study company. Therefore, it can be assumed that one 

of the chatbots helps create digital organizational culture of the case study company. 

4.2 Implications of the findings 

It is crucial to understand theoretical and practical implications of the findings of this 

study. From a theoretical point of view, the findings of this study have shown to be in 

line with and expand existing scientific literature. This study made a contribution to 

research on conversational agents (chatbots) and their impact on organizational cul-

ture. A number of directions for the follow-up research have been mentioned through-

out the study. From a practical point of view, by understanding and educating com-

pany’s stakeholders (especially customers and partners) about the aforementioned 

impacts of AI on the organization, companies can help shift general public’s percep-

tion of AI from AI as a threat toward AI as a helper. Additionally, the findings em-

phasize the benefits of endowing chatbots with personalities, which is a practical im-

plication for chatbot design. 

4.3 Evolution of this study 

Ultimately, it should be mentioned how this study’s perspective evolved with its pro-

gress. The initial focus was on perceptions of AI as a threat to employment and biased 

attitudes to collaboration with AI caused by that. The goal of the study was to find out 

how to help employees working alongside AI overcome this fear via the introduction 

of the OC concept. The study would then focus on how to integrate AI into organiza-

tional culture to nudge people into liking it. However, further study of scientific liter-

ature helped the study conductor to change their own perception of AI. Based on the 
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previously demonstrated studies, it turned out that AI-assistants and robots perform 

tasks outsourced to them by humans that the later are unwilling or unable to perform 

(Wisskirchen, et al., 2017). The interviews with the case study company revealed the 

same attitudes, and it was decided to shift the focus towards the impact of smart tech-

nologies on organizational culture, while discussing perceived employment threat 

connected with AI in a socio-cultural context. Even though the first subchapter of this 

study is about fear of technologically induced unemployment, the major focus is on 

the open-minded approach to the impacts of AI on OC. 
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Credibility of the research is demonstrated not only by the evaluation of the method’s 

reliability and validity but also by acknowledging its limitations. In this section the 

limitations determined by the scope of the study, socio-cultural context, sampling, 

theoretical framework, and data analysis method will be considered. 

Firstly, the scope of this study was determined by its purpose as a master’s thesis. 

The limited time and financial resources did not allow to conduct a full-fledged in-

depth phenomenological study on the selected topic. That dictated a necessity to ap-

proach the studied phenomenon from a particular angle and to limit the perspective 

of the study to a single vantage point. This explains the choice of an interview method 

and the qualitative content analysis method. 

Secondly, as it was discussed in the Chapter 2.1.4, varying socio-economic, cul-

tural, and political realities of the countries have a great potential to influence people’s 

perception of AI-assistants and their feelings regarding collaboration with them in the 

workplace. For this case study only employees of a Finnish enterprise were inter-

viewed. Therefore, the findings of this study need to be applied with caution to or-

ganizations in a differing cultural context, and the cultural distance (Smelser and Bal-

tes, 2001) needs to be considered. To avoid compromised results, the findings may 

need to be reinterpreted in a different cultural context. Equally important is the un-

derstanding that AI-driven solutions constitute a wide family of different software, 

and their impact on organizational culture may be different depending on the solu-

tion’s features and affordances (see Chapter 2.1.4). This case study revolved around 

AI-driven chatbots. 

Thirdly, certain theoretical aspects stemming from organizational studies were 

omitted in this case study. For example, since the design of this research is cross-sec-

tional, it was not investigated how the case study’s organization’s culture had been 

evolving throughout its history or how it was influenced by economic, political and 

technological changes (Schein and Schein, 2016).  Additionally, organizational culture 

5 LIMITATIONS 
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plays different roles during different life cycle stages of a company, stable companies 

often having subcultures within them. The case study company’s culture life cycle 

stage was not considered, and the focus on subcultures was thought irrelevant. More-

over, regional differences between the offices of a company (even within one country) 

may cause varying interpretations of the organizations’ corporate culture. In the case 

study mostly employees of the Jyväskylä office were interviewed, while the company 

has offices in other Finnish cities as well. Minor cultural differences between the of-

fices were acknowledged by the interviewees but were not deemed crucial for this 

study. 

Fourthly, the chosen research paradigm certainly determines both the study 

method and its outcomes. This study’s paradigm is social constructivism since it is 

useful for studying social phenomena of perceptions and attitudes. However, the ad-

jacent research philosophies may bring more insights to the research topic. For exam-

ple, social constructionism combined with focus groups may shed light on the group’s 

perceptions of AI at work, and phenomenology can help provide a holistic overview 

of this research topic. 

Fifthly, the soundness of the research depends on the relevance and accuracy of 

its methods. Regarding data collection method of this study, the biggest problem with 

the interviews is the possible wish of the interviewees to create a favorable image of 

their workplace and work experiences, which leads to them not revealing their real 

feelings or possible bottlenecks to the interviewer. Another methodological limitation 

related to the interview method is connected with the application of Schein’s (1986, 

2016) Organizational Culture model and Actor Network Theory (Latour, 1996). Both 

Schein’s and ANT approaches to studying organizational contexts emphasize the im-

portance of observing people’s actual behavior. As it was discussed in Chapter 2.2.1, 

Schein warned against the use of the interviews as ultimate solutions for the investi-

gation of OC and underscored, that the deepest level of Underlying Basic Assump-

tions that guides people’s behavior can be discovered with the help of observations 

and other ethnographic methods, but not with the interviews alone. Therefore, an eth-

nographic research method of observation combined with, for example, triangulation, 

might improve the findings. Even though the presence of a researcher in the group 

would not eliminate participants’ possible inclination to maintain a certain image, the 

researcher would be able to observe participants’ interaction with each other and their 

nonverbal behavior. Since due to Covid-19-related restrictions it was possible to host 

interviews only via online conferencing software, this is a possible direction for future 

research. This study could be expanded and refined in the future by adding a dimen-

sion of people’s observable behavior in the workplace. 

Sampling methods also have their limitations. Non-probability sample, as used 

in this study, may not be representative enough and it may be difficult to estimate 
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sampling variability and possible bias of the participants. Though it was not the focus 

of the research question to look into different groups within the population. Addition-

ally, snowball sampling has the same limitations. However, in the case study the re-

search conductor had to rely on their scarce initial contacts with the case study com-

pany, and non-probability sampling was the optimal solution. Yet, this study relied 

on a limited dataset, and the population’s demographic data was not analyzed. 

Data analysis method plays a crucial role as well. Though qualitative content 

analysis has numerous advantages, there are also a few shortcomings of this method 

that may impact the research outcomes. For example, QCA does not provide a holistic 

overview of the material, that is, does not allow the researcher to describe the full 

meaning of all their data and arrive at a holistic overview of the material. Rather, it 

provides them with a specific angle from which to look at the data. A wholistic over-

view of the data would be beneficial for describing new or understudied phenomena, 

but in case the scope of the research does not enable such efforts, it is more important 

that the data analysis method allows to answer the research question adequately. Even 

though the goal of the QCA in this study was to arrive at an inductive coding frame, 

the final coding frame was not fully inductive since the RQ narrowed down the topic 

a bit. One disadvantage of the QCA is that the segmentation of the data involves de-

contextualization. A lot of context-dependent nuances of the units of coding may be 

lost thereby. The QCA method could be improved by introducing codes for the con-

text around units of coding, that would be evaluated based on the thematic criterion 

and written next to each code, allowing units of coding with the same code to have 

different context codes, thus enabling the variability of the meanings to be carried to 

the later stages. This could be applied in cases when the researcher considers the con-

text of the units of coding to be important for answering the RQ. 

Another inconvenience is that the distinctions within the data not covered by 

coding frame are not visible in the final stage and are lost. Even though it is the pur-

pose of QCA to reduce data and produce systematized information, a lot depends on 

the researcher’s interpretation and evaluation of the relevance of the emerging find-

ings to the RQ.  

That brings up the question of the researcher’s reflexivity, rather than of the ob-

jectivity of qualitative research. According to social constructivism and QCA, data 

does not carry inherent meaning, but the researcher and research participants con-

struct it during a research process. The reflexivity of this study during data collection 

was achieved by treating the participants as experts in the topic of a chosen RQ, part-

ners and co-producers of data together with the study conductors. During data anal-

ysis stage the thesis supervisor assisted in interpretation of the subcategories of the 

coding frame and their importance for the RQ, which helped to overcome the limits 
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of the study conductor’s own background and assumptions during interpretation of 

the coding frame and findings. 

Moreover, the goal of QCA is to go beyond individual understanding of the phe-

nomenon and arrive at a socially shared understanding of the material (Schreier, 2012). 

In QCA it is achieved by creating a coding frame and making the definitions of the 

subcategories transparent to the readers (page 27, figure 2); and by assessing the con-

sistency of the interpretations: the reliability of the coding frame was assessed in 

Chapter 3.1.2. 
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To conclude this study, the use of AI at the workplace on the example of internal Slack 

chatbots was found to have much more valuable consequences for the employees than 

previously thought. The case study chatbots not only automate repetitive menial labor, 

but also improve human-human interactions and by doing so, reinforce the values of 

their organizational culture and, to some point, create it. Consequently, it is important 

to approach technological non-human actors that augment employees’ performance 

in the organization as a part of its organizational culture. That also draws implications 

for the AI development in accordance with the culture of an organization of deploy-

ment. A way to integrate AI into organization culture seems to lie in the development 

of its functions and features so that they contribute to the support of the claimed or-

ganizational culture. Different combinations of features and affordances of different 

types of AI may impact workplace dynamics, human-human and human-AI relations 

differently, which calls for further investigation. 

By presenting three major findings the case study helped answer the research 

question and demonstrate how the employees of a Finnish enterprise perceive the im-

pact of AI-powered chatbots on their organizational culture. The most important im-

plication of the findings lies in the potential of the AI-powered chatbots to support 

employee wellbeing by improving manager-subordinate relationships (see Chapter 

3.2.1). This opens the possibilities to further study other potential ways AI could pos-

itively affect social dynamics at the workplace. Thus, AI-based chatbots not only help 

automate menial repetitive tasks, but also improve the workplace’s atmosphere. Not 

less significant is the chatbots’ potential to bring cultural value to an organization, 

which seems to be directly connected with the chatbots’ ascribed personalities (see 

Chapter 3.2.2). This implication paves the direction to research AI design in connec-

tion with the understanding of the organizational culture of a company the solutions 

are being designed for. That, in turn, calls for the development of more practical and 

manageable measures to investigate organizational cultures. Ultimately, the literature 

CONCLUSION 
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review and the case study of this research hope to be of assistance in shifting negative 

societal perception of AI (AI as a ubiquitous substitution of human workers) towards 

a fruitful collaboration of humans and AI. 

The evidence of the impact of AI on OC also implies that the use of advanced 

technology in the organizations should be meaningful and follow the purpose of the 

organization and its cultural values, and not simply be implemented because of the 

current trendiness of these technologies. 

Finally, the research outcomes of this study demonstrate the importance and rel-

evance of bridging the research fields of organizational studies, smart technologies 

and HCI to further investigate how a comfortable workplace of the future can be cre-

ated with the assistance of smart technologies. 
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APPENDIX 1 

Description of the dimensions and subcategories of the coding frame. 

 

Definitions of dimensions 

Dimension (cate-

gory) name 

Description Example 

Evaluation of chat-

bots’ work  

Units of coding that describe perceived 

impact of the chatbots’ tasks and roles 

on the employees, their work, intraor-

ganizational relationships and the im-

portance of these tasks for the employ-

ees and the organization 

“…even in Finland some 

news are written by AI, so 

journalists are not really 

replaced because it’s not a 

WOW work to do” 

Impressions of chat-

bots 

Units of coding that reflect emotional 

or evaluative responses to the collabo-

ration with chatbots 

“…sometimes maybe 

frustration of Seppo nag-

ging, …” 

Impressions of organ-

izational culture 

Units of coding that reflect interview-

ees’ perception and interpretation of 

their organizational culture 

“So, for me personally, it 

is that I’m allowed to be 

myself, that I’m respected 

as a person that I am, and 

that is so liberating also.” 

Chatbots’ features Units of coding that reflect the most sa-

lient features of the chatbots that are 

often discussed by employees 

“They [chatbots] are re-

ferred to by their names. 
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So, they are personali-

ties.” 

Miscellaneous Units of coding that do not fall within 

any other dimensions 

“They might be annoyed 

that “damn, my billing 

role is low”, but I’ve been 

doing other projects.” 

 

 

Definitions of subcategories 

Dimen-

sion 

Subcategory name Description Example 

Evaluation 

of chatbots’ 

work 

Improvement of man-

ager-subordinate rela-

tionships 

Units of coding that describe the 

improvement in manager – sub-

ordinate (or people person – 

team member) relationships as a 

result of the active use of chat-

bots 

“Seppo is the 

middle manager 

who takes the 

burden off our 

shoulders, so we 

don’t have to nag 

about these 

things, that make 

our relationships 

not so nice.” 

Optimization of “use-

less communication” 

Units of coding that inform 

about the optimization of un-

necessary communicative ex-

change that distracts from work 

“…it (chatbot) 

reduces labor for 

me and for some-

one else whom I 

would have to 

ask for these 

things.” 

Chatbots remind about 

necessities  

Units of coding that describe 

chatbots’ tasks as reminders 

about necessary actions to be 

taken 

“Seppo helps to 

remind about the 

necessities 

(hours, vaca-

tions), …” 

Vital business infor-

mation from a chatbot 

Units of coding that reflect the 

importance of information ob-

tained from the chatbots 

“It’s good for me 

to get info from 

Seppo, how 

things are go-

ing. …Seppo just 

today told all of 
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us, …, the utili-

zation rate for 

last week and 

how it’s been di-

vided between 

business units 

and group func-

tions. Actually, 

the utilization 

rate is something 

that we follow 

very carefully in 

executive man-

agement team.” 

Chatbots make peo-

ple’s work meaningful 

Units of coding that demon-

strate a positive impact of chat-

bots on the employees’ quality 

of work and tasks 

“And if they 

[chatbots] some-

how would re-

place some parts 

of somebody’s 

job, then they 

would be able to 

concentrate on 

more meaningful 

work.” 

Chatbots do unpleas-

ant work 

Units of coding that describe 

work done by the chatbots as 

unpleasant and dull for the em-

ployees 

“…even in Fin-

land some news 

are written by 

AI, so journalists 

are not really re-

placed because 

it’s not a WOW 

work to do [par-

ticular types of 

news].” 

Miscellaneous Units of coding that do not fall 

within any other subcategories 

within this dimension 

“Even though AI 

helps out in re-

peatable tasks, in 

the long run it 

may give more 
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stress to the 

workers because 

there are no 

more easy tasks 

to do, just think-

ing, thinking, 

thinking.” 

Impres-

sions of 

chatbots 

Helpful chatbots Units of coding that reflect posi-

tive evaluation of collaboration 

with the chatbots and emphasise 

their helpfulness 

“Then I just 

found it very 

helpful to hear 

from Seppo that I 

missed some-

thing.” 

Annoyance/Frustra-

tion 

Units of coding that reflect neg-

ative emotions provoked by col-

laboration with the chatbots 

“…if they [chat-

bots] are not 

working 

properly, if they 

don’t under-

stand my ques-

tions, that’s 

when I get a bit 

annoyed”. 

Annoyance/Frustra-

tion: chatbots don’t 

work properly 

Units of coding that reflect em-

ployees’ frustration caused by 

chatbots’ malfunction 

“Well, if they are 

not working 

properly, …” 

Annoyance/Frustra-

tion: chatbots don’t un-

derstand 

Units of coding that reflect em-

ployees’ frustration caused by 

chatbots’ failure to understand 

their inquiries 

“I haven’t used 

Granny a lot, be-

cause she’s a re-

cent addition, 

my questions to 

her are too com-

plex, she doesn’t 

understand.” 

Annoyance/Frustra-

tion: chatbot 1 is nag-

ging 

Units of coding that reflect em-

ployees’ annoyance caused by 

chatbot 1’s reminders 

“Or if there is a 

sick leave that 

needs approval, 

then I can’t mark 

hours, and 
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Seppo is frustrat-

ing me.” 

Jokes about chatbots Units of coding that reflect chat-

bots being objects of joke and 

free-time discussions 

“Seppo is an in-

side joke for ex-

ample, so they 

have a cultural 

value for the em-

ployees.” 

Wishes for improve-

ment 

Units of coding that convey em-

ployees’ preferences to improve 

chatbots’ work 

“He may need an 

improvement 

when you have 

dozens similar 

projects within 

him, because the 

names are so 

similar, I need to 

input them my-

self.” 

Chatbots as tools Units of coding that reflect em-

ployees’ attitude towards chat-

bots as tools 

“They say it’s a 

tool, we talk 

about the coffee, 

not the coffee 

machine. You 

talk about the 

output of the sys-

tem.” 

Miscellaneous Units of coding that do not fall 

within any other subcategories 

within this dimension 

“…But it’s good 

that we have dif-

ferent opin-

ions.]” 

Impres-

sions of or-

ganiza-

tional cul-

ture 

Employee-oriented 

thinking and terminol-

ogy 

Units of coding that describe 

employee-centered attitudes 

and practices in the organization 

“And you no-

ticed that I’m 

talking about 

people persons 

not managers, 

and team mem-

bers, not subor-

dinates.” 
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Harmonization of the 
employees’ work and 
private lives 

Units of coding that reflect the 

organization’s care for employ-

ees’ work and private lives 

“People can’t be 

something only 

at work, and we 

respect people as 

they are and 

their conditions 

that they live in, 

and we try to 

harmonize it 

somehow, that 

everyone feels 

well.” 

Miscellaneous Units of coding that do not fall 

within any other subcategories 

within this dimension 

(No units of cod-

ing) 

Chatbots' 

features 

Assigned tasks Units of coding that mention 

chatbots’ preprogramed duties 

“Before I worked 

with Gene about 

train tickets…” 

Chatbots’ personalities Units of coding that reflect the 

ascription of personalities to the 

chatbots 

“Granny is my 

favourite, she’s a 

bit silly. Her way 

of talking is... the 

words that she 

uses are charm-

ing. “Oh 

dear,…”, it’s al-

ways pleasant to 

chat with her.” 

Development history Units of coding that demon-

strate chatbots’ evolution and 

ways in which they had been 

improved 

“I developed her 

from an original 

FAQ bot.” 

Miscellaneous Units of coding that do not fall 

within any other subcategories 

within this dimension 

“I mean, I can’t 

really describe 

her fairly be-

cause she’s my 

creation, …” 
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Miscellane-

ous 

N/A Units of coding that do not fall 

within any other dimensions or 

subcategories 

“For example, 

there was com-

munication 

workshop, it’s 

important for a 

consultant but 

it’s a soft skill. If I 

don’t agree with 

it, then it’s just a 

suggestion, I 

don’t have to fol-

low it.” 
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Matrix of the main coding for presenting the results. 

 

How to read the matrix: 

Interviewee Dimensions 

  

Subcategories coded for each interview + their recurrencies 

 

Inter-

viewee 

Evaluation of 

chatbot’s work 

Impressions of 

chatbots 

Chatbots’ fea-

tures 

Impressions 

of organiza-

tional culture 

Mis-

cella-

neous 

Inter-

viewee 

1 

Chatbots remind 

about necessities 

Chatbot 1 is nag-

ging (4) 

Assigned tasks 

(2) 

 

 Miscel-

lane-

ous (4) 

Improvement of 

manager-subor-

dinate relation-

ships (4) 

Chatbots as tools (5) Chatbots’ per-

sonalities (7) 
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Chatbots do un-

pleasant work 

Jokes about chat-

bots 

Development 

history (4) 

  

 Helpful chatbots (3) Miscellaneous 

(3) 

  

 Miscellaneous (3)    

Inter-

viewee 

2 

Chatbots do un-

pleasant work (2) 

Chatbots don’t 

work properly 

Chatbots’ per-

sonalities (5) 

Employee-ori-

ented thinking 

and terminol-

ogy 

 

 Optimization of 

useless commu-

nication 

Wishes for im-

provement (3) 

Development 

history (4) 

  

 Chatbots make 

people’s work 

meaningful 

Chatbots as tools Assigned tasks 

 

  

  Chatbot 1 is nag-

ging 

Miscellaneous 

(4) 

  

  Jokes about chat-

bots (3) 

   

  Chatbots don’t un-

derstand 

   

  Helpful chatbots    

  Miscellaneous (2)    

Inter-

viewee 

3 

Vital business in-

formation from a 

chatbot 

Jokes about chat-

bots (5) 

Assigned tasks 

(4) 

 Miscel-

lane-

ous (3) 

 Chatbots do un-

pleasant work (3) 

Wishes for im-

provement 

Chatbots’ per-

sonalities (5) 

  

 Improvement of 

manager-subor-

dinate relation-

ships (4) 

Helpful chatbots (4) Miscellaneous   

 Optimization of 

“useless” com-

munication 

Chatbot 1 is nag-

ging (2) 

   

 Miscellaneous (2) Miscellaneous (3)    

Inter-

viewee 

4 

Improvement of 

manger-

Helpful chatbots (2) Chatbots’ per-

sonalities (7) 

Employee-ori-

ented thinking 

Miscel-

lane-

ous 
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subordinate rela-

tionships (2) 

and terminol-

ogy 

 Vital business in-

formation from a 

chatbot (3) 

Chatbots don’t un-

derstand 

Development 

history (4) 

Harmoniza-

tion of the em-

ployees’ work 

and private 

lives 

 

 Chatbots do un-

pleasant work 

Wishes for im-

provement (4) 

Assigned tasks 

(4) 

  

 Miscellaneous Chatbots as tools (5)    

  Chatbot 1 is nag-

ging (2) 

   

  Miscellaneous    

  Jokes about chat-

bots 

   

Inter-

viewee 

5 

Vital business in-

formation from a 

chatbot (3) 

Jokes about chat-

bots (2) 

Chatbots’ per-

sonalities (5) 

Employee-ori-

ented thinking 

and terminol-

ogy (2) 

 

 Chatbots remind 

about necessities 

(4) 

Chatbots don’t 

work properly 

Development 

history (3) 

 

 

Harmoniza-

tion of the em-

ployees’ work 

and private 

lives (2) 

 

 Chatbots do un-

pleasant work (2) 

Chatbots don’t un-

derstand (2) 

   

 Improvement of 

manager-subor-

dinate relation-

ships (2) 

Chatbot 1 is nag-

ging 

   

 Chatbots make 

people’s work 

meaningful (2) 

Helpful chatbots (6)    

 Miscellaneous Wishes for im-

provement  

   

  Miscellaneous    
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