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Abstract

Coronetti, Andrea

Relevance and guidelines of radiation effect testing beyond the standards for electronic de-
vices and systems used in space and at accelerators

Jyvéskyla: University of Jyvéaskyld, 2021, 147 p. (4 included articles)

(JYU Dissertations

ISSN 2489-9003; 453)

ISBN 978-951-39-8915-6 (PDF)

Radiation effect testing is a key element of the radiation hardness assurance process
needed to ensure the compliance with respect to the reliability and availability requirements
of both space and accelerator electronic equipment. Existing standard for radiation test-
ing were mainly tailored for radiation-hardened devices, which have less performance than
commercial and industrial counterparts and makes them both less attractive and less feasi-
ble when it comes to deal with low-budgets, tight schedules and distributed systems. In this
work emerging challenges and opportunities in terms of radiation effects criticality and testing
methodologies are explored to assess their relevance and to provide the required radiation-
matter interaction background required to tailor future guidelines and standards for the
verification of the radiation performance of commercial devices to be used in harsh radiation
environments. The main topics under analysis are: the sensitivity of deep sub-micron tech-
nologies to upsets caused by direct ionization from protons and their relevance for space and
accelerator applications; the challenges brought by the physical interaction mechanisms spe-
cific of charged pions when it comes to characterize the mixed-field accelerator environment
and the suitability of using mixed-field facilities for testing beyond accelerator needs; the
possibility to use deep penetrating high-energy hadron beams as a proxy to standard heavy
ion testing which can be exploited for fast component screening and system-level testing that
are both of interest when it comes to answer the new demanding needs in terms of budget and
schedule of the new space industry and of the distributed systems required to reliably operate
the Large Hadron Collider. Experimental data and numerical analysis aimed at modelling
and understanding the physical processes behind the interactions of the various particles are
used to explore the potential threats brought to standard approaches by low-energy protons
and high-energy pions as well as to assess the suitability of high-energy hadrons in represent-
ing the space environment. Firstly, the work achieved in this thesis reinforces even more the
fact that direct ionization from proton is expected to be a severe concern for the upset rate
and that a more methodological characterization of devices against these effects would be
needed. Secondly, it is shown that the specific interaction mechanisms of pions are not a big
concern for the high-energy hadron equivalence approximation and that little is lost if pions
are treated just like they were protons. Finally, the high-energy hadron testing is expected to
provide some valuable insight when it comes to verify devices or systems against the threats
posed by the space environment, though within certain boundaries.

Keywords: pions, protons, neutrons, heavy ions, high-energy hadrons, accelerator, space,
single-event effect, cross-section, radiation hardness assurance, FLUKA, Geant4, nuclear in-



teractions, proton direct ionization, upset rate, prediction methodologies, Monte-Carlo sim-
ulations, system-level testing, risk acceptance, facilities, test methodology, small satellites,
COTS.
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Tiivistelma (Finnish Abstract)

Coronetti, Andrea

Avaruudessa ja kiihdyttimilld kdytettdvien elektroniikkakomponenttien ja -jarjestelmien sé-
teilynkestotestauksen merkitys ja ohjeistukset nykyisten standardien ulkopuolella
Jyvéaskyla: University of Jyvaskyla, 2021, 147 p.

(JYU Dissertations

ISSN 2489-9003; 453)

ISBN 978-951-39-8915-6 (PDF)

Sateilynkestotestaus on avainasemassa huolehdittaessa avaruus- seka kithdytinsovelluk-
sissa kaytettavien elektroniikkajirjestelmien luotettavuudesta ja saatavuudesta. Olemassa
olevat testausstandardit ovat padasiassa kehitetty sateilynkestévien komponenttien nako-
kulmasta. Nama komponentit ovat lahtokohtaisesti yleisesti suoritusteholtaan heikompia ja
kalliimpia kuin vastaavat kaupalliset ja teolliset komponentit, mika tekee niistd epakéytan-
nollisia kayttda matalan budjetin, tiukkojen aikataulujen sekad hajautettujen jarjestelmien
sovelluksissa. Tama tyo tarkastelee séteilyilmididen kriittisyyden ja testausmetodien luo-
mia haasteita ja mahdollisuuksia, jotta saadaa paremmin selville niiden merkitys tulevaisuu-
den testistandardeja ja ohjeistuksia maédritettdessd. Padasiassa tarkastelun kohteena ovat
(1) korkean integraatioasteen teknologioissa havaittavat, matalaenergisten protonien suo-
rasta ionisaatiosta johtuvat, virheet ja niiden merkitys avaruus- ja kiihdytinsovelluksissa,
(2) varattujen pionien vuorovaikutusmekanismit ja niiden luomat haasteet luonnehdittaessa
kithdyttimilla vallitsevia sateily-ymparistoja ja niiden kayttod muissa kuin kiithdytinsovel-
luksissa, (3) korkean lapéisykyvyn hadronisuihkujen kdyttomahdollisuudet raskasionitestien
rinnalla nopeaan komponenttien valinnassa ja jarjestelméatason testaamisessa, mitka molem-
mat ovat kiinnostavia otettaessa huomioon rajoitetun budjetin ja aikataulujen projektit,
esim. New Space teollisuudessa ja LHC kiihdyttimen hajautetuissa jarjestelmissa. Kokeel-
liset tulokset ja numeeriset analyysit, joiden avulla sateilyilmioiden takana olevia fysikaal-
isia prosesseja pyritddn mallintamaan ja ymmartamaan, on kaytetty selvittdmaan perinteis-
ten testauskaytiantojen mahdollisia vajaavaisuuksia. Péadasiallinen tyossa tehdyt havainnot
vahvistavat jo olemassa olevaa arviota siitd, ettd protonien primééarisesté ionisaatiosta ai-
heutuvat virheet tulevat kasvavissa maérin olemaan ongelma tulevaisuuden teknologioissa,
ja ettd néaiden ilmididen tutkimusta tulee jatkaa. Toisaalta my6s havaittiin ettei pionien
tietyt vuorovaikutusmekanismit eivat ole huolenaihe arvioitaessa korkeaenergisten hadronien
aiheuttamien séateilyilmioiden vastaavuutta pionien kanssa. Toisin sanoen, isoa virhetté ei
tehda jos pioneja kasitellaan analyyseissd protonien kaltaisina hiukkasina. Ja lopuksi kor-
keaenergisilla hadroneilla tehtavélla testauksella uskotaan, tietyissé rajoissa, saavutettavan
merkittavad tietoa tutkittaessa komponenttien ja/tai jarjestelmien kohtaamia uhkia séteily-
ymparistoissa.

Avainsanat: pionit, protonit, neutronit, raskaat hiukkaset, korkeaenergiset hadronit, kiih-

dytin, avaruus, yksittaisten hiukkasten aiheuttamat vauriot, vaikutusala, sdteilynkestotestaus,
FLUKA, Geant4, ydinreaktiot, protonien ionisaation, virhetiheys, ennustusmetodit, Monte-
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Carlo simulaatiot, jarjestelmétestaus, riskinsieto, testausmetodit, piensatelliitit, kaupalliset
komponentit.

Suomentanut alkuperéisesté englanninkielisesté tekstistd: Arto Javanainen
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Chapter 1

Introduction

1.1 Motivation

Effects of radiation on electronics are nowadays among the main concerns to the reliability
of electronic systems and equipment, no matter whether they are conceived for, designed
for and operating in harsh (i.e., space and accelerator) or mild radiation environments (i.e.,
avionics and ground). Studies about effects of radiation in electronics have been conducted
for several decades now. However, the never stopping innovation in manufacturing techniques
bring continuous challenges to electronic system designers when it comes to ensure that their
systems will work in compliance with the reliability and availability requirements in the
radiation environment of operation.

In order to cope with the issues represented by radiation effects in electronics, several
entities in charge of mission quality assurance have developed test standards for radiation
effects. These test standards have been conceived with the idea of providing a work-flow
process to implement for the radiation qualification of any EEE device used within the system.

While the existing standards cover for most of the traditional needs, the innovations in-
troduced in state-of-the-art electronic devices often challenge the established work frame,
inasmuch as radiation engineers often need to be flexible and distance themselves from some
of these guidelines. Most of the challenges of new devices are intimately due to the use of
advanced manufacturing processes that enable the possibility of having multiple function-
alities embedded on the same area of silicon or to the integration of several chips within
the same package. This is in particular the case of the state-of-the-art commercial devices,
which provide performance that largely outscores those of radiation-tolerant devices (which
are typically lagging two or three generations behind).

In addition, most of the previous generation devices, for which the standards were con-
ceived, displayed an intrinsic resilience to certain stochastic radiation effects from weakly
ionizing particles. However, due to the miniaturization of the devices, this device intrinsic
resilience has started to fade, inasmuch as EEE devices manufactured in deep sub-micron
technology (< 100 nm) can suffer from SEEs due to weakly ionizing particles such as low-
energy protons, electrons and muons, whereas older devices suffered from SEEs only from
heavy ions or hadrons (protons or neutrons).

Finally, the standards provide a rigorous procedure for qualification of EEE parts. How-
ever, radiation qualification for industrial needs is a very expensive and time-consuming ac-
tivity if one has to comply with the standardized procedures, inasmuch as the full radiation
characterization of a complex IC may cost up to several hundreds of thousands of dollars.
This level of qualification is not well suited for emerging industries, such as New Space,
which are constrained by strong limitations in budget and stringent time schedules. In order
to answer these emerging needs it is necessary to develop alternative verification strategies
typically based on the testing of large ensembles of devices or even entire systems simultane-
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ously. These techniques often require looking into new facilities specifically designed for these
new purposes. Characterizing unusual radiation fields available in these new facilities is a
first cornerstone that must be laid in order to ensure the suitability for the final application.

The motivation behind this work is, therefore, that of exploring what stands beyond the
boundaries defined by the existing standards in order to assess the relevance of radiation
testing of electronics for radiation fields that are traditionally disregarded. This has the
purposes of establishing (i) whether uncommon radiation testing means shall be used in a
more systematic way for the qualification of state-of-the-art EEE devices, (ii) whether the
common assumptions defined in previous standards still hold, (iii) whether novel verification
schemes could supplement the existing standards in order to answer to the needs of new
actors entering the field of radiation effect testing.

In spite of its high-level motivation and conclusions concerning the radiation hardness
assurance of electronic systems, the relevance of each of the investigated issues and testing
schemes is assessed by exploring the response of EEE devices down to the individual nuclear
reactions that stand at the very basis of any effect of radiation in matter.

1.2 Thesis outline

The thesis is structured as follows:
e Chapter 1 provides the motivation behind this work;

e Chapter 2 reports on the standards of radiation effect testing and on the radiation
environments of interest for this work;

e Chapter 3 deals with the physics on particle-matter interaction relevant for radiation
effects on electronics and provides an insight on the nuclear reaction models used in the
numerical analysis;

e Chapter 4 describes the irradiation facilities, the experimental apparatus used for the
tests, and the experimental data retrieved during the various test campaigns;

e Chapter 5 discusses sensitive volume modelling aspects and assesses the impact of
proton direct ionization on the upset rate of deep sub-micron technologies as well as
other secondary proton effects;

e Chapter 6 addresses the verification of the high-energy hadron equivalence against two
peculiar pion interaction mechanisms and the possibility of using mixed-field facilities
for the verification of electronics to be used beyond the accelerator;

e Chapter 7 presents the comparison between high-energy hadron and high-energy ion
experiments and expectations in terms of exposed sensitivity and provides the means
necessary to correlate the experimental data obtained in mixed-field with the space
environment rates;

e Chapter 8 draws radiation hardness assurance conclusions and gives recommendations
for future work.



Chapter 2

Background on radiation effects
and testing

This chapter provides the required background concerning radiation effects on electronics
that are considered within this thesis. It is not meant to provide a detailed coverage of all
radiation environment features, radiation effects or test standards.

2.1 Radiation environments

No matter whether radiation is of natural or artificial origin or whether particle fluxes are
mild or harsh, electronic designers and developers are nowadays faced with the threat posed
by radiation to the reliability (or even the operational safety) of their electronic equipment.

This work deals with the criticalities related to the use of EEE commercial devices in
harsh radiation environments, such as accelerator and space. Some direct implications for
milder environments, such as avionics and ground, can also be drawn.

2.1.1 Accelerator

This is an example of a radiative environment which is created as a by-product as a way
to enable high energy physics experiments. Other artificial sources of radiation are found in
nuclear power plants and in medical therapy centers.

The case of accelerators is, in the following, further specialized to the case of CERN
because this accelerator complex has been thoroughly studied in the last decade from the
point of view of beam-machine interaction and the resulting radiation environment.

Fig. depicts a schematic of the LHC and its injector chain and experimental lines. The
LHC machine is used to accelerate two counter-rotating beams of protons (ions sometimes)
to very high-energies (7 TeV) and then focus the beams in such a way that protons can
be collided by yielding very high levels of integrated luminosity. The integrated luminosity,
measured in inverse femtobarns (fm~!), is the main index of efficiency for the LHC operation
and provides a measurement about the amount of proton-proton collisions achieved over the
operational time.

Radiation levels (dose, high-energy hadron fluence, etc.) in the accelerator scale with the
integrated luminosity. This happens at the interaction points, where protons collide with
each other, but it is also true for the rest of the accelerator, even at several hundreds of
meters from the interaction point. CERN is currently undergoing an upgrade towards the
High-Luminosity LHC (HL-LHC) that will bring the integrated luminosity up to 3000 fm~!
over 10 years [1].

Radiation levels at the interaction points are so harsh (about 10 kGy(Si)/year) that all the
electronic equipment has to be custom designed based on radiation harderning by design rules.
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Figure 2.1: Schematics of the CERN LHC and its injector chain
(https://home.cern/science/accelerators/accelerator-complex).  Image from the public
domain.
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Figure 2.2: High-energy hadron equivalent fluence in the LHC tunnel as a function of the dis-
tance from the interaction point and considering all the material in the beamline. Calculated
with FLUKA. Reprinted with permission from . ©) 2017, IEEE.

However, for a proper operation of the LHC, there is still plenty of electronic equipment which
is deployed all along the accelerator in order to control and monitor the beam parameters (e.g.,
power converters to control the bending and focusing magnets, quench protection systems,
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cryogenics, vacuum, interlocks, etc.).

The radiation fields generated at the interaction points have only minor impact on elec-
tronics employed along the LHC tunnel. Indeed, the radiation field along the tunnel is mainly
a result of (i) protons interacting with the residual gas in the vacuum pipes and (ii) protons
interacting with the beam intercepting devices (e.g., collimators). An example of the LHC
tunnel radiation environment is depicted in Fig. 2.2 This shows the high-energy hadron
equivalent fluence as a function of the distance with respect to the interaction point and con-
sidering the actual geometry of the tunnel and of the actual equipment (magnets, vacuum,
etc.) installed along the beamline. The data were obtained by FLUKA Monte-Carlo
simulations.

While there are tunnel areas in which the cumulative radiation levels allow employing
commercial electronics (< 10 Gy/year), the high-energy hadron fluence often poses very im-
portant issues in terms of SEEs [4]. Some of these issues can be mitigated by relocating the
electronic racks within shielded alcoves built in the surroundings of the tunnel. For instance,
in the case of Fig. the electronic racks have been moved to RR57 in order to reduce the
radiation levels by few orders of magnitude.

Relocation of electronic equipment was extensively employed at the beginning of the R2E
project at CERN. However, it often involves expensive and time-consuming civil engineering
interventions. In addition, with the coming of the HL-LHC the radiation levels at the alcoves
are expected to increase and pose a renewed threat to the electronic equipment there installed.
For these reasons, the R2E project strategy has turned towards preventing radiation-induced
failure by means of radiation tolerant designs of the electronic equipment.

Annual HL-LHC HEHeq fluence in the x-z plane at beam height inside/outside RR57
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Figure 2.3: High-energy hadron equivalent fluence in one of the LHC shielded alcoves [5].
Calculated with FLUKA. Image from the public domain.

High-energy hadron equivalence

The high-energy hadron equivalent fluence is a major metric in the determination of the
radiation environment severity at CERN. It is defined as follows [@:

Nu o0 20MeV
CHpHeg = Y ( / <I>i(E)dE> + / on(E)®,(E)dE (2.1)
i=1 20MeV 0.2MeV

As the equation shows, it is given by the integral of the fluxes of all hadrons with energy

5
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> 20 MeV plus a weighted contribution of neutrons with energy < 20 MeV (note that o, (E)
is the SEU cross-section of a worst-case SRAM in this energy range [7]).

High-energy hadrons comprise neutrons, protons, pions and kaons released by the interac-
tion of the beam protons with matter (for pion production, see [8,9]). It is not straightforward
to separately measure the fluxes of each particle. Therefore, FLUKA simulations have to be
used to resolve for the spectra of each single particle. Hence, eq. is an approximation
that works under the assumption that all hadrons have the same identical SEE cross-section
at energy > 20 MeV. Note that for all SEEs, but SEUs, the intermediate-energy neutron
part is suppressed.

The accuracy of this approximation is actually put into question in this work mainly due
to the experimental observation that pion SEE cross-sections differ from those of protons and
neutrons. Undesirable consequences can be envisaged in case the approximation will be found
not to hold. On the one hand, for the equipment |10], one can envisage either an underes-
timation or an overestimation of the expected SEE rate. On the other hand, for radiation
monitoring instruments [11], which determine the HEHeq fluence based on this equation, one
may measure either lower or higher fluxes. Both issues may prevent electronic systems from
complying with the reliability requirements because either the measured radiation environ-
ment or the measured cross-sections are incorrect.

The hadronic abundance of each hadron varies depending on the position where the
electronics is installed in the accelerator. Typically, neutrons are the most abundant, given
that in shielded areas they can reach about 70% of the overall fluxes. However, in the tunnel,
neutron, proton and pion fluxes are comparable. Kaons are typically less than 1% no matter
the area.
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Figure 2.4: Neutron, proton and pion spectra in CHARM [12] positions representative of the
LHC tunnel and alcoves as a function of the hadron energy [13]. Reprinted from [14]. (©
2020, Coronetti et al., licensed under CC BY 4.0.

Other than the integral abundance, the energy of the hadrons may play a role. Fig. [2.4]
depicts the spectra of neutrons, protons and pions for CHARM [12] positions representative
of the LHC tunnel and LHC alcoves. Note that neutrons are the most abundant hadron for
any energy for the alcoves. However, for the tunnel, they are the most abundant only below
500 MeV. From this energy upwards, pions become more abundant. The actual spectrum
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of each particle can play an important role when assessing the reliability of the high-energy
hadron approximation given that the SEE cross-sections of hadrons are not typically constant
at any energy above 20 MeV and, in some cases, they were seen to increase with increasing
hadron energy [15H17].

2.1.2 Space

The space radiation environment, even if restricted to the Earth, is quite various and it is
subject to both periodical and stochastic variations related to the activity of the Sun (space
weather). Space particles of concern for the operation of space systems are typically classified
in three categories:

e Trapped radiation: consisting of protons and electrons whose fluxes vary with the solar
cycle and which suffer intensification due to strong Sun activity;

e Galactic cosmic rays: consisting of protons, alphas and heavier ions whose fluxes are
inversely dependent on the solar activity;

e Solar particle events: consisting of electrons, protons and ions released by Sun flares
(or a coronal mass ejection) that occur stochastically during and after the maximum of
the solar activity.

Heavy ions from galactic cosmic rays are highly energetic nuclei that, due to their high
charge state, are strongly ionizing, i.e., they can generate plenty of electron-hole pairs within
a semiconductor material all along their trajectory. Due to their high-energies, most of them
are unaffected by the presence of the Earth’s magnetosphere and can easily reach the upper
side of the atmosphere. Hence, they are typically a threat to the reliability of any terrestrial
space mission and they are usually the dominant contributor to the SEE rate for GEO and
deep space missions (in particular for DSEEs). LEO and MEO missions can be less affected,
in relative terms, by ions because of the very high fluxes of trapped protons with energies up
to 500 MeV and also because the Earth’s magnetic field shields part of them.
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Figure 2.5: (a) Differential fluxes of a few selected galactic cosmic ray particles as a function
of the energy per nucleon; (b) differential and integral fluxes of all ions having Z = 2-28 as
a function of LET. Data in both figures are for GEQO, solar minimum conditions, after 100
mils of aluminum shielding and were obtained from the CREME96 model [18,|19).

Fig. (a) depicts the differential fluxes of a few selected galactic cosmic ray particles

as a function of the energy per nucleon for the GEO environment. Note that the fluxes have
already been transported through 100 mils of aluminum shielding. The GCR model used
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Figure 2.6: Differential fluxes of GCR protons and trapped protons as a function of the
energy for the ISS orbit and a LEO (1400 km, 52°), solar minimum conditions, after 100
and 500 mils of aluminum shielding. Data from CREME (AP8 model) |18|. The light blue
background is meant to highlight the low-energy proton part of the spectra.

was CREME96 [18]. In order to compute expected SEE rates in space, it is preferred to
actually define the fluxes of ions as a function of their LET. This is shown in Fig. [2.5] (b).
In this case, the actual atomic numbers of the ions are disregarded and all ion fluxes are
summed up together under the hypothesis that their LET will be the sole metric affecting
the determination of the on-orbit rates.

Note that the integral ion flux drops at around 30 MeV/(mg/cm?) (also known as the
iron knee). This is quite an important observation for the comparison of space environment
energy deposition event distributions and those obtained at high-energy hadron facilities.
This is of interest for devices suffering from SEL (e.g., CMOS), given that, statistically 50%
of the commercial devices do not latch. Out of the remaining 50% most do latch only at
LETs above the iron knee and only half of them latch in a destructive manner. Anyhow,
these considerations are strongly device technology and topology dependent and it is not so
easy to generalize (e.g., for ADCs and DACs the percentage of devices suffering from SEL is
much higher) [20].

GCR protons typically provide negligible contribution to the SEE rate. Trapped protons,
on the other hand, while having lower energies (but still in the order of few hundreds MeV),
come with fluxes which can be several orders of magnitude higher than those of GCRs.
Therefore, upset rates in LEO missions are typically dominated by high-energy protons with
a minor contribution from GCR ions.

Fig. [2.6] depicts the proton fluxes for a couple of LEOs, the ISS orbit and another with
altitude of 1400 km, inclination of 52°, both obtained in solar minimum condition through
the AP8 model. The fluxes were transported through 100 and 500 mils of aluminum. Note
that the high-energy tail visible for the LEO is due to GCR protons, whereas basically all
protons below 1 GeV are trapped radiation in the Van Allen proton belt. The magnitude of
the proton fluxes increases as the orbit gets deeper and deeper within the proton radiation
belt. An increase in shielding from 100 mils to 500 mils affects only the proton fluxes below
100 MeV.

Low-energy proton fluxes (with energy < 3 MeV as per [21]) are also highlighted in the
figure. For deep sub-um technologies they can provide potential hazards given that their SEU
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cross-sections can be of the same order of magnitude of those of light ions, while remaining
significantly abundant when compared to high-energy protons.

While for LEO, LEPs can be of concern even in quiet solar conditions, for higher orbits
(e.g., GEO), the GCR LEPs are also negligible with respect to the heavy ions when it comes to
calculating SEE rates. However, during stormy conditions, higher proton fluxes over the full
energy spectrum are expected. Models for SPEs are based on actual measurements performed
on board flying satellites and refer to few worst case conditions encountered during the space
era. For SPE protons as well, the data are collected from the CREME online tool [18] and
based on the October 1989 worst day on-orbit measurements.

Even if SEEs from electrons have been observed for both direct [22] and indirect ionization
[23], electron-induced SEEs are negligible for space systems operated around the Earth due
to the overwhelming contribution from ions and protons.

2.1.3 Avionics and ground

Avionics and ground radiation environments are only covered marginally in this thesis. This
is because both environments are dominated by neutrons, which are not a subject of this
thesis. However, some of the conclusions of this work may still be of direct application to
the terrestrial cases. For instance, pions are generated upon collision of GCRs with the
atmospheric molecules. However, since pions have quite a short lifetime (order of tens of
nanoseconds), they soon decay into muons. Therefore, pion fluxes are negligible at ground
level and are rather small at high altitude [24] with weak influence on the overall neutron-
dominated SER.

2.2 Radiation effects in matter and electronics

Radiation effects in electronics are caused by the interaction of a highly energetic particle
(projectile) with atoms (target) belonging to the lattice of the semiconductor, as well as to
dielectrics and metal overlayers and plugs. When a high-energetic particle collides with an
atom it can interact with both/either its electron cloud (most likely) and/or with its nucleus
(less likely).

The first mechanism is called direct ionization and consists in the generation of electron-
hole pairs (in silicon an energy of 3.6 eV is sufficient to generate one electron-hole pair), which
give rise to charge/energy deposition along the trajectory of the projectile.

The second mechanism can give rise to several different processes that include (i) momen-
tum exchange, (ii) excitation and ionization of both/either the projectile and/or the target
nucleus following inelastic reaction or projectile capture, (iii) fission or fusion reactions.

All high-energetic charged particles generated by the interaction of the projectile with
the nucleus will deposit energy/charge while interacting with the electron clouds of other
atoms. Since the ionization is mainly due to secondary particles, this process is called indirect
ionization.

Both direct and indirect ionization contribute to the cumulative Total Ionizing Dose and
can contribute to the triggering of SEEs. This effect is typically quantified through the linear

energy transfer:

LET(E) = —;CE(E) (2.2)

that is the energy absorbed by a material (note that p is the density of the material) per unit
length. dE/dx is the energy lost by the particle and it can be estimated by the Bethe-Bloch

equation [25]:
dE Ar nZ? [ €2 \? 2mec? 3 2
5 e () () 7 .
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One of the main features of this equation is that the energy lost from a projectile is propor-
tional to the square of its charge Z. Consequently, fully stripped ions are strongly-ionizing,
whereas protons are weakly ionizing and neutrons are non-ionizing.

Relevant information on ionization mechanisms and nuclear interactions is detailed in
Chapter

Nuclear recoils knocked off of their original position in the crystalline structure can have
a certain probability of interacting with other nuclei and give rise to cascade effects. All in-
teractions causing the displacement of a nucleus from the lattice contribute to the cumulative
Total Non-Ionizing Dose.

2.2.1 Single-event effects

Single-event effects are caused by interaction of the semiconductor material with a single
projectile. Such events are stochastic, i.e., there is a certain probability that the energy
deposited by a single particle at a sensitive node of the device will be sufficient to trigger an
SEE.

Categorization

The produced macroscopic effect on the device may vary depending on the semiconductor
technology, topology and function. This give rise to several types of SEEs. The most common
are named and described as follows:

e single-event upset: change of the logic state of a device;

e single-event transient: transient current/voltage spike at the output of a device (al-
though all SETs are analog, digital SETs are those that propagate to a logic element
and would force a change of its logic state);

e single-event functional interrupt: caused by either an SEU or a digital SET that brings
the device into a ’stuck-at’ logic state from which autonomous recovery is not possible
(it can also be associated with high-current states);

e single-event latchup: generation of a self-sustained double parasitic bipolar junction
(thyristor) buried in the device that draws a high-current which, if not removed, can
lead to the loss of the device;

e single-event burnout: in silicon devices it is caused by a parasitic bipolar junction
structure and a subsequent regenerative avalanche breakdown effect that draws high-
current and cause the local sublimation of the lattice or the metalization by thermal
heating;

e single-event gate rupture: following a particle strike, the strong electric field can cause
the accumulated charges at the silicon/oxide interface to open a conductive path through
the plasma created in the oxide separating the gate from the semiconductor body. As
a result, the gate is shorted to the source and/or the drain and it is no longer possible
to drive the device by applying a gate bias.

All SEEs can be considered as quite disruptive for the correct functioning of a device
employed in a system. SEUs and SETSs are non-destructive effects for the device. However,
as mentioned, they can lead other sub-parts of the same complex device, or other devices to
which they feed information (or signals), to a more significant malfunction that may affect
the whole system (SEFT).
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2.2. RADIATION EFFECTS IN MATTER AND ELECTRONICS

The likelihood of an SEE (except for non-circumventable DSEE) is generally assessed by
means of a cross-section, that is the probability of triggering an SEE given a certain fluence
® of particles having a certain energy (or LET):

N
=% (2.4)

N is the number of SEEs observed during the experiment. SEL, SEB and SEGR are either
potentially or totally destructive for the device. Therefore, while the failure is localized, the
loss of a single device can cause the loss of the whole system. Given their criticality, SEB
and SEGR are typically avoided by application of derating rules [26].

Depending on the criticality of the function, a device suffering from SEL can either be
rejected or tolerated (devices suffering destructive SELs will have to be rejected). For both
SEL and SEFI an external supervisory element is required to detect, isolate and terminate
them and then restore the device functionality.

SETs can similarly be filtered by means of RC circuitry or redundant voting algorithms.
SEUs, on the other hand, can be corrected by means of error detection and correction codes.

All the previously described techniques go under the name of radiation effect mitigations.
Sometimes it is possible to render devices more resilient to some of these SEEs by applying
radiation-hardening-by-process techniques (e.g., for SEL [27]), which are implemented at the
level of manufacturing of the device.

Particles triggering SEEs

It is important to distinguish particles in the following categories:
e strongly-ionizing particles: ions;

e weakly-ionizing particles: protons, pions, all other charged hadrons, muons, electrons,
etc.;

e non-ionizing particles: neutrons.

Strongly-ionizing particles can trigger SEEs by direct ionization. Nuclear interactions are
also possible and their contribution can more or less impact the response [28-30]. However,
note that not all ions can trigger SEEs. The LET is used to determine how strongly ionizing
an ion can be. In this respect, high-LET ions are considered the most reliable particles to
determine whether a device is susceptible to a certain SEE or not.

Weakly-ionizing particles (or singly-charged particles) are very different from one another.
Particles with high-energy have insufficient LET to trigger SEEs in devices having even a quite
low critical charge. However, upsets due to direct ionization of protons (see Section ,
electrons [22] and muons [31,32] have been observed under many circumstances.

High-energy weakly-ionizing particles can nonetheless trigger SEEs by indirect ionization.
This kind of SEEs are generated by the secondary ions released upon interaction of the
primary weakly-ionizing particle with the nucleus. The LET of these secondary ions is limited,
making high-energy charged hadrons quite inefficient at reproducing SEEs caused by primary
high-LET ions.

Non-ionizing particles are also capable of causing SEEs, but only from indirect ionization
(recall eq. (2.3))), making them as inefficient as charged hadrons in triggering SEEs.

2.2.2 Total-ionizing dose

TID results in a cumulative damage to an electronic device. In this case there is not a proba-
bility for a charged particle to deposit a sufficient amount of energy to trigger a macroscopic
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effect because all particles will create a certain amount of electron-hole pairs depending on
their LET and contribute to the total dose (in Gy(Si)) according to:

TID =1.602 x 1077 x Z/LETi(E)(I)i(E)dE (2.5)
=1

Where the LET is expressed in MeV /(mg/cm?) and the fluence in cm~2. The TID mainly
affects the gate oxide and other dielectrics (e.g., field oxides, spacers, etc.) of a device. The
generation of electron-hole pairs coupled with the application of an electric field across the
oxide promotes the trapping of charges at metal-oxide interfaces. This mechanism creates a
build-up of charges of opposite signs that yield a secondary electric field which is superposed
to that applied across the gate oxide upon gate bias. Consequently, the threshold voltage
of the transistor (that controls the opening of the channel) shifts, inasmuch as an n-type
MOSFET may remain ’on’ even when the bias applied to the gate terminal is null, whereas
a p-type MOSFET will require applying an increasingly higher negative bias at the gate
terminal to turn the transistor ’on’.

The macroscopic consequences of the transistor switching characteristic shifts are an in-
crease in the power consumption and ultimately the failure of the device (for instance, in a
memory element, the shift would correspond to the inability of the memory cell to retain the
stored information).

In terms of TID, the technological scaling of transistors has enhanced the resilience of EEE
devices to radiation (use of thinner oxide), though some issues still remain [33]. As opposed
to CMOS, bipolar technologies are also sensitive to the dose rate [34}35], inasmuch as the
cumulative damage received is more important in the typical low dose-rates of applications
than in the dose-rates applied during the tests. This effect is taken into account in the
radiation testing standards [36].

There are no big new needs in terms of TID testing for state-of-the-art electronics and
standards for components are of straightforward application to systems, except for some
specific reliability analysis (e.g., worst case analysis) [37].

2.2.3 Displacement damage

Displacement damage [38},/39] mechanisms differ from those of TID because the projectile
interacts with the semiconductor material nuclei rather than with the electron clouds. There-
fore, any massive primary particle (whether charged or uncharged) can yield displacement
damage.

The mechanism is initiated when the projectile collides with a nucleus. The exchange
of momentum is enough to displace the nucleus from its initial position in the lattice to a
new position which does not respect the regular lattice structure. As a consequence a pair
of vacancy-interstitial is created, the vacancy being the empty place in the regular lattice
structure and the interstitial the misplaced nucleus in the lattice.

What was previously described is known as point defect and it is typical of low projec-
tile energies. At higher energy, when the momentum transferred from the projectile to the
primary knocked-on atom is high, the PKA can further interact with other nuclei in the
surrounding lattice and displace many more of them, which, in turn, can further displace
others in a cascade effect.

Note that not all radiation particles crossing a semiconductor material will cause dis-
placement damage given that the probability of colliding with a nucleus is lower than that of
interacting with the electron cloud.

In order to account for all these variables, the concept of non-ionizing energy loss is
introduced: N - J
NIEL(E) = 2A L(T(0))T(6) > d (2.6)

A Jo ds)

min
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Na/A (Avogadro’s number over atomic mass number) expresses the dependency on the tar-
get material, whereas T'(f) is the energy that the projectile transfers to the target nucleus.
L(T(#)) is the Linhard’s partition factor that is used to determine how much of this energy is
non-ionizing. ¢ is the nuclear cross-section of the projectile, which may depend on the angle
of arrival Q. The TNID is then given by convolving the NIEL(E) with the particle fluence
O(E).

The main advantage of using the NIEL is that it is possible to determine relative damage
scaling factors among different particles and energies. These are called hardness factors and
they are calculated as the ratios between the NIEL of a certain particle at a certain energy
with respect to the NIEL of 1 MeV neutrons.
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Figure 2.7: NIEL hardness factor for silicon as a function of the particle type and energy
[40-44].

Fig. [2.7] depicts the hardness factors of several particles from 100 keV to 10 GeV as
experimentally measured. The hardness factors for hadrons tend to overlap above 100 MeV.
Below this energy, the proton NIEL grows, while the neutron NIEL is strongly impacted by
the resonances in the nuclear cross-section.

Typically, protons are used for DD testing of space electronics. In accelerator protons,
neutrons and mixed-fields are used, although it is worth noting that while the NIEL scaling
works very well for silicon, it does not work that well for other materials, such as GaAs [45].

Displacement damage becomes important at rather high fluences. One big drawback
coming from the use of protons and neutrons for testing purposes is that they cause strong
activation of the material. This raises potential issues related to radiation exposure safety
that typically do not allow accessing the irradiated material upon testing.

Note that electrons can also cause displacement damage. At 200 MeV they are about 12
times less damaging than 1 MeV neutrons. Differently from protons and neutrons, electron-
induced activation is very low and does not pose a hazard to human beings. Therefore,
provided a facility capable of delivering very high high-energy electron fluxes is available, it
would be possible to perform displacement damage testing with electrons. The main drawback
with the use of electrons for DD testing is that, despite depositing 12 times less TNID, they
deposit as much TID as protons. Therefore, TID effects may prevent from accomplishing a
DD test. Charging of device/package can also be a significant issue for some parts.
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2.3. STANDARDS FOR RADIATION TESTING AND HARDNESS ASSURANCE

Naming Body Title

ECSS-E- European Cooperation for Space Space engineering: method for the calculation of radiation
ST-10-12C Standardization (ECSS) received and its effects, and a policy for design margins

ECSS-E- European Cooperation for Space Space engineering: calculation of radiation received and its
HB-10-12A Standardization (ECSS) effects and margin policy handbook

ECSS-Q- European Cooperation for Space L.

ST-60-15C Standardization (ECSS) Radiation hardness assurance - EEE components

MIL- Tonising dose and neutron hardness assurance guidelines

US Department of Defence

HDBK-814 for microcircuits and semiconductor devices
International Electromechanical Process management for avionics - atmospheric radiation
IEC 62396 -
Commission (IEC) effects
ISO 26262 International Organization for Road Vehicles - Functional Safety

Standardization (ISO)

Table 2.1: Summary of standards for radiation hardness assurance of electronics to be used
in space, avionics and ground.

In terms of macroscopic effects on electronics, DD is responsible for the generation of
defects in the conduction band of the semiconductor that can enhance the occupation (ac-
ceptor defects) or the release (donor defects) of electrons. As a consequence, the electronic
device may suffer leakage current (called dark current in image sensors) or even give rise to
intermittent effects (such as the random telegraph signal or intermittent stuck bits).

2.3 Standards for radiation testing and hardness assurance

Radiation testing standards for the qualification of electronic components are typically pro-
vided by certification institutions, military or space agencies and sometimes even by manu-
facturers consortia. Performing radiation characterization following the standards provides
the system designer/developer with the means to demonstrate that the final system has been
qualified following rigorous quality assurance procedures. These procedures can be more gen-
erally referred to as radiation hardness assurance. Table R.Ireports a few documents relevant
for space, avionics and ground, which reports the best practices required to accomplish RHA
of an electronic equipment.

While these standards have to be used in order to tailor an RHA process relevant for
the final application (such as radiation design margins or worst case analysis), radiation ef-
fect testing is described in other standards. At the time of the writing of this thesis, only
component-level standards are available. It is indeed objectively complicated to develop qual-
ity assurance standards for systems with respect to radiation verification without relying on
a bottom-up approach. Nevertheless, there have been some efforts within the radiation com-
munity to provide some first guidelines about board- and system-level radiation verification
schemes. A guideline for system-level testing of space systems was tailored and published by
the author of this thesis [46,47].

2.3.1 Component-level test standards

These test standards have the purpose of providing a traceable procedure concerning the
screening and qualification of components for various environment (most typically space and
avionics), although they are also directly used for other applications (e.g., accelerator, nuclear
power plants, etc.).

Table 2.2] presents some of these standards with a subdivision based on the type of radi-
ation effect. There are currently several test standards for SEE testing. This is mainly due
to the fact that the requirements and the guidelines to perform SEE tests vary depending on
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Naming ‘ Body ‘ Title
Single-event effects
ESCC European Space Component . R
25100 Coordination (ESCC) Single event effects test methods and guidelines
MIL-STD-
750 Method US Department of Defence Single event burnout and single event gate rupture tests
1080
EIA- Electronic Industries Alliance Test procedures for the measurement of single-event effects
JESD57 (EIA) JEDEC in semiconductor devices from heavy ion irradiation
EIA- Electronic Industries Alliance Measurement and reporting of alpha particle and terrestrial
JESD89A (EIA) JEDEC cosmic ray-induced soft errors in semiconductor devices
EIA- Electronic Industries Alliance Test standard for the measurement of proton radiation
JESD234 (EIA) JEDEC single event effects in electronic devices

Total-ionizing dose

ESCC European Space Component . . . L
292900 Coordination (ESCC) Total dose steady-state irradiation test method
MIL-STD-
883 Method US Department of Defence Steady-state total dose irradiation procedure
1019.10
Displacement damage
ESCC FEuropean Space Component U . . L .
29500 Coordination (ESCC) Guidelines for displacement damage irradiation testing

Table 2.2: Summary of standards for radiation effects testing of components.

the radiation particles that are used. Fewer test standards are available for TID and TNID
damage. A first reason is that these effects are only pertinent in harsh radiation environ-
ments. In addition, displacement damage is very application specific and concerns a smaller
set of devices.

2.3.2 Most common shortcomings

Standards for TID are typically applicable to highly-integrated and advanced packaging tech-
nologies. This is because they typically rely on the use of deep penetrating radiation fields
(e.g., y-rays from %0Co sources). Nevertheless, some very integrated solutions require prepar-
ing dedicated test benches in order to perform parametric drift measurements that can cover
all of the device features. Similarly, TNID testing can follow on the standard also for these
highly integrated devices.

More important shortcomings appear in SEE testing with heavy ions. The main issues
with ions are related to their short range in matter. In order to cope with that there is
need to use vacuum chambers (when the ion energy is below 10 MeV/n) and the removal of
the package of the device so that the ion has direct access to the die. The package removal
is performed with expensive and intrusive techniques (either by a chemical or a mechanical
processes) that may actually end up damaging the device (typical acids used to remove the
package will destroy copper bonding wires). Moreover, advanced packaging solutions often
rely on the stacking of several dies one on top of the other, or even on the integration of
several discrete devices within the same package (in 2D or 3D layouts). In such conditions,
it becomes almost impossible to render all the sensitive areas of the component accessible to
a standard energy heavy ion beam.

It is still possible sometimes to overcome these issues by testing with high-energy heavy
ions. Fig. depicts the properties of several ions available in facilities worldwide as a
function of their energy. Typically, SEE testing with heavy ions for RHA is achieved by
means of high LET ions. These ions often have insufficient range in matter to penetrate
through the package and/or through various layers of sensitive material without suffering
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from fragmentation and beam intensity degradation.
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Figure 2.8: LET and range in silicon of ions as a function of the primary energy as obtained
from SRIM . Most radiation facilities only cover a fraction of the state-space. Reprinted
from [47]. (© 2021, Coronetti et al., licensed under CC BY 4.0.

There are only a few ions with range of 1 mm and LET > 10 MeV/(mg/cm?). Most of
these ions are available at the NSRL facility . Tons of similar or even higher energy are
also available at CERN [50-52]. The use of these ions can overcome most of the limitations
related to beam penetration.

Nevertheless, high-energy ion facilities are characterized by other drawbacks. For instance,
NSRL has an access cost which is almost 10 times higher than that of standard energy ion
facilities. Other facilities, such as CERN and GSI are currently available only for short
periods of time and can only provide access for scientific purposes (although CERN will soon
move to industrial access). Hence, the main drawback of high-energy heavy ions is that they
are quite unusual.

The other big hindrance of an RHA process based on extensive component-level testing
is the related costs associated with the test bench developments and beam time access costs,
which can span in the 25-600 k$/device range depending on the device complexity . In
addition, performing the whole range of test required by the RHA standards may take a lot
of time due not only to the test bench development and verification, but also to the rather
saturated beam time availability at the various facilities, which can spread over several months
the accomplishment of all the necessary tests to qualify the part.

Both the cost and time constraints may be incompatible with the typical product life-
cycles of certain space systems (low-budgeted and with time pressure due to the requirement
of meeting launch opportunities). That is why, in many cases, both private manufacturers
and public agencies rely on leaner verification schemes that are not aimed at verifying the
resilience of a single device to radiation, but of a wider set of components all within the same
radiation test. This kind of test scheme is already largely (if not systematically) employed
by system developers for ground and accelerator applications.

Finally, testing highly integrated devices embedding several different functionalities (e.g.,
FPGAs, uPs, etc.) comes with several additional challenges .
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2.3.3 Guidelines for board- and system-level testing

Although this may look as a recent subject for space applications, board- and system-level
radiation testing and connected RHA methodologies (such as the MEAL approach [56] pro-
vided by NASA) have been investigated for more than two decades [57,/58]. Most of these
efforts relied on the use of protons for irradiating commercial electronic boards, with very
limited insight either in heavy ion induced SEEs or in the impact of cumulative effects. The
lessons learnt have been summarized in a guideline for proton board-level testing [59}/60]
whose main application are the non-critical systems of the ISS.

Nevertheless, board- and system-level testing remain quite immature practices and more
work will be needed before a standard would be distilled. These schemes are often lacking
enough requirements traceability and environment representativeness to be considered as
qualification schemes, inasmuch as that the term qualification can hardly find rigorous usage
and terms like verification or screening are preferred.

One of the key points developed in the system-level radiation testing guideline [47] is
indeed that these test schemes are not meant at replacing more standard approaches based
on component-level radiation testing. Rather, they are targeted towards space missions for
which no degree of radiation verification is implemented, although there would be a benefit
from accomplishing such kind of verification.

Currently, there have been some efforts in that respect, mainly enabled by the CHARM
mixed-field facility [12] (designed with system-level testing needs in mind), from several en-
tities [61-64]. However, system-level testing employing high-energy heavy ions has also been
studied [65].

Sometimes, both the concept of system and system-level testing are evanescent. For
instance, one can also consider system-level testing the irradiation of a single device that is
operating within a system rather than the irradiation of the whole assembly of devices. This
opens the door to also heavy ion testing at standard energy as well as laser testing [66].

System-level radiation testing is a more consolidated practice for other radiation environ-
ments. In the accelerator environment it has a dual use. It is either used in complement to
component-level characterization for the validation and approval of installation of equipment
within the LHC and its injection chain or it is used as a stand-alone for the qualification of
fully commercial systems used in less critical radiation areas.

Even at the level of the accelerator there is not a standard for preparation and execution
of system-level testing, but rather system-level testing is considered only for its role in the
general RHA process [67,/68].

This is also true for system-level testing applied in avionics and ground applications, for
which this test methodology is widely applied, but, due to competitive advantages, the actual
system-level testing practices are kept confidential.

The reason why system-level testing will not be extensively covered in this thesis is because
the physics of failures of systems, in terms of particle-matter interaction, is actually the
physics of failure of its single devices placed in the wider system operating context.

The related work in this thesis will thus be focused on the representativeness of using
HEHs as a proxy to HIs for SEE coverage.

2.4 Literature review

This section provides literature background concerning the main subjects developed through-
out this thesis.
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2.4.1 Upsets from low-energy protons

SEUs from LEPs and their impact in the space environment, for which the LEP fluxes are
considerable, have been a matter of investigation for about 15 years. 65 nm SOI SRAMs
[69,|70] were first observed to be highly sensitive to direct ionization from LEPs. The main
characteristic of LEP cross-sections is that they are 3-4 orders of magnitude higher than those
of high-energy protons (actually the highest measured enhancement was of 6 orders of mag-
nitude for a 90 nm SRAM [71]). The main mechanism involved at these low energies is direct
ionization (as opposed to indirect ionization). Therefore, LEP cross-sections are expected to
be in the same ballpark as those from light ions having LET < 0.55 MeV/(mg/cm?). First
findings [72] suggested that modelling the LEP response upon the light ion response was a
viable worst case approach.

The data collection approach by which LEP cross-section data are collected has often
been put into question as well. The data in the first papers were typically obtained by
degrading a high-energy beam down to very low energies in air [73] (high-energy protons do
not need vacuum, so HEP facilities are typically not equipped with the required apparatus
to operate the DUT in vacuum). However, this procedure introduces several uncertainties
on the actual energy of the protons reaching the device and, to be even more precise, its
SV. Protons obtained from degradation would have quite an energy spread and would suffer
from straggling [74] (i.e., at very low energy the trajectory of protons in matter can be
more easily deviated, affecting their chance of penetrating down to the SV). When digital-
to-physical maps of the device were available, the use of a variable thickness degrader was
also considered [75], though this approach may introduce some further uncertainties on the
amount of bits involved.

Two main techniques were developed in order to standardize the collection of LEP cross-
sections. One is based on pure proton acceleration and the other is based on a more controlled
HEP degradation.

In the first case, the accelerator (typically a LINAC or a cyclotron) is set to accelerate the
protons to a well resolved energy (although obtaining mono-energetic protons remains quite
a challenge given that, for a normally distributed proton beam, the 20 energy deviation can
rarely be reduced below 100 keV and this can have much more influence on the data collected
at energies < 1 MeV than it can at 10 MeV or higher energy). The upset rate due to LEPs
is then determined by convolving the LEP cross-sections collected at various energies with
the space proton flux of the orbit of interest. Using the energy convolution can provide more
reliable upset rate predictions whenever the device critical charge is rather low (not so sharp
fall-down of the cross-section at E > 1 MeV) as opposed to the simple multiplication of the
peak cross-section for the LEP fluxes [76].

In the second case, a careful study [21] of the HEP degradation from quite high-energy
(= 70 MeV) has shown that the proton spectrum obtained after degradation (and account-
ing for straggling) is very similar in the 0-3 MeV energy range to that found in the space
environment after transportation through spacecraft shielding (see Fig. (a)).

Therefore, a method to determine the expected LEP upset rate in space that exploits this
strong beam degradation was developed. The method requires measuring SEU cross-sections
from an increasingly degraded beam (which is described by the average proton energy of
the so-obtained proton spectrum) until no more events are observed (no protons reaching
the DUT SV anymore) and to repeat this procedure for several angles of incidence. A peak
cross-section (see Fig. (b)) can be identified from these measurements for each angle
of incidence. It is then assumed that all the upsets measured by these degraded beams are
fully due to the 0-3 MeV energy component of the beam. This part of the resulting proton
spectrum typically represents only 13% of the total beam at the LEP cross-section peak
average energy. Therefore, this value can be used to correct the proton fluence measured by
the facility instrumentation and the peak SEU cross-section can be recalculated to account
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Figure 2.9: (a) Comparison of the energy spectrum of degraded 20 and 70 MeV proton beams
with the proton spectra obtained for a few space orbits after shielding. (b) Example of the
type of measurements obtained by means of this method for a 65 nm SOI SRAM. Reprinted
with permission from [21]. (C) 2014, IEEE.

for the actual 0-3 MeV proton fluence. Finally, an isotropic SEU cross-section is determined
(given that the space proton fluxes are isotropic). This is obtained by summing up the
contributions of each SEU cross-section measured at different angles of incidence by accouning
for the covered solid angle associated with each angle of incidence. Once the isotropic cross-
section is obtained it suffices to multiply it by the integral of the 0-3 MeV proton fluxes in
space to obtain the predicted upset rate.

This study was later complemented by widening the range of technologies under analysis,
including 20-90 nm logic and memory devices (with also some core voltage dependency)
[77]. The main findings of this study revealed that LEPs are expected to be an important
contributor to the upset rate in space (they can be expected to contribute for up to 70% to
the total upset rate, including also HEP and HI contributions). Hence, it is concluded that
if no LEP tests were accomplished (either through mono-energetic or degraded beams), a
safety margin of 5 on the upset rate calculated after the HEP and HI upset rates could be
applied to account for the untested LEP response.

The good agreement between the two methods was further demonstrated 78] and both
are considered equally valuable in the space standard for SEE testing [79].

An analytical method [80] has been proposed for the modelling of the LEP cross-section
and the calculation of the upset rate having as a starting point the data retrieved in experi-
ments. The model aims at determining the size of the RPP based on the critical energy E.
required to trigger an SEU and it takes into account the possible angular variation of the
LEP sensitivity.

Similarly to the LET for ions, the analytical model implies that only protons with an
initial energy E > E. can trigger an SEU, which is reasonable and equivalent to the standard
RPP model. This reasoning is also at the basis of the CUPID model [paper not yet published].
CUPID makes use of the LEP experimental data to further calculate RPP size, thickness and
critical charge. The assumption that protons will deposit their entire primary energy in the
SV remains a bit questionable. This process typically yields very deep SV (> 5 um thickness)
which are much thicker than what it is typically assumed for SEUs in highly-integrated devices
and quite high critical charges (= 10 fC) that are incompatible with those of memory devices
with technological node below 90 nm (< 1 fC) [81].

Other than direct ionization, some other complementary studies have been performed to
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study the effect of elastic scattering in low- (0-3 MeV) and intermediate-energy (3-20 MeV)
proton cross-sections. These kinds of studies rely on numerical simulations which is the only
tool allowing separation of the contributions to the total SEU cross-section of the various
physical processes that are present in experiments. The most complete studies [82,83] showed
that the peak LEP cross-section is fully established by direct ionization. Nuclear elastic
scattering is typically as important as nuclear inelastic scattering at 6-10 MeV and it can
still provide a minor contribution up to 20 MeV. The importance of recoil ions from elastic
and inelastic scattering for both SBUs and MCUs was later further strengthened [84].

The literature also provides challenges to the assumption that the LEP response can be
assumed to be equal to that of light low-LET ions. The total upset LEP cross-section may
indeed be higher than that of ions [85]. This is mainly due to the fact that while LEPs and
light ions induce SBUs in similar numbers, LEPs are capable of triggering many more MCUs
(double-bit upsets and higher multiplicity) than light ions. Given the longer range, at the
same time, low-LET ions may also cause SEUs by indirect ionization and this may also be a
cause of divergence.

Process variation down to intra-die variations among the single SRAM cells was shown to
affect the device cross-section response due to low-LET particles (e.g., low-energy protons,
alphas and low-LET light ions) [86,[87]. This can come into play when there is need to
calculate the upset of the whole SRAM. It is observed that typically SRAM cells may exhibit
non-uniform retention voltage distributions either Gaussian [88,89] or skewed towards lower
retention voltage than the average of the whole SRAM [90]. The cell retention voltage Vpr
connects to the individual sensitivity of the SRAM cells given that it can be directly linked
to the critical charge Q. and, hence, to the LET( of the cell:

QC = CLC(VDD — VDR) (27)

As a result, experimental data of LEP cross-sections (and similarly low-LET ions) are
affected by the fact that some cells (those with lower Q.) are more likely to upset than
others, inasmuch as that, in the same die, there may be cells which are not sensitive to LEP-
induced upsets. Standard upset rate calculation methods do consider that the memory cells
are all identical and that the measured cross-section can be taken as the response of each
cell. Hence, the experimentally measured cross-section is applied indiscriminately to all cells.

For upset rate predictions one shall also consider that spacecraft shielding [91},/92] can have
a very strong impact on LEP fluxes and, consequently, on the upset rate itself. The typical
approach is to use isotropic fluxes with a fixed spherical shielding of aluminum. However,
the LEP upset rate can be severely affected by the actual geometry of a satellite, hence ray
tracing techniques are recommended as a way to determine the actual anisotropic fluxes at
the device location in the spacecraft. While this would be useful for a known satellite, it is
not possible to generalize as much when the spacecraft layout data are not available. So, the
standard approach based on spherical shielding is retained for the analyses in this thesis.

It is noted that LEPs are not of concern only for the space environment, but also for the
accelerator environment [93]. Upset rates in memories very sensitive to LEPs are expected to
play an important role in spite of the quite dominating contributions of upsets from neutrons
of thermal, intermediate- and high-energy.

2.4.2 Pion single-event effects

A very rich literature exists for high-energy proton and neutron single-event effects in elec-
tronics. High-energy pions, on the other hand, have, for a long time, been the forgotten
little brother (pion mass is much lower than that of the other more common hadrons,
~ 139 MeV/c? vs. ~ 938 MeV/c?) of the HEH family. Consequently, the literature on mono-
energetic pion experiments and consequences for the SEE rates in state-of-the-art electronics
was very limited prior to the papers produced for this thesis.
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The only two works available in the literature from the last two decades are dedicated two
SEUs in SRAMs and DRAMs [94}/95]. The experimental data from these two works are also
rather contrasting. In one of the works [94], the pion SEU cross-section is seen to be even
three times higher than that of proton, whereas, in the other work [95], no enhancement or
even lower pion SEU cross-sections are found. As a result, it is not so evident to understand
whether the pion SEE cross-section would be different from that of protons in more integrated
devices and if that would have consequences on the HEH equivalence approximation [6].

2.4.3 High-energy hadron testing for space systems

Use of HEH testing for space devices may be applicable to high risk acceptance mission
categories Q1 and Q2 based on COTS devices (see ESA COTS initiative review [96]).

Monte-Carlo simulations have often been used to either confirm or disprove the possibility
of using high-energy hadrons (protons, neutrons, mixed-fields) for bounding the space SEE
rate. On the one hand, this experimental approach is typically successful for SEUs [47,97-
100]. This is mainly due to the very low collected charge that is needed to cause an SEU in
highly integrated electronics. On the other hand, this approach usually fails for destructive
SEEs [101,/102] due to the fact that the collected charge needed to trigger such mechanisms
are much higher and usually not attained from secondary ions of HEH elastic and inelastic
reactions with silicon nuclei.

Moreover, HEHs are very ineffective at producing ions (low nuclear cross-sections, only
one in a few 10> HEHs may interact with a nucleus), but, at the same time, each single proton
will deposit ionizing dose into the device. A good balance between these two characteristics
of the physics of particle-matter interaction is often hard to find. However, neutrons have
lower TID yield than charged hadrons when considering the same amount of secondary ions
released.

The HEH equivalence approximation that is valid in the accelerator mixed-field envi-
ronment can also enable the use of high-energy neutrons (mono-energetic or spallation) or
mixed-field themselves as a proxy to mono-energetic protons. Good agreement between mono-
energetic protons, spallation neutrons, the CHARM mixed-field and the space in-orbit mea-
surements was demonstrated through experimental analysis [17,/103].
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Chapter 3

Physics of radiation effects and
modelling

3.1 Particle-matter interaction mechanisms

As initially mentioned in Section radiation effects in electronics originate from the in-
teraction of at least one particle with the semiconductor material. These effects are either
stochastic or they appear gradually after a significant fluence of particles has been delivered
to the device. In this chapter the main focus is on particle-matter interactions responsible
for SEEs.

All interactions occur through ionization of the semiconductor material, i.e., generation
of electron-hole pairs (that may in part recombine soon after they are generated). The
ionization source can either be the primary particle itself (direct ionization) or a secondary
particle (indirect ionization) generated by interaction of the primary particle with the nucleus
of an atom in the semiconductor lattice.

3.1.1 Direct ionization

Every charged particle can deposit energy by direct ionization. While any tiny amount of
deposited energy contributes to the global damage for cumulative effects of radiation, not all
charged particles can deposit enough energy to trigger SEE mechanisms. This is because there
is a threshold energy/charge (called critical energy/charge) that it is necessary to deposit to
trigger an SEE. This is the reason why, for older technologies, weakly ionizing particles could
not trigger any SEE by direct ionization. However, this is no longer the case in very deep
sub-micron technologies.

The LET (eq. [2.2) is a metric of the energy deposition mechanism from direct ionization
that accounts for the average number of electron-hole pairs generated by a particle per unit
length of its trajectory. The LET is typically a suitable metric for particles having a long
range, but not as much for particles stopping in the SV or in its proximity. This is due to the
fact that the LET varies while the particles is slowing down. Therefore, there may be some
uncertainties related to the actual amount of energy deposited along the particle trajectory.

3.1.2 Indirect ionization

In indirect ionization, the energy deposition due to the secondary particles proceeds in the
same fashion as for direct ionization. However, the generation of these secondary particles
can happen through many different interaction mechanisms. These mechanisms are:

e Coulomb elastic scattering

e Nuclear elastic scattering
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3.1. PARTICLE-MATTER INTERACTION MECHANISMS

Nuclear inelastic scattering

Nuclear absorption/capture

Fission

Electro-nuclear scattering

Photo-nuclear scattering
e Compton scattering

Not all the mechanisms are applicable to all the particles. For the matter of this thesis,
the only relevant interaction channels are those of hadrons with light nuclei, i.e., elastic and
inelastic scattering and nuclear absorption and fission.

All the particle-nuclear interaction mechanisms are stochastic, i.e., there is a certain
probability that a particle will interact with a nucleus through one of these processes. This
probability is called cross-section (most commonly expressed in mb) and can strongly change
with the primary particle type and energy as well as the target material.

For nuclear reaction mechanisms (nuclear inelastic scattering and absorption) the release
of secondary ions follows a complex process. The final secondary particles (or nuclear recoils)
are released after certain additional nuclear process steps are completed, such as intra-nuclear
cascade, exciton pre-equilibrium, coalescence and evaporation. Note that all these processes
occur within a very small fraction of a second. The superposition of all these mechanisms
can lead to the generation of a whole bunch of secondary particles that may differ in atomic
mass and number, kinetic energy, angle of deflection/emission.

Elastic scattering

Whether through electro-magnetic or nuclear interaction, elastic scattering results in a pure
momentum exchange between the primary particle and the nucleus. In the case of Coulomb
scattering (for charged particles only) this occurs because the primary particle and the nucleus
exchange momentum through the Coulomb force. In the case of nuclear scattering (for all
hadrons) the primary particle and the nucleus exchange momentum by collision. After having
acquired a certain kinetic energy the nucleus of the atom is set in motion and can deposit
small amounts of energy in the surrounding semiconductor atoms. Such energy deposition
events can yield SEUs, but are typically insufficient to trigger other SEEs.

Elastic scattering cross-sections in common semiconductor materials, i.e., silicon, vary
with respect to the type and energy of the primary particle. Ions produced from elastic
scattering are typically not as ionizing as ions produced by inelastic scattering and nuclear
absorption.

The effect on a device SEU cross-section is typically significant for intermediate energy
protons (2-20 MeV, see Fig. and low- and intermediate-energy neutrons (0.1-20 MeV),
i.e., whenever the other mechanisms of nuclear interactions have a very low cross-section and
direct ionization is negligible.

Inelastic scattering

Inelastic scattering is a much more complicated mechanism that, as said, involves several
more physical processes, which can give rise to a wide variety of secondary particles. In
contrast to elastic scattering, the number of reaction products following inelastic scattering
can vary a lot depending on the level of fragmentation attained. For instance, the interaction
of a high-energy proton/neutron with silicon can result in the release of a combination of
protons, neutrons, pions, alpha particles and light ions of very variable kinetic energy and
scattering deflections.
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Figure 3.1: Contributions of various energy deposition mechanisms to the total proton cross-
section when varying the energy of the primary proton. Reprinted with permission from .
©) 2017, IEEE.
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Figure 3.2: Total nuclear reaction (inelastic scattering + nuclear absorption) cross-section of
protons, neutrons, positive and negative pions as a function of energy. Extracted from the
FLUKA output ,. Reprinted from . (©) 2020, Coronetti et al., licensed under CC BY
4.0.

The inelastic scattering cross-section can also vary a lot with the particle type and energy.
Fig. 3:2] depicts this variability in protons, neutrons and charged pions. Note that for pions
it is better to talk about total nuclear reaction cross-section (given that it is given by the
sum of the inelastic scattering and nuclear absorption cross-sections). The two mechanisms
are typically not separated because they trigger similar physical processes when it comes to
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the formation of nuclear recoils.

It is noted that protons and neutrons have nearly identical total nuclear cross-sections for
the whole energy range, with just a slight divergence at about 20 MeV. This is one of the
reason why protons and neutrons have nearly identical SEE cross-sections above 20 MeV.

On the other hand, pions are assumed to yield a similar SEE cross-section than protons
and neutrons. However, their total nuclear reaction cross-sections differ quite some from
those of protons and neutrons. The 75-250 MeV energy region for which the pion nuclear
cross-section is nearly a factor of 2 higher is due to the A(1232) resonance |104], which is
generated through the primary reaction channel of pions with nuclei.

It is also noted that the pion nuclear reaction cross-section falls off very sharply below
50 MeV, so that it can be a factor of 3 lower than that of protons for negative pions and a
factor of 7 lower for positive pions at 20 MeV. The difference between positive and negative
pions, which appears below 200 MeV, and becomes more and more evident down to 20 MeV
is fully due to the different nuclear absorption cross-section. Due to their negative charge,
negative pions stands a higher chance of being absorbed in the nucleus than positive pions.

Nuclear absorption

Nuclear absorption is a nuclear reaction mechanism that differ from inelastic scattering. It
occurs for light hadrons (and sometimes for leptons), such as pions, and it is more likely for
negatively charged hadrons. As a consequence of absorption, the pion gives up its rest mass
(139 MeV /c?) which contributes to the excitation of the nucleus. The strong de-excitation
that follows can cause the fragmentation of the nucleus in several secondary reaction products.
From that moment on, the reaction proceeds as for an inelastic scattering reaction. However,
since the pion rest mass is converted into kinetic energy available to the secondary particles,
these can have higher kinetic energy than those released by the simple hadron-nucleus inelastic
scattering.

Given the similarities in the follow-up reaction product emission, the nuclear absorption
cross-section is often assimilated within the inelastic scattering cross-section, as shown in
Fig. Measurements of true pion absorption cross-sections are available in the literature
[105]. These data show that absorption can contribute to the total nuclear reaction cross-
section for up to 50% and 70% for positive and negative pions, respectively.

3.2 Full transport Monte-Carlo

Primary and secondary particles have to be transported within a medium (the semiconductor
and its surroundings) until either their kinetic energy is fully spent into the generation of
electron-hole pairs or they leave the medium.

The radiation transport problem can be expressed analytically as the variation of the
density of particles in terms of their type and their kinetic energy. However, the radiation
transport equation is a multi-dimensional integral equation that does not have a closed so-
lution, if not for very simple cases (e.g., simple geometry with a reduced list of interaction
models). Numerical methods have been developed to solve it.

The full transport Monte-Carlo is one of these methods. It has several advantages over
analytical and numerical solution methods. It can indeed treat very arbitrary radiation fields
in basically any geometry, while remaining efficient in terms of CPU time.

Similarly to the physical processes at play, the Monte-Carlo method is stochastic, i.e., it
simulates particle histories defined by known interaction cross-sections, while keeping track
of their influence by means of statistical estimators. These particle histories are sampled
randomly by pseudo-number generators. Each history is advanced and each interaction with
a material releasing a secondary particle is tracked. Secondary particles are then added to
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the stack of particles whose histories will be explored. In most of the cases, these secondary
particles are electrons generated by direct ionization, however, based on the cross-sections, a
certain number of nuclear recoils can also be generated.

The convergence of the Monte-Carlo method is ensured by the central limit theorem, in
that, if there is a sufficiently large number of contributors to the statistical estimator, then
the distribution will tend to have a gaussian shape centred at the expected value.

This convergence is achieved by both simulating a sufficiently large amount of primary
particles and by repeating the simulations N times. Note that even when the number of
particles is large enough, the statistical uncertainty of the simulation will be 100% if N is
set to 1. Systematic uncertainties are strictly correlated to the physical models and the
transport algorithm. Note that the uncertainty on the physical process cross-sections may
have an impact on the result as well as an inaccurate knowledge of the material and geometry.
The latter is the typical issue with commercial electronic devices for which geometrical and
construction properties can only be retrieved by SEM analysis or destructive inspection.

Several codes exist for full transport Monte-Carlo and for some of them some specific
applications for SEE testing in electronic devices have been developed. Among them there
are FLUKA [2,3] and G4SEE [106] (Geant4 based [107]), which have been developed at
CERN and were used in this thesis, and CREME MC [18,/108], which was used during the
work, but whose results are not included in the thesis. At the time of the writing of this
thesis, one of the advantages of CREME is that nested sensitive volumes are directly handled,
whereas for FLUKA and G4SEE this feature is not directly implemented.

3.2.1 Application to micro-electronics and SEE

Monte-Carlo codes are very reliable when it comes to simulate the small structures associated
to state-of-the-art electronic devices. However, other than the geometry, there are other
aspects that are important in order to build an efficient MC simulation with all the trimmings.

One of the main problems when it comes to finding the balance between efficiency and
representativeness arises by the fact that generating and transporting all secondary particles,
no matter their energy, will require a huge amount of computational time with little gain in
terms of accuracy. This is particularly the case of photons, electrons and positrons which
have a very low energy and whose contribution to the total deposited energy may be, in
most of the cases, nearly negligible. To make the MC solver more efficient it is necessary
to set thresholds for secondary particle generation and transport in terms of kinetic energy
underneath which they will either not be generated or not be transported. The trade-off
problem is more important for delta rays (secondary electrons), which are very important
contributors to the energy deposition and whose thresholds should not be set too high. This
can typically be verified by trial and error. Typical thresholds for generation and transport
are in the order of 1-10 keV.

As earlier introduced, there are several physical mechanisms at play that can contribute
to the energy deposition in the semiconductor material. Hence, it is necessary to ensure that
all the physical processes are included through the relevant libraries. For indirect ionization,
however, one has to deal with the fact that electromagnetic and nuclear cross-sections are
quite low, inasmuch as only one primary particle in several hundreds of thousand will interact
through one of these processes.

The SEE response of electronic devices to HEHs is, however, dominated by indirect ion-
ization processes due to the fact that HEHs are very weakly-ionizing particles (and neutrons
are not ionizing) that cannot yield energy deposition events comparable to those from the
very few secondary ions that they can generate through nuclear interactions. Obtaining a
statistically meaningful amount of these nuclear interactions for representativeness would re-
quire simulating an exponentially growing amount of primaries (of which most of them will
remain of no use to indirect ionization processes). This problem is more efficiently handled
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by means of biasing.

The kind of biasing that is used in this case consists in forcing a fictitious increase of
the elastic and inelastic scattering cross-sections by a factor of a few orders of magnitude so
that given the same number of primaries 100-1000 times more particle histories than normal
will yield to a Coulomb or nuclear interaction. Note that, while more of these histories are
simulated, their global weight on the overall energy deposition distribution is accounted for
by reducing the probability for that energy deposition event to happen.

3.2.2 FLUKA

FLUKA is the baseline Monte-Carlo code used for this thesis. It has been used for all
the various studies. The FLUKA ’Precision’ physics option already include all the physical
processes of interest. So, if one wishes to isolate a single physical process (e.g., nuclear elastic
or inelastic scattering), it is necessary to remove them by setting very high kinetic energy
thresholds (typically 1 GeV is enough in most of the cases) for the generation energy of
secondaries.

Nuclear interactions are treated with PEANUT, which embeds the intra-nuclear cascade
models and the exciton pre-equilibrium. Coalescence and evaporation have to be explicitly
requested, on the other hand. For the generation of secondary ions evaporation is a key
process that, for light ions (A < 18) (typical of silicon reaction product), is handled by the
Fermi break-up model.

It is to be noted that energy deposition event scoring is handled by external routines.
However, it was noted during the work performed for this thesis that the existent scoring
routine do not work for Coulomb elastic scattering, i.e., the processes is simulated, but the
resulting energy deposition events are not scored. This was compared against G4SEE and it
is important in explaining the differences in the intermediate-energy proton response for the
ISSI memory (see [109] at the end of this thesis).

Apart from this mishap (which has very marginal effects for the matter of this thesis), the
current FLUKA SEE tool can be proficiently used for scoring energy deposition events related
to SEU and SEL. It is possible to run both mono-energetic beams as well as spectra, such as
those available at certain facilities (e.g., CHARM or Chiplr) or the space environment trapped
protons, SPEs and GCRs. In addition, it is possible to simulate mono-directional (beams
at facilities) or isotropic (space environment) fluxes. These features were fully exploited to
predict the low-energy proton impact in space.

One additional potentiality of FLUKA is the possibility of running other simulations
than full transport MC that are of specific interest for the simulation of nuclear interactions.
This is achieved by the preex tool. Preex allows simulating nuclear interactions resulting
from inelastic scattering and nuclear absorption again based on PEANUT, coalescence and
evaporation models to extract reaction-by-reaction secondary product characteristics such as
kinetic energy and scattering angle, that can be used to deduce also LET and range. The
advantage of preex is that every primary is forced to interact with a silicon nucleus to generate
secondaries. So, it provides a better overview on the generated secondaries. What preex does
not do, is the transport of the particles, so it is not possible to obtain energy deposition.
However, while this is not the purpose behind the use of preex, it was demonstrated that
energy deposition can be partly recovered (see [110] at the end of this thesis).

3.2.3 G4SEE

The use of G4SEE [106] is not reflected in any of the papers at the end of this thesis, but
will be nonetheless employed throughout this thesis. At the moment it has some limitations
with respect to the FLUKA SEE tool, but it also provides coverage of some of the gray-black
areas of FLUKA that were previously mentioned.
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G4SEE requires explicit inclusion of the physics library of interest for each physical process
and it actually has a larger set of libraries (elastic and inelastic scattering of different particles
can be better handled by one or the other).

Intra-nuclear processes are handled by the Liege intra-nuclear cascade, whereas all other
follow-up models are identical to those of FLUKA. Concerning photon and electron generation
and transport thresholds, these are not expressed in terms of kinetic energy, but of range
(which depends on the material, but whose link to the kinetic energy can be extracted from
Geant4 itself).

The advantage of G4SEE over FLUKA, at the moment, is that it scores also energy depo-
sition events from Coulomb elastic scattering. Finally, GASEE can also be run with detailed
scoring. This feature allows covering the same functionalities of preex, but, in addition, it en-
ables the transport of secondary particles on an event-by-event basis and provides the related
energy deposition in the selected SV.

3.3 Single-event effect modelling

Energy/charge deposition due to a primary particle interaction with the semiconductor ma-
terial (by either direct or indirect ionization) is the first stage of an SEE. In order to trigger
an SEE this deposited energy has to be collected into the transistor layout at a circuit level.
This is the reason why electronic devices performing the same identical function can have
very different SEE cross-sections. Indeed the transistor construction and local circuit char-
acteristics (e.g., resistivity and capacitance) provide a strong discriminator on whether the
energy /charge deposited will be sufficient to trigger the SEE. For some SEEs, this transition
from energy/charge deposition to end effect requires in-depth knowledge of the characteristics
of the transistor (which for commercial devices it is typically not possible to gather by means
of any complementary analysis and may, thus, just rely on the use of standard values defined
for similar technologies for which the process and construction of the transistors are known).

This level of analysis typically involves the use of TCAD solvers (used to determine the
charge deposition spatial distribution and its time evolution) or circuit layout definition and
simulation (e.g., SPICE) for which the collected charge is a transient acting within the circuit
and propagating.

3.3.1 The single RPP model

For certain SEEs (such as SEU and SEL) this level of abstraction can be avoided in favour of a
much simpler approach solely based on the energy deposition within a representative sensitive
volume, the RPP, whose characteristics have to be determined. Single RPPs as those used in
this work would look like volumes V2, V3 or V4 in Fig. with charge collection efficiency
of 100%.

Application to SEU

The circuital response is reduced to the definition of a single critical charge/energy that will
reflect whether the transient injected in the circuit will have sufficient amplitude to propagate
or to change the logic state of the transistor. For SEUs the critical charge can be determined
by measurements of the retention voltage (see eq. (2.7)) or by determining the SEU LET
threshold from ion irradiation:

Ecm't _ LETO P 13
22.5 22.5

Qcm’t = (31)

In this equation, 22.5 MeV /pC is the conversion factor between the energy deposited and the
number of electron-hole pairs generated in silicon (3.6 eV will correspond to one electron-hole
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pair and one electron has a charge of 1.602 x 1019 C). The concept of critical charge marks
a sharp boundary between energy deposition events that will trigger an SEU and those that
will not. This concept is explained through Fig. 3.3
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Figure 3.3: Binned and integral charge deposition distribution as a function of deposited
charge for primary protons with energy of 200 MeV. Obtained with FLUKA for the ISSI
SRAM model described in Chapter

The figure shows the energy/charge deposition distribution for a mono-energetic 200 MeV
proton beam. On the y-axis there is the number of energy deposition events of a certain
energy/charge per primary proton (therefore, a probability). As it is clear from the figure,
one of the strengths of the Monte-Carlo approach is that it allows assessing what would be
the SEU cross-section depending on the selected critical charge.

In the figure, 1 fC is taken as reference Q.+ This means that all charge deposition events
for which the collected charge exceeds 1 fC will lead to an upset, whereas all events for which
the collected charge will be below 1 fC will not be enough to trigger an SEU. This is why
it is very convenient to perform the reverse integral of the probability in order to extract
the cumulative SEU cross-section (which is obtained by normalizing the integral counts per
primary particle with respect to the beam size in the simulation).

Note that the charge deposition distribution depends on the SV geometry as well and,
hence, it is necessary to perform various simulations to retrieve the variability with respect to
these parameters. On the other hand, once the SV geometry is established, a single simulation
allows assessing how the SEE cross-section changes when the critical charge is varied.

The shape of the charge deposition distribution is also noteworthy. As earlier said, for
HEHs (of which 200 MeV protons are an example) the SEU response is dominated by indirect
ionization effects. This is quite obviously distinguishable in the figure given that it is easy
to identify two regions. Omne below = 0.3 fC and one above. Indirect ionization effects
dominate the response above this critical charge and give rise to a sort of plateau for which
the sensitivity of the cross-section with respect to the critical charge is very weak for a quite
wide range.

Below ~ 0.3 fC the counts sharply rise, and so will the cross-section. This is the region
where direct ionization takes over and become the most dominant mechanism for the SEU
cross-section. Even the most sensitive devices available nowadays do not have such a low
critical charge for direct ionization effects from HEHs to affect the SEU cross-section. It
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is also noted that, for neutrons, the direct ionization mechanism does not exist. Thus, the
indirect ionization component is the only contributor to the SEU cross-section, which does
not increase much with respect to 1 fC no matter how low the critical charge is.
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Figure 3.4: SEU cross-sections as a function of critical charge for primary protons of various
energies. Obtained with G4SEE for the ISST SRAM model described in Chapter

Fig. also shows how the situation changes when the energy of the primary protons
is varied. A unique critical charge has to be chosen to describe the whole SEU response
at any energy. The resulting SEU cross-section at 50 MeV is thus very similar to that
for 200 MeV protons. However, when the proton energy is reduced (5 MeV) the inelastic
scattering cross-section becomes lower and other processes, such as the elastic scattering, can
become comparable and are also responsible for the energy deposition events at high Q.

Note that all the curves at low critical charge tend asymptotically to the same maximum
SEU cross-section. This corresponds to the physical size of the SV used in the simulation.
Cross-sections can typically not be larger than the physical size of the SV of the cell (excep-
tions occur when particles, e.g., delta rays, outside the cell contribute to the charge collection
inside the cell). Heavy ion cross-sections measured for memory devices cannot be larger than
the physical size as well. However, experimentally measured cross-sections at high LET are
typically larger. This is because those measurements are affected by MCUs (events that in-
volve more than one cell, but that, in the absence of a logical-to-physical mapping, may end
up being treated as individual single upsets).

However, what most notably changes with the decreasing proton energy is that the critical
charge for which the direct ionization takes over increases. Hence, a device having the critical
charge shown in the plot will be sensitive to direct ionization from protons at an energy of
1 MeV. If, on the other hand, the device had a Qg-;+ of 10 fC, the low-energy proton cross-
section would be null and the device would suffer only from SEUs due to indirect ionization
and only from primary proton energy > 20 MeV. In the past, that proton SEU cross-sections
of now outdated devices could indeed be expressed with a Weibull function [111] with a
threshold energy for SEU (similarly to that of ions and which is still applicable to neutrons).
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Figure 3.5: LETy, deposition distribution and Weibull heavy ion cross-section as a function
of the LETy ¢4 threshold. Obtained from FLUKA. Weibull data from [15].

Application to SEL

The approach used for SEUs can also be seen as the convolution of the integral energy
deposition distribution and a unitary step function which is 0 below the set critical charge
and 1 above. This method is less effective when describing other SEEs, such as SEL. A device
that is characterized by only the LET( and the heavy ion saturation cross-section can similarly
be described with a step function when it comes to convolving the cross-section as a function
of LET with the space ion fluxes. However, this provides very conservative estimations, as,
in practice, the SEL cross-section above the LETy does not increase so sharply.

Concerning SEL predictions through MC, the knowledge of these two parameters may also
yield overestimations in the HEH response. Getting a wider set of experimental data in order
to fit a 4-parameter Weibull curve [111] can, on the other hand, provide more representative
figures [112] (that are also at the basis of methods like PROFIT [113] or SIMPA |114], which
are used to determine the proton cross-section from the heavy ion cross-section).

The energy deposition for the SEL mechanism can be obtained in a similar fashion (that
relies almost entirely on MC simulations) as that for the SEU mechanism. For SELs it
is definitely more practical to talk about LET threshold (or even volume equivalent LET
threshold) than of critical charge. As shown in eq. , there is an almost immediate
conversion between the two quantities, which requires the knowledge of the SV thickness.
The latter can be determined experimentally by testing at various angles of incidence [115]
or through laser testing.

Fig. better depicts the situation. As said, the x-axis has been converted to LET,,
from Qi+ accounting for the thickness. The probability function was also normalized with
respect to the beam size and the SV size in order to obtain an adimensional cross-section that
is brought to the correct units of cm? when convolved with the heavy ion Weibull distribution.
The LET threshold for the case under exam was 2.4 MeV /(mg/cm?) and it should be rather
straightforward to understand which would be the difference in the convolution if a step
function starting at this LETy would be used instead.

Such an approach is useful to obtain the cross-section from MC simulations of every
particle, i.e., both HEHs and HIs.
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The other important difference between the SEU and the SEL treatment in MC simula-
tions is the RPP geometry. Highly integrated devices are characterized by smaller and smaller
transistor structures, which are reflected in smaller and smaller RPPs (smaller critical charge
are also achieved, but they are more linked to the reduction in the core voltage). Therefore,
it is common to see nanometric RPP structures for SEUs.

On the other hand, SEL is a mechanism that is specific of CMOS structures and it is
triggered by the generation of a parasitic PNPN junction, whose contacts are the source
contacts of PMOS and NMOS and the internal contacts of the p-well and n-well. So, it
develops over a larger volume than SEUs and the resistance of the PNPN junction is higher
when the distance between the contacts is higher, making the SEL easier to trigger. In the MC
simulations with single RPP it is assumed that the whole volume has the same susceptibility
with respect to SEL. However, in reality, the place where the energy is deposited matters as
well. The resistance is higher (SEL more likely) if the energy deposition occurs far from the
well contacts. So, in principle, the cross-section is affected by the location where the particle
(primary or secondary) deposits the energy. However, this is somewhat lost in the single RPP
model, but recovered when convolving the energy deposition with the heavy ion response.

Highly integrated technologies tend to be less sensitive to SEL, not only because of the
reduced size, but also because of the lower core voltage. Anyway, for the memories under
study (180 nm technology), the RPP side is still several micrometers large and wide and a
few micrometers thick. In order to get these dimensions one can, for instance, rely on the use
of laser probing |116-121], which consists in depositing energy by means of photons in highly
localized areas. This allows retrieving information such as the RPP size and thickness, the
LET, (by estimating the energy deposited by the photons to the corresponding ion LET)
and the number of sensitive cells.

3.3.2 The nested RPP model

It is also possible to overcome some of the simplifications introduced by the single RPP
by means of multiple nested RPPs [72]. This technique is meant to define several regions
of various dimensions that can contribute to the SEE response and that are contained one
inside the other. Other than size and thickness, each RPP has the further degree of freedom
of having a different charge collection efficiency. Typically, the charge collection efficiency of
the innermost volume is taken to be 100% and the charge collection efficiencies of all other
surrounding volumes are defined in relative terms with respect to that of the innermost RPP.

Fig. reports a schematic of the nested RPP, where «; is the charge collection effi-
ciency of each it" region. The figure shows that the innermost volume is actually not nested
within the larger volumes, which are placed just below. Several other implementations are
nonetheless possible, that have all the volumes nested one inside the other and that may
employ variable or constant thickness.

The nested sensitive volume can be particularly useful when it comes to account for those
effects associated with long range secondary ions (indirect ionization processes). Typically,
direct ionization processes are fully resolved by the innermost RPP with unitary & and the
presence of the outermost RPPs does not have any effect on the SEU cross-section from direct
ionization of protons and ions. Therefore, the nested RPP is used to better fit HEH data
after the innermost SV size has been determined from low-LET ions or low-energy proton
experimental data.

Experimental ion cross-section measurements at medium and high LET can be used to
define the characteristics of each outer RPP. Keeping for simplicity the surface of the RPP a
square, the i*® RPP side can be determined as the root square of the ion cross-section (Vi)

The charge collection efficiency is related to the thickness of each RPP by [72]:

~ Qcm‘t

= 2
Y= TET -1, (3.2)
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Figure 3.6: Example schematic of a nested RPP used for SEU MC simulations. Reprinted
with permission from [72]. (©) 2009, IEEE.

In this equation it is noted that the Q.-;; is common to all RPPs, on the other hand LET; is
the LET of the primary ion to which the i** RPP surface is connected to. Keeping constant
the critical charge while allowing the thickness to change would mean that each RPP has
a different LETy. Therefore, keeping a constant thickness, equal to that of the innermost
volume can ensure having both common Q.;+ and common LETy among the RPPs.

The relative charge collection coefficients (with respect to the innermost sensitive volumes)
are given as @;/a. In the case of common critical charge and thickness, this fraction actually
reduces to a ratio of LETs (LET;/LET;). LET; is quite easy to resolve for high-energy low-
LET ions, but it is more hard to determine for low-energy protons (see LET determination
of low-energy protons in . However, if the LET; of the heavy ion data-points is high
enough, the slight variability of LET; will be of lesser importance.

The charge collection coefficients do not have to rigorously adhere to the earlier reported
equations and relationships. In [72], this is presented as an iterative method, so that the
various free-parameters can be tweaked in order to get the most suited combination that
provides the most representative agreement with HI, LEP and HEP experimental cross-
sections.

The method was shown to be very helpful for SEUs [28,|32,/72], but also for SELs [122],
given that it allows building nested volumes with variable collected charge that can be cor-
related to the sensitivity obtained from laser testing.

The nested RPP is fully implemented in CREME. However, at the moment, a direct
implementation is not available for both FLUKA and G4SEE. Nevertheless, it is possible to
rebuild an approximated nested RPP by simulating the individual RPPs and then adding
up the various contributions weighted by the relative charge collection efficiency coefficients.
The so-obtained FLUKA nested RPP data, used in this thesis, were compared with those of
CREME in order to confirm that this approximation did not introduce any error.

33



Chapter 4

Experimental measurements

This chapter contains a description of the irradiation facilities as well as of the tested devices
used for the experimental work of this thesis. Finally, all the experimental data collected
during the Ph.D work and used in this thesis are provided.

4.1 Radiation facilities overview

Thanks to the RADSAGA project it was possible to access various facilities for irradiation
of electronics in Europe. The used facilities enabled testing with very diverse particles under
various ranges of energies. Facilities are listed in alphabetic order.

4.1.1 CHARM

The CHARM facility [12] is built at the end of the East Area T8 beamline of the Proton
Synchrotron. The radiation field is obtained by extracting high-intensity (5 x 10! p/spill)
proton bunches at an energy of 24 GeV from the PS and by colliding them with a metal target
(8 cm diameter, 50 cm length). The resulting radiation field is called mixed-field because
it consists of several particles with very wide energy spectra. Such a complex radiation
field is characterized by means of radiation monitoring in conjunction with detailed FLUKA
simulations [13] of the facility.

The CHARM facility is a one-of-a-kind facility, inasmuch as it has potentialities and
constraints that differ from those of standard facilities for radiation testing of devices. The
CHARM facility is mainly designed for the qualification of CERN electronic equipment.
Hence, its two main characteristics are (i) the representativeness of the radiation field with
respect to that of the accelerator and (ii) the strong beam homogeneity that can be achieved
over very large surfaces as well as in terms of penetration.

A floorplan of the irradiation area of CHARM is available in Fig. Note that the
electronics under test is placed in the same room as the target from which the radiation
field is generated. This has the advantage of yielding wide uncollimated radiation fields for
the irradiation of large systems. In addition, hardness, composition and flux vary inside the
room, inasmuch as it is possible to achieve diverse test conditions by repositioning of the
setup. Rackable positions (R-) are marked in the figure along with some additional special
positions. The radiation field at certain specific rackable position resembles that of certain
LHC environments. For instance, the hardness and spectra in position R10 can be used to
qualify equipment to be stored in the LHC shielded alcoves, whereas position R13 can be used
for the qualification of electronics that will be installed directly in the LHC tunnel. Some
lateral positions (with respect to the primary beam trajectory) have a HEH spectrum that
resembles that of the space proton radiation belt (but without ions).
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Figure 4.2: Mixed-field spectra of the CHARM facility for the configuration with copper
target, no shielding and the rackable position R10 [123]. Obtained with FLUKA.
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Other than by the positioning of the system, the hardness, the spectra and the HEH
flux can be changed by swapping the target material (standard is copper, but two aluminum
versions are available) and by inserting up to four 20 cm shields made of concrete and iron,
although the shields can vary the field only for the lateral positions.

The radiation field is present within the irradiation area only when a proton bunch is
extracted from the PS. The spill has a duration of 350 ms, yielding high instantaneous fluxes
(> 10" HEH/cm?/s) for all the rackable positions. Typically, 5-6 bunches are extracted from
the PS every minute and the irradiation, which cannot be interrupted (unless the primary
user requests so), lasts for nearly 120 consecutive hours. This allows the tested equipment to
sustain integral radiation levels equivalent to 20 years of operation in the accelerator during
a single week of testing at CHARM.

4.1.2 CNA

The Centro Nacional de Aceleradores [124] holds both a LINAC (linear accelerator) and a
cyclotron that can be used to accelerate protons to 0.5-5.9 MeV and 9-18 MeV, respectively.
Only the LINAC was used for the purpose of the low-energy proton studies in this thesis.

The LINAC is a Pelletron 3 MV Tandem based on the van-de-Graff linear acceleration
principle. The energy at which protons are accelerated depends on the magnetic field and
the voltage. The energy resolution is typically of the order of 50 keV. Protons are accelerated
and delivered to the DUT in vacuum (10~7 mbar).

The proton flux provided by the LINAC can be tuned over a 10 orders of magnitude scale
(102-10'2 p/cm?/s). This is very useful given that the proton cross-sections of the DUTs in
the 0.5-5.9 MeV energy range can change by 4-5 orders of magnitude (flexible flux tunability
enables testing around an optimum flux at each energy that would allow fast data collection,
would not overload the acquisition system and would reduce the probability of double bit-flips
in the same bit to a negligible level). Note that the mentioned fluxes are average fluxes. In
order to reduce the average flux, the beam (instantaneous size of 1x1 cm?) was swept over a
surface of 18x18 cm?.
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Figure 4.3: Measured proton energy spectrum at CNA with a silicon diode [125}|126] for
protons fully stopping within the 140 pm thick silicon. The energy indicated in the legend is
the supposed mono-energetic energy set with the accelerator.
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While the accelerating structure was capable of delivering such variable fluxes, at the
time of the test, the facility was equipped only with a proton current integrator capable of
measuring only beam currents above 50 pA (corresponding to about 10° p/cm?/s over an
18x18 cm? surface). In order to measure the flux in the lower range, the same dosimetry
system currently employed at the Chiplr facility [125}/126] was set-up. This system is based
on a silicon diode and works as a pulse counter. Due to the limited bandwidth, the system
can be employed only for a proton flux below 10° p/cm? /s, which was anyway sufficient to
cover the full range of interest for these tests. Since this system is based on energy deposition
measurements in silicon (and it is rather thick with respect to the range of low-energy protons
in silicon) it was also used to determine the actual energy of the protons in the beam.

Fig. depicts the proton spectra in terms of normalized counts for each mono-energetic
irradiation from 0.5 to 3 MeV. When it comes to energy resolution, it is shown that the mono-
energetic beams actually have a gaussian shape centred at the selected energy. While the
measurement and acquisition chain can partly contribute to widening the measured FWHM,
this is thought to contribute for less than 10%. Nevertheless, it is noted that the FWHM can
be in the order of 100-120 keV. A few of the spectra are also slightly skewed towards lower
energy and those at high energy also exhibit a secondary mode with a magnitude which is of
less than 5% that of the main mode.

4.1.3 KVI-CART

The Kernfysisch Versneller Institute (KVI) [127] hosts the Center for Advanced Radiation
Technology (CART) which operates the AGOR cyclotron. This cyclotron can be used to
accelerate protons, light and heavy ions in energy range and with penetration capabilities
compatible with the space standard for SEE testing [79].

Proton testing

The cyclotron can be tuned to extract protons with a primary energy of 120-190 MeV or
30-90 MeV. However, it is more convenient (in terms of time to prepare and calibrate the
beam) to tune the cyclotron at the highest energy and to obtain intermediate lower energies
by degradation. Therefore, during the tests, the cyclotron was tuned to 190 MeV (note that
due to the double scattering foil the protons actually have a maximum energy of 184 MeV
at the DUT position) and degraded energies of 164, 124, 80 MeV were used. Concerning the
low energy range, the cyclotron was tuned to 66.5 MeV and degraded energies of 50 and 40
MeV were used.

Energy degradation is obtained by combining different sets of aluminum slabs with vari-
able thickness. Note that upon degradation the beam is no longer mono-energetic, so the
indicated energies are to be intended as peak energy of the resulting proton spectra. In
addition, the degradation shrinks the surface over which beam homogeneity can be attained.

While the dies of the targeted DUTs are small (typically less than 1 ¢cm?), in order to
save on irradiation time for other experiments, the SRAMs that were tested at KVI-CART
were irradiated in parallel. They were placed so that they were all falling within a square
with 10 cm side (see Fig. . The same beam size was used for both SEU and SEL testing.

The flux is tunable over several orders of magnitude (3 x 102 - 10° p/cm?/s). For the
purposes of the experiments in this thesis, a flux of 107 p/cm?/s was used for SEU testing
and fluxes of 10° - 107 p/cm? /s were used for SEL testing.

In terms of dosimetry, beam field size and homogeneity are measured with a lanex screen
scintillator and a CCD camera. These are used only during the beam calibration. The flux
is instead monitored with an ionization chamber that is permanently in the beam.
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Figure 4.4: Configuration of commercial SRAMs for SEU proton testing at KVI-CART [128].

Ion | Energy [MeV/n] | LET [MeV/(mg/cm?)] | Range(Si) [um] | Degrader
Xe 20.8 43.1 220 No

Ar 26.3 5.2 546 No

Ar 13.9 8.0 203 300 pm Al
C 88.6 0.23 11400 No

C 60.5 0.31 5820 5 mm Al
C 31.8 0.50 1850 8.5 mm Al

Table 4.1: Properties of the ions used during the KVI test campaign. The data are calculated
using SRIM .

Light and heavy ion testing

Light and heavy ions can also be accelerated by means of the same cyclotron used for protons.
The heaviest elements (Xe, Kr, Ar, and Ne) can be accelerated up to a primary energy of
30 MeV/n. The lightest elements (Ne, O, C, and He) can be accelerated up to a primary
energy of 90 MeV /n. The extraction beamline and the test area are also common to those
used for proton testing. However, a vacuum pipe is installed in order to deliver the ions at
the DUT position at the correct primary energy.

Nevertheless, the final step of the irradiation is performed in air (no vacuum chamber).
So, the primary energy is that at the vacuum pipe exit window, but it cannot be maintained
up to the DUT surface, which, in these experiments, was located 80 mm away. Degrading
plates can be inserted between the beam exit window and the DUT to further degrade the ion
energy (in order to boost the LET, while lowering the range). Both the in-air irradiation and
the degrading can affect the ion energy distribution. Expected mean energies were calculated
by means of SRIM considering the degrading material and the air distance. The used
configurations are reported in Table

Similar to protons, the beam field homogeneity is impacted by using degraders (see Fig.
4.5). However, for ion irradiations the attained homogeneity was more than enough since
only a single DUT was irradiated per run and it was placed in the center of the beam. The
size of the beam for the tests was 3x3 cm?. Note that the pencil ion beam is scanning this
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Figure 4.5: Beam field homogeneity for a 3x3 cm? Carbon beam undegraded (left) and
degraded with increasing aluminum thickness (center and right) [128§].

area at a 200 Hz frequency. Device tilting is also possible, but it was not exploited for these
measurements.

The beam intensity can change dramatically whether light or heavy ions are used. In the
heavy ion configuration the average flux can be in the 102 - 3 x 10* ions/cm?/s range. In the
light ion configuration the average flux can be further increased up to 5 x 10° ions/cm?/s.

Flux monitoring is achieved by means of four pulse counters that are located on the four
edges surrounding the collimator and the counts are calibrated to the flux at the center of the
field based on the ionization chamber measurements. Other beam characteristics are assessed
in the same way and with the same instruments as for protons.

4.1.4 PSI

The Paul Scherrer Institute (PSI) is a research center which is provided with several accel-
erating structures. Two of them are considered here since they can provide beams suitable
for irradiation of electronics. Both accelerating structures are cyclotrons. On the one hand,
pure proton beams from the PROSCAN accelerator are delivered at the Proton Irradiation
Facility (PIF). On the other hand, the protons accelerated by the High Intensity Proton
Accelerator (HIPA) are collided with fixed targets to generate spallation products. Only the
secondary beamlines surrounding targets M and E can be used for irradiation of electronics.
From these secondary beamlines beams of pions, electrons and muons can be extracted.

Pion testing

Mono-energetic pion testing was achieved at the mMI1 facility . Pions are generated
by colliding 590 MeV protons with a fixed target. The wM1 beamline is built to extract
secondary particles emitted in the spallation process and makes use of a double bending
magnet system as depicted in Fig.

Note that several particles are emitted from the target at the extraction angle of 22°.
In addition, despite the double bending magnet structure all charged particles sharing the
same momentum and charge can reach the wM1 irradiation hall, no matter their nature.
Therefore, the composition of the beam may change according to the momentum of the
particles extracted. Typically, the beam will be mainly composed of pions and electrons,
with a small component of muons. Due to the length of the beamline, pions will decay
into electrons before they reach the DUT if the magnets are set to extract the beam with
a momentum of 100 MeV/c or below. Therefore, pion testing can be achieved only for
momentum > 100 MeV/c. The pion contribution to the beam grows quasi-linearly with
increasing momentum, so that more than 95% of the beam at 350 MeV /¢ (the maximum
momentum at which the beam can be extracted) is composed of pions and only the remaining
5% of electrons (see Fig. @ All tests were performed with negative pions. Positive pion
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Figure 4.6: The piM1 beamline used to extract mono-energetic pion beams |130].

beams would be similarly contaminated by positrons, although a complete set of time of flight
measurements is not available.

The tests were performed by setting the magnets to extract beams with momentum of
130, 200, 270 and 345 MeV/c. Under such conditions, the resulting pions have energies of
51, 104, 164 and 233 MeV.

The beam is typically homogeneous over a surface with a 1 cm diameter, which is enough
to irradiate all the tested components (except the ESA Monitor for which only one die was
irradiated). The beam size is calibrated prior of the tests by means of a pixelated ionization
chamber.

The composition of the beam has to be taken into account because the dosimetry system
currently in place at the facility cannot discriminate between pions and electrons when it
comes to the online monitoring of the flux during irradiation. The used dosimetry instru-
ments were found to be compatible with providing a one-to-one correspondence between pions
and electrons, so that it is possible to multiply straight away by the particle concentration
(obtained through time of flight measurements) to separate the flux of pions from that of
electrons. For instance, since about only 5% of the beam is composed of residual pions at
130 MeV /c, the actual pion flux will be just 5% of that logged by the facility instruments.

A maximum flux of 3 x 10% 7= /cm?/s was attained at 345 MeV/c. However, the flux
progressively reduces to the point that at 130 MeV /c it is as low as 5 x 10* 7~ /cm?/s. The
variable flux provided several challenges as (i) the lower end is quite low for getting an
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Figure 4.7: Beam composition at the 7M1 for negative polarities as a function of the momen-
tum based on time of flight measurements performed by the facility [129]. Reprinted from
[14]. ©) 2020, Coronetti et al., licensed under CC BY 4.0.

appropriate amount of SEEs, thus requiring very long irradiations and (ii) the standard
instrumentation available at the facility could not measure the pion flux over the full energy
scale.

Three different sets of instrumentation were used for the online monitoring of the flux. For
high momentum (> 200 MeV/c) and high flux (> 5 x 10° 7~ /ecm?/s) the flux was obtained
by converting the current produced in an ionization chamber placed between the DUT and
the beam exit window. Whenever the flux was reduced below 5 x 10° 7~ /cm?/s it had
to be monitored by converting the signal of a scintillator placed just behind the DUT and
previously calibrated by putting it in place of the DUT in order to assess the beam attenuation
when passing through the PCBs. Finally, for the measurements at the lowest momentum
(130 MeV/c), the scintillator was again used in conjunction with the measurements of the
proton beam current before the target to extrapolate the pion flux.

In spite of all the complications introduced by the diverse instrumentation used the mea-
sured pion fluences provided quite compatible results when it came to use them for cross-
section measurements. Some SEU measurements were also repeated in a successive test
campaign and returned results compatible with a standard uncertainty on fluence of +10%.
Nevertheless, an uncertainty of £20% is used for calculation of the error bars later on.

Proton testing

Proton irradiation was carried out at PIF [131], which is a standard test facility for irradi-
ation of industrial electronics whose quality is assured by ESA. Currently, the PROSCAN
accelerator can be set to provide protons with primary energies of about 72 and 200 MeV.
Several intermediate and lower energies can be obtained by means of metal degraders. As
a result of degradation the beam becomes quasi-monoenergetic around the energy given by
the facility. Typically, the beam can be considered to be quasi-monoergetic down to 17 MeV.
Further degradation is possible, but at that point the beam is composed of a broad spectrum
of protons. This configuration can actually be used to perform low-energy proton measure-
ments according to the method described by Dodds et al. [21], although it is necessary to
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measure the actual proton spectrum.

Standard degradation can be obatined by inserting in the beam before the DUT different
combinations of copper slabs of variable thickness (see Fig. . In order to further reduce
the energy thin aluminum slabs can also be used. These were placed after the collimator and
the ionization chamber and immediately before the DUT.
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Figure 4.8: Test position at the PIF facility showing the degraders, the collimator and the
ionization chamber.

The standard collimator of 5 cm diameter was used for the irradiations of single devices.
The flux can be tuned over several orders of magnitude. However, it is noted that fluxes as
high as 5 x 108 p/cm? /s can be attained only when the accelerator is set to a primary energy
of 200 MeV. On the other hand, when setting the accelerator to 72 MeV primary energy the
maximum flux is below 2 x 107 p/cm?/s. Degrading the 200 MeV beam to 100 MeV resulted
in a flux reduction of a factor of 2. Degrading the 72 MeV beam down to 17 MeV resulted
in a flux reduction of a factor of 7. Given that the further aluminum slabs were placed
downstream the ionization chamber used to monitor the flux, it cannot be guaranteed that
the flux measured by the ionization chamber was that actually reaching the DUT.

4.1.5 RADEF

The RADiation Effect Facility (RADEF) makes use of the K-130 cyclotron at the
University of Jyvéskyld to accelerate heavy ion and proton beams. The facility also belongs
to the ESA consortium of facilities for irradiation of industrial electronics. No data from the
heavy ion beams were collected for the work of this thesis, so the ion cocktail is not described.
On the other hand, low-energy proton data were collected for one of the tested devices and
are used in this thesis.

Protons can be provided by the cyclotron in the 6-55 MeV energy range.Lower energies
are obtained by aluminum foil degradation of the primary beam and energy selection is
achieved by means of magnetic bending. An energy resolution lower than 200 keV can be
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4.2. DESCRIPTION OF THE EXPERIMENTAL SETUPS

Ion | Energy [MeV] | LET [MeV/(mg/cm?)] | Range(Si) [um]
Ar 379 10 121
Cr 013 16 108
Kr 769 324 94
Rh 972 45.8 89
Xe 995 62.5 73

Table 4.2: Properties of the ions used during the UCL test campaign.

achieved for low-energy protons. The beam is scattered before the last 90° bending magnet,
which is used to select the most appropriate energy. A vacuum chamber is installed at the
end of the beamline to enable low-energy proton testing and the vacuum is typically set
for irradiations below 10 MeV. The flux varies according to the energy of the beam in the
10* - 3 x 10® p/cm?/s range. Beam homogeneity over a surface of 5 cm diameter can be
guaranteed for any test energy.

In contrast to CNA, data on the proton spectrum were not collected at the time of the
tests and it is not possible to verify which is the actual FWHM of the mono-energetic beams.

4.1.6 UCL

The Université Catholique de Louvain-la-neuve (UCL) operates the CYCLONE cyclotron to
accelerate heavy ion and proton beams. The facility also belongs to the ESA consortium of
facilities for irradiation of industrial electronics. Some heavy ion SEL data of COTS ICs were
collected for this thesis thanks to the collaboration with CNES. The data of the heavy ions
used during this test campaign are reported in Table

All irradiations were performed in vacuum on delidded samples. Each device was irradi-
ated singularly making use of the beam spot of 2.5 cm diameter. The flux can be tuned over
a quite wide range (10'-10% ions/cm?/s). All ions in the cocktail are accelerated to an energy
of ~ 9 MeV/n.

4.1.7 Other facilities

Several other measurements were performed in other facilities here not explicitly mentioned
because the data are not used for the thesis. A summary of all the data that were collected
along with a description of the concerned facilities is available from a dedicated radiation
effects data workshop publication [134].

4.2 Description of the experimental setups

4.2.1 Targeted devices

This thesis deals primarily with hadron interaction with matter and consequences for elec-
tronic devices. Device technology can significantly impact the radiation susceptibility. While
several devices from different families can be sensitive to SEEs from heavy ions, the number of
devices sensitive to SEEs from hadrons (mainly through indirect ionization) is more limited,
especially in the case of destructive SEEs.

SRAMs are quite common devices in both space [135] and accelerator applications [10,|11].
These devices are quite sensitive to SEEs. SRAMs manufactured with older technologies
(> 100 nm) are typically more prone to latchup, whereas newer technologies can also manifest
upsets from weakly ionizing particles. Thus, SRAMs are quite useful when it comes to
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Reference Manufacturer | Technology [nm] | Array size [Mbits] | Datecode
AT86166H-YM20-E Atmel 250 16 1817
BS62LV1600EIP55 Brilliance 180 16 9254

LY62W20488ML Lyontek 180 16 1529
CY62157EV30LL-45ZSXI Cypress 90 8 1437, 1843
CY62167EV30LL-45ZX A Cypress 90 16 1525, 1843

CY62167GE30-45ZXI Cypress 65 16 1731
RADSAGA 65 nm SRAM KU Leuven 65 32 kbits N/A
IS61WV204816BLL-10TLI ISSI 40 32 1650

Table 4.3: Main characteristics of tested SRAMs. The background color indicates the purpose
of the tests: blue: SEU, white: SEL.

assessing general reliability trends in electronics used in accelerator equipment thanks to the
high sensitivity and wide application.

Given these features, SRAMs are used in both space and accelerator application as mem-
ory devices for digital processing as well as radiation monitors to determine the particle fluxes.
An in-depth characterization of the devices is needed for both contexts. For the former, mea-
suring the sensitivity to the various particles and energies can help determining an event
rate for the application. For the latter, measuring the sensitivity to various particles can
help deconvolving the flux of the various particles in an unknown or not well characterized
radiation environment as well as to monitor the radiation levels relevant for the reliability
of other electronics (e.g., this is typically performed to separate the contribution to SEUs of
HEHs and thermal neutrons to determine the respective fluxes).

For all these reasons, several SRAMs manufactured in a wide range of technologies
(250 nm to 40 nm) were irradiated. Following CERN necessities for the development of dis-
tributed systems and the new trends in space, most of the tested devices are COTS (i.e.,
devices which have not undergone any process to make them more resistant to radiation or
any harsh environment, e.g., vacuum, thermal, etc.). The complete list of memories consid-
ered in this study is reported in Table in descending order of technology node size.

A few exceptions are present. While sensitive to SEUs, the Atmel SRAM (also known
as ESA Monitor) is radiation hardened to TID and does not suffer from SEL. The RAD-
SAGA 65 nm SRAM is a custom-designed SRAM manufactured in 65 nm TSMC technology,
currently available as a test chip with a limited array size (the second version embeds 786
kbits).

The datecode can be used to determine to which lot of production a device belongs and
the radiation response may change from lot to lot. For the two Cypress 90 nm SRAMs, in
some cases, memories with different datecodes were tested, given that it was not possible to
procure again devices with the older datecode.

4.2.2 Test configuration

Other than the devices, the setup and the conditions under which the SEE cross sections
were measured are important. For instance, the applied core voltage has a significant impact
on both the SEU and SEL susceptibilities and, similarly, the temperature can strongly affect
the SEL response.

SEU testing

Three test setups are used for SEU testing. The ESA Monitor and the RADSAGA SRAM
have their respective testing setup. On the other hand, the commercial SRAMs share the
same test setup. The ESA Monitor test setup is the one commercially available. That of the
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RADSAGA SRAM was developed at KU Leuven and that of the commercial SRAMs was
developed at CERN.

SRAM SEU testing consists in writing the whole array of the memory, irradiating it in
standby mode and reading up the whole array in search for discrepancies with respect to
the original pattern that was written. The reading operation was typically performed at
a fixed frequency during irradiation. In a few cases, the SRAM was read only after the
beam was removed. The former was generally preferred in order to assess the progress of the
measurements and to adjust the particle flux. The latter was used more rarely, for instance,
in the second version of the RADSAGA SRAM this was basically a need given the very long
readout time of the readout interface (22 seconds). The ESA Monitor readout also takes up
to 5-10 seconds, typically. On the other hand, the readout of the commercial SRAMs can be
completed in just 1.5 seconds. No thorough investigation was conducted on whether the two
approaches would lead to different cross-sections for the targeted SRAMs, but the few cases
in which this was assessed did not hint at any difference in this respect.

The ESA Monitor and the commercial SRAMs were written with a checkerboard pattern
(alternation of 0’s and 1’s in physically or logically adjacent addresses), whereas the RAD-
SAGA SRAM was written with all 1’s. While there are some SRAMs showing asymmetric
behavior with respect to the information stored in the memory cell (in particular for multiple
bit/cell upsets [136]), this was not a topic of investigation here. The checkerboard pattern
can anyway be considered as a valuable tool to assess the average response of the cells. The
RADSAGA SRAM [137] was designed so that this asymmetry would not be possible.

For all the tests, the commercial SRAMs were powered at a nominal I/O voltage of
3.3 V. Following Dennard scaling this may result in a core voltage of 1.0-1.2 V [138]. The
ATMEL SRAM of the ESA Monitor is biased at 3.3 V (I/O), which according to the same
scaling would result in a 2.0-2.5 V core voltage. Finally, the core voltage tuning is the main
characteristics of the RADSAGA SRAM. It can be varied continuously in the 0.3-1.2 V range
from a 1.8 V (I/O voltage). In order to characterize the device and assess the variable SEU
sensitivity, measurements were typically taken at 0.3, 0.6, 0.9 and 1.2 V core voltages.

Apart from the ESA Monitor and the RADSAGA SRAM, which are manufactured with-
out any packaging on top of the die, the commercial SRAMs are enclosed in a thin package
made of epoxy. While the package can have a thickness below 500 pm, this is enough to alter
significantly the energy at the sensitive volume of the chip or to even stop certain particles
before they can reach the sensitive volume. This is the case of short range particles such
as ions and low-energy protons. Data collected with these particles were thus attained on
delidded samples (on which the package was removed chemically or mechanically to expose
the die). For high-energy hadron testing the package has a negligible effect above 50 MeV.
For these irradiations, samples with or without package were used promiscuously.

For almost all of the memories it was not possible to perform MCU analysis. This requires
access to the logical-to-physical mapping (which is proprietary information in case of the
commercial SRAMs). While the ESA Monitor embeds that kind of mapping, this is not
resolved down to the single addresses, but just to chunks of 32 kbits. Therefore, it cannot
be used to determine MCUs. Thanks to a collaboration with LIRMM (which has obtained
the logical-to-physical mapping of the Cypress 65 nm SRAM) it was possible to extract some
information on MCUs for the Cypress 65 nm SRAM, that is reported in section

SEL testing

Brilliance and Lyontek SRAMs are tested with the same setup. No programming on the
SRAM is performed for this kind of test and only the Voo and ground pins are connected to
the power supply. For all the measurements that were accomplished, the I/O bias was set to
3.3 V.

SEL data for these SRAMs were collected only with high-energy hadrons. Hence, all
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devices were irradiated with the original lid. Heavy ion data for the Brilliance SRAM are
available from previous studies [15]. All experiments were performed at room temperature
(maximum junction temperature is worst case for SEL [135], however the scope was not
device qualification in this case).

A Keysight E3648A was used to monitor the input current to the SRAM. Note that the
maximum current was set to 0.5 A in order to protect the SRAM from permanent damage.
While the nominal current of these memory is below 1 mA, both memories can suffer from
high-state currents of several hundreds of mA. Latchups were detected under the following
conditions:

e the input current increased above 10 mA;
e the high-current state was maintained for at least 600 ms (hold time).

The power supply was set to cut the bias to the SRAM after the hold time had elapsed. The
reset time was set to 900 ms. After the reset time the bias to the SRAM was restored and
the test continued. Note that the flux for SEL testing had to be adjusted so that, on average,
the mean time between two SELs was at least 10 x (hold time + reset time). This criterion
is applied in order to ensure the correct removal of the SEL. Whenever the current passed
the 10 mA threshold for shorter times than 600 ms, this was considered a micro-latchup (it
can also be bus contention) and not accounted for the cross-section calculation.

SEL data were collected on a single device and the test was stopped whenever 100 SELs
were detected for each tested particle and energy. No a posteriori device characterization was
executed on the tested devices to check whether they were still programmable. However, no
power consumption variations were identified on the irradiated samples.

4.3 Experimental data

In this section the whole data collection from the devices listed in Table 4.3 and for the
targeted facilities described in Section is reported. Note that not all targeted devices
were tested with all the beams. This is because either the devices were not sensitive to that
particular beam (e.g., ESA Monitor not sensitive to low-energy protons) or the device was
not yet available at the time of the test (e.g., RADSAGA SRAM not yet taped out at the
time of the pion tests).

The data are reported graphically for direct comparison. More complete information can
be found in the indicated test reports and publications.

The datasets are subdivided in such a way that the information on experimental data
are easily accessible for the two studies on SEEs from singly-charged particles in Chapters
and [6] For this reason, some of the high-energy proton data are reported in both of the next
subsections.

All the data are presented with error bars calculated at 95% confidence level. The error
bars for the cross-section o were computed considering the relative uncertainties on the fluence
given by the facility and on the number of events according to the following formula:

5o\ [ON\?
%5 is typically provided by the facility to account for the dosimetry measurement uncertain-
ties. Well calibrated facilities typically report an uncertainty of +£10%. For facilities such as
7M1, whose beams are more rarely employed, a larger uncertainty was assumed (i.e., £20%).
%V is the uncertainty on the number of events, which decreases with an increasing number

of observed SEEs (N) according to the following formula, where the 2 is given by the 95%
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confidence level:
N _ 2 (4.2)
N /N

Given the large number of events collected, for SEUs the error bar is typically dominated
by d¢. For SELs the number of events is lower (i.e., in the order of 100), so N is not negligible
with respect to §¢.

Although it is rarely the case for the data here reported, whenever the number of SEEs
was quite low, upper bounds to the cross-section were calculated according to a Poisson
distribution at 95% confidence level [139].

Note that error bars are always plotted in each of the following figures. However, for
those plots in which the cross-sections can vary by 3-5 orders of magnitude, the error bars
are always too small to appear in the plot.

4.3.1 Comparison between high-energy pions and protons

In order to assess whether high-energy pion and proton cross-sections would differ, several
irradiations were performed at PSI and at KVI-CART for both SEU and SEL sensitivities.

SEU data
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Figure 4.9: SEU cross-sections of high-energy pions and protons for the ESA Monitor (left)
and the ISST SRAM (right). Reprinted from [14]. (©) 2020, Coronetti et al., licensed under
CC BY 4.0.
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Figure 4.10: SEU cross-sections of high-energy pions and protons for the two versions of
the Cypress 90 nm SRAM, (left) 8 Mbits, (right) 16 Mbits. Reprinted from [14]. (©) 2020,
Coronetti et al., licensed under CC BY 4.0.

Fig. (left) depicts the SEU cross-sections of high-energy pions and protons as a
function of energy for the ESA Monitor. The pion data were collected at the 7M1 facility
at PSI and the proton data at the PIF facility at PSI. For all the tested energies the proton
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cross-section is rather stable with a slight increase at lower energies. The pion cross-section,
on the other hand, increases of a factor of 2.5 from 50 to 100 MeV and remains quite high
up to 233 MeV.

Fig. (right) depicts the SEU cross-sections of high-energy pions and protons as a
function of energy for the ISSI SRAM. In this case the proton data were collected at KVI-
CART. The ISSI cross-sections for both protons and pions are of the same order of magnitude
as those of the ESA Monitor. Observations are also similar, though in this case the 50 MeV
pion cross-section is closer to that of protons. Again, an increase of a factor of 2.5 is visible
for all data-points above 100 MeV.

Fig. [4:10] depicts the SEU cross-sections of high-energy pions and protons as a function of
energy for the two Cypress SRAMs, which do not have the same exact cross-section. Proton
data were collected at KVI-CART. For both protons and pions the cross-sections are about
one order of magnitude higher than those of the ISSI and the ESA Monitor. Again, the
proton cross-sections are rather stable for all the tested energy range, although they slightly
decrease at lower energy. For the pions, the cross-sections increase by factors of 2 and 5 for
the two SRAMSs, respectively, at energies > 100 MeV.

Tabulated SEU cross-sections can be found in the test reports |128,/130] and the data
workshop paper [134].

SEL data

To the best of the author’s knowledge, no other pion SEL cross-sections are available in the
literature than those performed for this work. For both Brilliance and Lyontek SRAMs the
pion data were collected at 1M1 at PSI.

Fig. (left) depicts the SEL cross-section for high-energy pions and protons as a
function of energy for the Brilliance SRAM. Proton data were collected at both PSI (30 and
230 MeV) and KVI-CART (all other energies). There are some important differences among
SEU and SEL data for both proton and pions. For both particles, the cross-sections are
seen to decrease towards lower energy. For protons, the SEL cross-section is over one order
of magnitude lower at 30 MeV and a factor of 2 lower at 50 MeV with respect to 200 MeV.
Similarly, the pion cross-section is a factor of 2 lower at 50 MeV than at 200 MeV. In contrast
to SEUs, however, at 50 MeV, the pion SEL cross-section is still more than a factor of 2 higher
than that of protons.
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Figure 4.11: SEL cross-sections of high-energy pions and protons for the Brilliance SRAM
(left) and the Lyontek SRAM (right). Reprinted from [110]. (©) 2021, Coronetti et al.,
licensed under CC BY 4.0.

Fig. [4.11| (right) depicts the SEL cross-section for high-energy pions and protons as a
function of energy for the Lyontek SRAM. Proton data were fully collected at KVI-CART.
The behavior of the Lyontek SRAM is similar to that of the Brilliance SRAM. However, the
pion SEL cross-section at 50 MeV is even a factor of 4 higher than that of protons.
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Therefore, while for SEUs the measured pion cross-section was higher only for data-points
at energies > 100 MeV, for SEL the pion cross-section was found to be higher for all the tested
energies.

Tabulated SEL cross-sections can be found in the test reports [128}/130].

Other than the cross-sections, another interesting phenomenon differentiates pion and
proton SEL responses. This is the intensity of the high-current states. Note, however, that
the analysis of the available data is limited by the fact that, during the data acquisition, the
power supply was set to deliver a maximum of 0.5 A. Therefore, events provoking higher
current states than this limit are still logged as if the current was only 0.5 A.

80| 3 51 Mev 70/ =3 p* 164 MeV
70/ == 104 Mev [ n~ 164 MeV
[ 164 MeV 60

60| 3 233 Mev
R X 50
n 50 0
5 € 40
2 Z
# 30 # 30

20 20

10 f 1 10— e |‘

| |
09350 0.375 0.400 0.425 0.450 0.475 0.500 0.525 0.550 0(.)350 0.375 0.400 0.425 0.450 0.475 0.500 0.525 0.550
SEL current (A) SEL current (A)

Figure 4.12: (Left) Histogram of the high-current states for the Brilliance SRAM for all the
tested pion energies. Note that the red line for the 0.5 A bin is behind the green line. (Right)

Histogram of the high-current states of the Brilliance SRAM for pions and protons at 164
MeV. Reprinted from [110]. (©) 2021, Coronetti et al., licensed under CC BY 4.0.

Fig. (left) is a histogram of the high-current states from pion SELs at all the tested
energies. Note that, irrespectively of the energy, most of the high-current states (i.e., 60-80%)
are associated to currents as high as 0.5 A and that the severity of the SEL slightly increases
with energy.

Fig. [4.12| (right) is a histogram of the high-current states from pion and proton SELs
at the common energy of 164 MeV (comparisons for other exact energies are not possible,
however, comparisons for similar energies show very similar histograms as the one in this
figure). It is interesting to note that less than 40% of the SELs from protons yield currents
of at least 0.5 A, whereas for pion, more than 70% of the SELs are above this limit.

The differences in the distributions of high-current states are somewhat unexpected.
While it is known [119] that the point at which the energy is deposited is important to
establish both the probability of a SEL and its magnitude, it is unlikely that, given the quite
good level of statistics, pion strikes for all tested energies could occur more often at the most
sensitive area(s). In addition, pion and proton SELs are both triggered by similar indirect
ionization mechanisms and, as it will be shown later, at energies above 100 MeV their nuclear
reactions release particles with similar LET distributions. Therefore, it would be expected
that, letting aside the statistical uncertainty, their high-current state distributions would
match, unless of course different parts of the circuit are diversely impacted by one particle
than the other.

4.3.2 Comparison among low- and high-energy protons and ions

The primary goal is to assess the contribution of low-energy protons to the total upset rate
in space and accelerators of deep sub-pm SRAMs. In order to do that the SRAMs were
experimentally characterized for their low- and high-energy proton cross-sections as a function
of the proton energy. Note that, as explained in Chapter [3] the mechanisms behind low-
and high-energy proton induced upsets are different. For this reason, and to determine the
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complete dataset needed to calculate space upset rates, ion cross-sections as a function of LET
were also measured. Low-energy proton data can also be expressed as a function of LET given
that their upsets are triggered by direct ionization and can be, in first approximation (the
LET of protons will vary much more in the SV than for high-energy ions), compared with
ions.

Low- and high-energy protons

When considering low-energy protons, the cross-section can vary of several orders of magni-
tude within a few MeVs or, sometimes, even a few hundreds of keVs. On the other hand,
high-energy proton cross-sections do not vary as much. For this reason, the data are presented
with logarithmic scale energy units in order to magnify on the low-energy region.

Energy resolution is a big deal when performing low-energy proton testing. Even if the
devices are delidded, the few microns of the BEOL still contributes to (i) slow down the
protons and (ii) to scatter them in such a way that their trajectories may be deviated of a
certain angle. Therefore, it is actually a spectrum of protons that reach the SV of the device.
For the sake of data presentation in this section, the low-energy proton data are presented
considering the energy as given by the accelerator before interaction with the BEOL. The
presence of the BEOL is the primary reason why the low-energy proton peak is shifted in
energy between one device and the other.
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Figure 4.13: Low- and high-energy proton experimental cross-sections as a function of proton
energy for the RADSAGA 65 nm SRAM at various core voltages. Lines appearing from below
are upper bounds. Reprinted with permission from [134]. (©) 2020, IEEE.

Fig. presents the experimental proton cross-sections for the RADSAGA 65 nm
SRAM as a function of the primary proton energy for four different core voltages cover-
ing the full range available. Low-energy proton data were measured at CNA and high-energy
proton data at PSI.

As the plot shows the sensitivity of the memory can be tuned effectively when varying
the applied core voltage for the whole energy interval. The core voltage (on which the critical
charge depends) impacts more the low-energy part of the curve than the high-energy part.
For instance, if one takes the ratio between the low-energy peak cross-section and the high-
energy saturation cross-section this decreases from about 10* to 10?> when switching from 0.3
to 1.2 V. In addition, the higher core voltage (and thus the higher critical charge) also plays
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a role towards intermediate energies (2-10 MeV). At 0.3 V the cross-section decreases less
sharply than at higher core voltages. Indeed, for all voltages but the lowest, the intermediate-
energy cross-section is either similar or lower than the high-energy cross-section.
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Figure 4.14: Low- and high-energy proton experimental cross-sections as a function of proton
energy for the ISSI 40 nm and Cypress 65 nm SRAM [134].
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Figure 4.15: Low-energy proton experimental cross-sections as a function of proton energy
for three different units of ISSI 40 nm SRAM measured at RADEF and CNA. Reprinted with
permission from [134]. (©) 2020, IEEE.

Fig. presents the experimental proton cross-sections for the ISSI 40 nm and the
Cypress 65 nm SRAMs as a function of proton energy. Both memories were tested only at
the standard core voltage given by supplying the SRAMs with a 3.3 V I/O voltage. For
the ISSI SRAM the low-energy proton data are those measured at RADEF, whereas for the
Cypress SRAM they are those measured at CNA. High-energy proton cross-sections were
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measured in both cases at KVI-CART.

In spite of their higher core voltage, these memories display low-energy proton cross-
sections almost as high as those of the RADSAGA SRAM at 0.3 V. Indeed, the ratios
between the low-energy peak cross-section and the high-energy saturation is also in the order
of 10* for both SRAMs. Concerning intermediate-energy, the cross-section is seen to decrease
faster in both cases, but the high-energy value is reached only at around 3 MeV, making
them an intermediate case between the RADSAGA SRAM at 0.3 and 0.6 V.

Considering the RADEF dataset, the ISST SRAM is the one for which the low-energy
peak cross-section and the high-energy saturation cross-section is higher (3.3 x 10%). ISSI
SRAMs were also tested at CNA. Fig. depicts the comparison between the RADEF data
and those of two different units tested at CNA. Note that the memory tested at RADEF was
not tested at CNA, so the data in the figure belong to three different units. Therefore, while
the RADEF data are typically higher than those at CNA, it is not possible to conclude
whether these differences are a matter of precision in the dosimetry or if these are indeed
intrinsic differences among the various units. It is worth mentioning that all the SRAM
belong, nonetheless, to the same fabrication lot.

There are many features of interest from this comparison. Even if the peaks of the three
cross-sections do not match (up to a non-negligible factor of 10 difference), they are seen
to occur at the same energy (between 600 and 800 keV). So, it is possible to assume that
the material in the way (BEOL thickness and average composition) between the beam and
the SV was the same, otherwise the peak would have been shifted. Other differences are
less easy to explain, even when considering only the two units tested at CNA (to remove
the dosimetry aspect). The first unit shows a higher peak cross-section, but, at the same
time, its cross-section falls off much faster with energy than for the second unit. This seems
to be quite in contradiction because one would normally assume that a lower critical charge
would be responsible for both the higher peak at low-energy and the higher cross-section at
intermediate-energy, but here it is not the case.

The observed differences among different units may be related to the fact that for weakly
ionizing particles (such as low-energy protons), the fact that not all the cells are identical (i.e.,
that there is a distribution of retention voltages, or critical charges, within the memory array)
may play a role in differentiating one memory from another while leaving the high-energy
response rather unaffected.

Low-energy protons and ions

Both low-energy protons and ions can deposit enough energy to trigger an SEU by direct
ionization. For ions having a sufficient range (40 pm [79]) it is possible to assume that the
LET is constant along the ion track (or at least within the depth of the SV, which for SEU
it is typically much shorter).

The LET of low-energy protons, on the other hand, is not as simple to determine. Fig.
shows the simulated proton spectra of several mono-energetic and gaussian (FWHM
= 120 keV) proton beams after transport through the BEOL of the ISSI memory (whose
composition is known from SEM analysis). Sticking to mono-energetic protons, the protons
after the BEOL are no longer mono-energetic after passing through the BEOL. They also
display quite wide peaks (as observed also in [140]). In order to account for not fully mono-
energetic beams at the facility, Gaussian beams with a FWHM of 120 keV have also been
considered. The main difference with respect to mono-energetic cases is that the peaks are
even more spread towards both higher and lower energies.

For the mono-energetic 0.6 MeV case, only 80% of the primary protons made it through
the BEOL, while the remaining 20% have stopped within the BEOL. For the gaussian case
the difference is not so high in this respect, considering that 75% of the primary protons
went through the BEOL. These data are indicative because, in principle, one would need to
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Figure 4.16: Simulated low-energy proton spectra of mono-energetic and gaussian (FWHM
= 120 keV) proton beams after transportation through the BEOL of the ISST memory.

correct the measured cross-sections according to the lower fluence at the SV.

LET distributions of these proton spectra can be computed by means of softwares like
SRIM , for instance. However, SRIM returns the ’initial’ LET of the particle and, although
providing also the range (according to a continuous slow down approximation), it does not
account for the fact that protons of such low-energy will lose all their energy within fractions
of a micron or a few microns.

Therefore, other than the initial LET computed by SRIM, an approximated calculation
of the average LET based on the residual proton kinetic energy Ej and the range R in silicon
is calculated as follows: 5

k
LET(Ex,R) = R (4.3)

The main justification for this formula stands in assuming that the protons will lose all
their energy within their range in silicon rather than an energy given by the product of their
initial LET and the range.

Up to this point, no assumptions on the thickness of the SV have been made. If the proton
has a range much longer than the SV thickness, then it can be assumed that the proton LET
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through the SV will indeed correspond to the initial LET. For cases in which the range is
shorter than the SV depth, eq. would be a better approximation.

For readability, the LET spectra calculated for the two methods are reported only for the
case of primary mono-energetic protons.

Fig. [4.17] provides a comparison of the LET spectra of protons from mono-energetic
beams based on either the initial LET from SRIM or the LET calculated with eq.
and indicated with Eg. It is noted that the LET distribution calculated upon eq. are
generally narrower than those obtained with the initial LET. However, the spread for 0.6 MeV
is in both cases quite large. Therefore, whichever LET value is chosen to plot the data for
comparison with ion cross-sections, it will be associated with a large error bar. It is also noted
that the maximum LET that can be achieved through eq. is lower than the maximum
tabulated value for protons (around 0.55 MeV/(mg/cm?) [141]). Actually, looking into the
data for 0.7 MeV, an asymptote at 0.5 MeV/(mg/cm?) can be recognized for the calculation
based on eq. . At the same time, for all energies > 0.75 MeV, the LET distribution from
eq. (4.3 provides typically higher peak LETSs.
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Figure 4.17: Low-energy proton LET spectra of mono-energetic proton beams after trans-
portation through the BEOL of the ISSI memory. Data in red are those extracted from SRIM
[48], data in blue are those calculated with eq. (4.3]).

The LEP data will be plotted in the following figure along with the ions by placing each
data-point at the peak LET calculated following eq. . Using a single LET (no matter
which method is followed) is associated with an uncertainty due to the fact that there is not
a unique LET, but rather a spectrum. Data will therefore be presented with the horizontal
error bars to account for the uncertainty on the LET.

One of the main assumptions behind both the initial LET extraction and the LET cal-
culation in eq. is related to the actual composition and thickness of the BEOL through
which it is necessary to transport the mono-energetic protons. This information vary from
one device to another and they are not always available for commercial devices. Using an
equivalent thickness of SiOo may be helpful for these cases. One can deduce this equivalent
thickness from the experimental data themselves. These data show a minimum primary en-
ergy at which the cross-section is not null before the peak. This information can be used to
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deduce that protons below the peak energy will likely (mostly) stop within the BEOL and not
reach the SV. Based on this, one can estimate the thickness of SiOs required to completely

stop the proton transport.
Therefore, a SiO2 BEOL of 6 um will stop protons with energy below 0.6 MeV before the
BEOL, whereas 10 pm will stop protons with energy of roughly 0.8 MeV.
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Figure 4.18: Low-energy proton and heavy ion cross-sections as a function of LET for the
RADSAGA 65 nm SRAM when tuned at 0.3 V. Weibull parameters: g = 1.7 x 1078
cm?/bit, LETy = 0.07 MeV/(mg/cm?), W = 1 MeV/(mg/cm?), s = 2.4. Reprinted from
[109]. (© 2021, Coronetti et al., licensed under CC BY 4.0.

10°8
— 1079
=
2
~ -10
c 10
L
c 10711
°
kS)
% 10—12
A " o — Weibull
o101 ¢ 4 Protons - RADEF
O @ Protons-CNA1
10~ ¢ '. ¥ Protons - CNA 2
w L 2 lons - KVI
1071 100 10!

LET (MeV/(mg/cm?))

Figure 4.19: Low-energy proton and heavy ion cross-sections as a function of LET for the ISSI
40 nm SRAM. Weibull parameters: osq = 9.56 x 10~ cm? /bit, LETo = 0.09 MeV/(mg/cm?),
W = 16 MeV/(mg/cm?), s = 1.8.

Fig. presents the low-energy proton and ion cross-sections for the RADSAGA SRAM
as a function of LET. A Weibull fit is also shown and its parameters are reported in the caption
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Figure 4.20: Low-energy proton and heavy ion cross-sections as a function of LET for
the Cypress 65 nm SRAM. Weibull parameters: o5 = 1 x 1077 cm?/bit, LETy = 0.09
MeV/(mg/cm?), W = 12 MeV/(mg/cm?), s = 1.9. Reprinted from [109]. (©) 2021, Coronetti
et al., licensed under CC BY 4.0.

of the figure. Note that the Weibull parameters were obtained by fitting ion and low-energy
proton data by hand rather than with a fitting algorithm. The reason is that low-energy
proton and ion cross-sections at similar LET did not agree very well with each other. So,
the fitting algorithm would rather be very imprecise or not converge at all. Indeed, when
differences were quite remarkable, the Weibull was calculated to fit the ion data preferably.

The RADSAGA SRAM is actually the memory for which the differences between low-
energy and ion cross-sections of similar LET are smaller. It is reminded that ion data-points
were obtained with carbon ions with much longer range.

Fig. shows data in the same fashion, but for the ISSI SRAM. This is the SRAM for
which the situation differs the most. The plot shows not only the RADEF data, but also the
CNA data of the other two units. The peak low-energy proton RADEF data are a factor of
50-100 higher than the respective carbon data at the same LET. The CNA datasets are still
a factor of 10 and 5 higher than the ion data.

At lower LET, the proton data for RADEF still seem to belong to the same curve as the
ions, whereas the CNA data clearly points towards a much higher LET threshold.

The ISSI is also the only case for which visible error bars for the LET can be seen (compare
Fig. for the quite wide LET distributions at 0.6 and 0.65 MeV. However, these two
LET distributions are very different and it is quite unlikely that the first would return a
higher cross-section than the second.

Fig. shows data for the Cypress SRAM. The situation is more similar to the RAD-
SAGA SRAM, inasmuch as the discrepancy between low-energy proton and ion data is just
of a factor of 3 maximum.

It is hard to conclude the reason behind the observed discrepancies. The introduced
approximation does not play a role for the proton LET because the proton LET cannot be
higher than 0.55 MeV/(mg/cm?). However, the proton data for the ISSI SRAM are more
compatible with LETs of 4 MeV/(mg/cm?) for the RADEF data and of 1-2 MeV/(mg/cm?)
for the CNA data. One possible explanation that was proposed for SOI SRAMs [85] is that
LEP yields a much higher count of MCUs than light ions of same LET. However, though this
cannot be verified for the ISSI SRAM, it will be verified for the Cypress 65 nm SRAM.
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4.3.3 MCU analysis

In highly integrated devices, MCUs are nowadays expected to contribute for a very significant
portion of the total soft error rate. Furthermore, they can more easily defy error correction
schemes when their multiplicity increases. Nowadays, MCUs were seen to contribute for even
20-50% to the total SER from HEHs depending on the cell technology [142]. MCUs are
events that, although still related to a single particle strike, can cause logic state changes in
more than one cell within the memory device. One can then define several types of upsets
based on the cell multiplicity: 1CU (1-cell upset), 2CU (2-cell upset), etc., and determine the
cross-section of each of them and their respective contribution to the total SEU cross-section.

Whenever available, the logical-to-physical mapping of the memory can be used to convert
the logical address into a physical position within the memory array. Such information is not
always available. Thanks to the collaboration with LIRMM (and their collaboration with
Cypress) it was possible to retrieve some MCU information that could provide additional
insight on the previous points.

Other than the logical-to-physical mapping, in order to retrieve MCUs, it is necessary to
perform the readout of the memory with quite high frequency (i.e., the memory has to be
read several times while under irradiation). This makes negligible the probability that two
upsets close-by were caused by two different particles and not by the same one.

The algorithm that is used to determine if an upset is a 1CU or if it belongs to a cluster
requires some time and space resolution triggering. Following the LIRMM approach [143]144],
for every upsets the algorithm search for other upsets occurring in the surrounding 43 cells
in both x and y (resulting in a square composed of 7x7 cells). If another upset is found
within the considered cell span, the operation is repeated recursively until there are no more
close-by upsets to the most external flipped bits in the cluster.

In terms of time resolution, the search is done over 41 second with respect to the times-
tamp at which the upset under consideration occurred. Considering that the typical readout
frequency for the Cypress SRAM was 5 seconds, this further reduces the search to the single
readout entry in the raw data log.

With respect to the work done by LIRMM ([143,144], the very first result is that, although
the algorithm is now powerful enough to resolve for various types of MCUs, the data did show
only MCUs type A (those previously described) and no MCUs type B, C or D (which are
typically due to readout artefacts). This confirms that the data used to calculate SEU cross-
sections in the previous paragraph are real SEUs occurring during the standard operation of
the memory.

Similarly to what has been done before, the idea is to compare MCU data among particle
types and energies.

Fig. presents the MCU event cross-sections for 1CU and MCUs with multiplicity
of 2-10 for various proton primary energies. Sticking to this plot it appears that MCUs of
high-multiplicity are not happening due to direct ionization from low-energy protons, given
that only 1CUs and 2CUs are observed at around 1 MeV. Also, the event cross-section of
2CUs is two orders of magnitude lower than that of 1CUs, so even the real 2CU cross-section
(multiplicity times the event cross-section) contributes for only 2% or less to the total SEU
cross-section.

On the other hand, from 2.5 MeV a few event with higher multiplicity appear. At even
higher energy both the multiplicity and the event cross-section of each MCU increase. That
is, the 2CU event cross-section is less than one order of magnitude lower than the 1CU event
cross-section.

The real MCU cross-section there shown is defined as follows:

20
OMCU,real = Z m X OmCU,event (44)

m=2
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Figure 4.21: MCU event cross-sections for 1-10CUs for the Cypress 65 nm SRAM as a function
of the proton energy. The real MCU cross-section is also plotted.
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Figure 4.22: MCU event cross-sections for 1-10CUs for the Cypress 65 nm SRAM as a function
of LET for low-energy protons (circles) and low-LET ions (triangles).

In the equation, m is the multiplicity (going from 2 to 20) and 0,,ct event is the event
cross-section of multiplicity m. Therefore, oarct rear is obtained by the sum of all the bits in
error no matter the multiplicity of the MCU.

As shown in Fig. the real MCU cross-section can equate the 1CU cross-section for
HEPs. Therefore, it can contribute to about 50% of the total HEP SEU cross-section, which
in accordance with the literature findings for 65 nm technology may indicate that the
memory cells have a triple well structure (this technique consists in adding a N+ or P+ layer
underneath the p- or n-doped substrate and has the advantage of reducing noise and SEL

sensitivity [145]).

The non-negligible amount of MCUs is likely the reason why a single RPP model may
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fail to describe the HEP cross-section and why, under the assumption that all SEUs were
individual, one has to employ a nested RPP to recover the experimental cross-section. Indeed,
large MCU multiplicity and event cross-sections are typical of heavy ions (where > 99% of
the upsets can be MCUs).

Fig. depicts the MCU event cross-sections for 1CU and MCUs with multiplicity
of 2-10 for low-energy protons and low-LET ions. Higher LET ions are also plotted for
comparison. Similarly to what was observed before, it is noted that also for light ions the
2CU event cross-section is a couple of orders of magnitude lower than the 1CU event cross-
section. Therefore, it is possible to conclude that the discrepancies experimentally observed
between the cross-sections of LEPs and ions of similar LET are probably not due to MCUs,
at least for this bulk silicon SRAM.

On the opposite, towards 0.5 MeV/(mg/cm?) ions can also have MCUs with higher mul-
tiplicity than 2, although their cross-section is also typically very small if compared to that
of 1CUs.

The other interesting thing is that the 1CU event cross-section seems to reach a saturation
for 0.5 MeV/(mg/cm?) at 1072 cm?/bit. Actually, this is not at all a saturation, given that
the 1CU event cross-section further reduce to 1071° cm?/bit at LET above 10 MeV /(mg/cm?)
(whereas the total SEU cross-section is as high as 10~7 ¢cm?/bit). This means that, at high
LET, 1CUs contribute for only 0.1% to the total SEU cross-section.

4.3.4 Heavy ion SEL data on COTS devices for the CNES Strateole2 at-
mospheric balloon

A few additional COTS devices were tested in collaboration with CNES for the Strateole2
atmospheric balloon mission. Information on the experimental setup to measure SELs is
not provided because it is CNES proprietary information. The data are used in the context
of the thesis in Chapter [7] for the analysis of HI SEL predictions and upper bounds based
on the HEH test results. Differently from the other data taken from the literature, these
data have never been published. Heavy ion Weibull parameters were collected following SEL
cross-section measurements at UCL and are reported in Table Only normal incidence
irradiations at room temperature were performed.

Reference Type LET, [MeV/(mg/cm?)] | 04t [cm?] | W [MeV/(mg/cm?)] | s
741V C3G17DC Schmitt trigger 20 2.0x 1076 26 3.1
ADUM1100BRZ Isolator 10 4.0x107° 25 3.7
CD74HC4068M Multiplexer 40 1.3x107° 15 4.8
MAXG6301ESA+ | Supply supervisor 5 1.6 x 107° 20 1.3
MCP23018E/MJ Expander 12 2.5x1071 38 1.7
MCP6292E/MS Op-amp 28 25x 107° 38 3.8

Table 4.4: Heavy ion SEL Weibull parameters for the CNES Strateole2 atmospheric balloon
COTS devices tested at UCL.
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Chapter 5

Direct ionization from protons

The topic of soft errors induced by direct ionization from protons in highly integrated ICs
can already benefit from a substantial amount of literature. However, given the absence of
standardized practices on how to determine the PDI upset impact in space missions, deter-
mining the expected proton upset rate in orbit from the experimental data remains mostly
an open question. Therefore, several prediction methods are investigated and compared.

PDI may also be relevant for accelerators, though neutrons of various energy scales are
supposed to be the dominant contributors.

The experimental data for the targeted devices demonstrate a very high LEP cross-
sections if compared to HEP and HI cross-sections. A main focus of this chapter will be
devoted to the building of representative SV models based on these experimental data. These
can later be used to determine the upset rate in space by means of full transport MC.

Experimental data also showed small-to-large differences when comparing the upset cross-
sections of LEPs and ions of similar LET. However, the underlying physics does not seem to
provide an answer for that. It cannot be excluded that the observed divergence among the
cross-sections was actually due to collateral aspects, such as differences in dosimetry among
LEPs and ion facilities, differences in manufacturing processes on a part-to-part basis or
even different contribution of MCUs to the total SEU cross-section (although the latter was
excluded at least for the Cypress 65 nm SRAM).

Upsets from protons with energy < 20 MeV are not caused only by direct ionization, but
also by other mechanisms related to indirect ionization. This topic is covered by comparing
the MC simulation results of FLUKA and G4SEE.

While MC simulations are supposed to provide a representative picture of what happens
in the SV of a device, there are always some uncertainties at play that can affect both
the modelling and the prediction of the upset rate due to PDI. For instance, as it will be
mentioned later, the models built in the paper [109] were based on the assumptions that both
the RADEF and CNA data were fully mono-energetic, although it was shown that they were
not. In addition, in the paper, the BEOL itself was built upon assumptions and assuming
a generalized SiO9 equivalent thickness. Finally, the critical charge is typically not identical
among different cells of the SRAM, but this was not taken into account initially. The effect
of all these approximations on the upset rate is also evaluated.

5.1 Modelling of sensitive volumes

5.1.1 Modelling rules applied in this work

Building representative sensitive volume models is an iterative task that can be achieved
through MC simulations. However, the modelling of the SV of the three SRAMs under
consideration (RADSAGA, ISSI and Cypress 65 nm) into RPPs enabled establishing some
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easy-to-use rules that can be extended to the modelling of the SV of any SRAM, provided
the SRAM is sensitive to PDI and a sufficient amount of experimental data is available. As
will be shown later, there are two options on the table: the single RPP and the nested RPP.
The first step of this iterative method stands in understanding whether a single RPP model
would be suited to represent the experimental data. Only when this is not the case, a nested
RPP is used to fix the HEP cross-section.

The experimental data needed to build a representative RPP model of the SV are the
LEP, HEP and HI cross-sections with a sufficient amount of data-points with respect to
energy and LET. Although this is a very empirical approach, it should be reminded that the
RPP model shall still bear some physical link with the SV size and the actual critical charge.
Having as many experimental data-points as possible can help fine tuning the SV model.
For all the three targeted devices (RADSAGA, ISSI and Cypress 65 nm) the data-set was
rich enough to build quite reliable models that were returning very faithful numerical MC
cross-sections.

The single RPP is mainly characterized by the geometrical sizes of the RPP volume. The
simplest version is that of a cubic RPP. In this case only the side of the volume is necessary.
More complicated cases can rely on RPPs based on three different sides. In this work it was
always assumed that the face of the RPP normal to the beam at the facility was square with
side dgpp and, in first approximation, that the thickness, tgpp, of the RPP was also identical
to dgpp. However, this first tentative RPP was found not to allow a correct representation
for all the targeted devices, so the thickness was also, in the case of the RADSAGA SRAM,
used as a free parameter.

The second important parameter of the sensitive volume is the critical charge (or the
critical energy or the LET threshold). It is possible to determine the critical charge by
measuring the retention voltage (according to eq. [2.7]), but this also requires the knowledge of
some construction parameters of the SRAM, which are not available for the targeted devices.
As an alternative, the critical charge can also be determined by experimental measurements
of the LET threshold. However, this is a quite complicated task when considering devices
that are sensitive to LEPs because the LET threshold will be very low. As earlier mentioned,
using low-energy protons may be inadequate because of the energy spread in the BEOL
(which may also be uncertain in thickness and composition) that yields an LET spectrum at
the SV. Long range low-LET ions can be more useful in this sense, although one should take
care not to mistake indirect ionization SEUs for direct ionization SEUs.

One can solve the problem related to the determination of an appropriate critical charge
by profiting from the fact that the MC simulation returns how the cross-section of a certain
RPP varies with this parameter. Therefore, through an iterative process, one can find a
combination of RPP geometrical sizes and critical charge that returns numerical LEP, HEP
and HI cross-sections that match those measured experimentally.

The final parameter to tune in the RPP model is the BEOL. Unless known (as it is for
the RADSAGA SRAM, because manufacturing rules were known, and for the ISSI SRAM,
by SEM analysis), some hypotheses can be made by simplifying its composition to a single
material (e.g., SiO2) of an equivalent thickness.

Fig. is meant to explain some easy-to-use rules to define a first single RPP out of the
experimental LEP, HEP and HI cross-section data. The figure shows the proton cross-section
as a function of energy and the heavy ion cross-section as a function of LET. The arrows
highlight some of the peculiarities of the two responses that can be used to model the single
or nested RPP.

The green arrow points at the peak of the LEP cross-section. The geometric size of the
single cubic RPP can be determined, in first approximation, as:

drpp = tRPP = \/OLEPpeak (5.1)

In most of the cases assuming tppp = drpp may be enough. However, it is noted that, for
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Figure 5.1: Modelling of single and nested RPP characteristics from the experimental LEP,
HEP and HI cross-section data. The blue arrow indicates the reference energy to determine
the BEOL thickness, the green arrow indicates the LEP peak to determine the SV size, the
yellow arrow the slope needed to determine the SV thickness and the boxed HI data are used
to generate the outer SVs in order to match the HEP data.

some SRAMSs, a better representation of the response between the LEP peak and 10 MeV
can be achieved by varying the thickness of the RPP. The example reported in the figure is
that of the RADSAGA SRAM at 0.3 V. This is the case in which there is a clear benefit from
varying the thickness of the SV (orange arrow). Typically, lower thickness at same critical
charge will result in higher proton cross-sections.

As said, for commercial SRAMs BEOL thickness and composition are typically unknown.
However, one can use the experimental LEP data and devise an equivalent SiO9 thickness.
Indeed, the cross-section at energies less than the LEP peak is not lower because the device is
less sensitive to protons of these energies, but because there are less protons than those used
to determine the cross-section (through the fluence as measured by the facility) that can reach
the SV. Indeed, if there was no BEOL, the full low-energy curve would be shifted towards
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the proton Bragg peak (= 50 keV). In the case in the figure (blue arrow) between 700 and
800 keV fewer and fewer protons can reach the SV. The BEOL can thus be built so that the
cross-section out of MC simulations would be null in this energy range (or nearly null). As a
result, for instance, it is determined that to have a null cross-section just below 800 keV for
the RADSAGA SRAM one would need a BEOL with an equivalent SiO5 thickness of around
12 pm.

Even if not shown directly in the graph, the experimental cross-sections have to be
matched by using the same critical charge. Therefore, the critical charge is determined
as the one that provides the best fitting to the whole experimental data-set for that RPP.

Building a single RPP upon the aforementioned design rules can allow a fair representa-
tiveness of the low- and intermediate-energy proton experimental cross-sections. However, in
spite of any attempt at iteratively varying the parameters, it may not be possible to simulta-
neously match the LEP, IEP and HEP cross-sections by means of the single RPP. Typically,
when the LEP (and IEP) cross-sections are matched, the HEP cross-sections are lower by a
factor of 2 or more with respect to the experimental measurements. One of the reason behind
this is that there is an impact from MCUs in the total HEP SEU cross-section (as there is in
even larger abundance in the HI SEU cross-section).

The problem here is that often it is not possible to separate 1CUs from MCUs because
the logical-to-physical mapping of the SRAM is not available. Nevertheless, it is noted that
the heavy ion cross-section may exceed the size of the single physical cell (typically a 65 nm
6T SRAM has a cell surface of 0.5-0.7 um? [146], which corresponds to dgpp = 700-850 nm).
Therefore, what it is retrieved is a single cell response that is no longer representative of the
single cell, but that it is describing phenomena involving a larger set of cells, i.e., the MCUs.

The original idea behind the nested RPP model is not that of building a cell that could
account for the impact of MCUs, though. Rather, it is that of considering an enhanced
sensitivity to secondary ions produced by HEPs outside of the SV and depositing energy in
its vicinity. This energy/charge is then collected to the SV by diffusion processes.

Anyhow, the main justification for using a nested RPP that can either take into account
the energy deposition of these additional secondary ions or the MCU contribution is that,
whether caused by one or the other, the upset rate in space will in principle follow the total
HEP SEU cross-section. Therefore, building a model that can account for the total HEP
SEU cross-section would provide more representative upset rates.

In order to achieve a higher HEP cross-section while leaving unaffected the LEP cross-
section, the nested RPP technique, described in section [3.3.2, can be implemented on top
of the single RPP. This makes use of the HI cross-sections (grey arrow and black box in
Fig. at high-enough LET with respect to that of LEPs to build secondary RPP volumes
surrounding the single innermost RPP. Several recipes are available for this fitting technique
that can allow to match the HEP cross-section. For the cases in this thesis, the various RPP
sides have been built so that:

drPp, = \/OHI, (5.2)

On the other hand, the thickness of each SV is kept constant and equal to that of the initial
single RPP (tRPPZ- = tRPP1)'

Once integrated together the responses of each simulated RPP will provide a single energy
deposition distribution that can be used to extract the cross-section and make sure that all the
RPPs are set to the same critical charge (after application of the charge collection efficiency).

5.1.2 Sensitivity to the various parameters

In order to show how the various RPP parameters impact the proton SEU cross-section, with
a particular focus on LEPs and IEPs, single RPPs with variable parameters can be compared
by varying one of the parameters while keeping the others constant.
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Figure 5.2: Variability of the proton cross-section with respect to the size of the cubic
RPP: (left) critical charge is kept constant (0.96 fC), (right) LET threshold is kept constant
(0.16 MeV/(mg/cm?)). Obtained with FLUKA.

However, it is noted that while the RPP side drpp is quite independent from the other
parameters, the thickness of the RPP trpp is intertwined to the relationship between the
critical charge and the LET of the device. Since in the first parametric analysis, cubic RPPs
(hence dgrpp = trpp) of various sizes are considered, the comparison is performed both at
constant critical charge and at constant LET.

Fig. depicts the proton SEU cross-sections of RPPs of various size (typical of deep
sub-um technologies). In the left side plot the critical charge is kept constant among the
various RPPs, letting the LET( rescale according to the RPP thickness.

As earlier mentioned, the LEP peak cross-section will vary so that it tends to the size
of the RPP surface (d%pp). At the same time a larger RPP is also associated with a larger
HEP cross-section. All these variations can be reconducted to the fact that having a larger
surface will increase the probability that a proton will pass through the SV and either deposit
enough energy to trigger a direct ionization upset or interact with a silicon nuclei and trigger
an indirect ionization upset.

It is also noted that, when the critical charge is kept fixed among different volumes the
largest variations in the cross-section are observed in the IEP region. This is due to the fact
that with a thicker volume a larger amount of energy can be deposited in the SV also from
protons with higher energy, i.e., the Bragg peak of I[EPs is closer to the SV than for a thinner
volume.

The right plot in Fig. shows that this is no longer the case when the LET threshold
is kept constant. All RPPs tend to have the same exact slope and IEP cross-sections due to
the fact that it is always the same portion of the proton spectrum that can cause upsets by
direct ionization.

The variations with respect to the RPP size, for constant LET, (Fig. right), for
LEPs and HEPs are notably very similar to those on the left plot (though, for HEPs the
fixed Qcri¢ brings wider spread than the fixed LETy), which indicates that the cross-section
here is not that sensitive with respect to the LET of the LEPs or to the LET of the secondary
ions produced by HEP-silicon interactions.

As a second case, dgrpp is kept constant, but tgpp is taken as free parameter in order to
assess how the proton cross-section varies in thinner or thicker SVs.

Fig. [5.3|portrays the sensitivity of the proton cross-section for a SV with dgpp = 650 nm,
whose thickness is varied from 250 to 1050 nm. In the left plot, the critical charge is again
kept constant, while the LET is allowed to vary according to the thickness of the RPP.

It is noted that the LEP peak cross-section is typically identical among all geometries of
the RPP. Only for the very thin RPP the maximum is not reached due to the increase in
the LET( that would, in that case, exclude a large part of the proton spectrum from causing
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Figure 5.3: Variability of the proton cross-section with respect to the thickness of the RPP
(with constant dgpp = 650 nm): (left) critical charge is kept constant (0.96 fC), (right) LET
threshold is kept constant (0.16 MeV/(mg/cm?)). Obtained with FLUKA.

upsets. Concerning HEPs it is noted that the variability is much smaller than that achieved
by varying the RPP side. This is due to the slight variation in LETy that can allow lower
LET secondary ions to contribute to the response when the thickness is increased. Concerning
IEPs, the situation is somewhat similar to that of the RPP side.

The right plot in Fig. [5.3] shows that, when the LET threshold is kept constant, the
variability with respect to the thickness is almost negligible for LEPs and HEPs. In addition,
when the thickness is larger than the side of the cube (> 650 nm) the variability with respect
to the thickness is also minimal for the IEPs. However, for thinner SVs, a shorter thickness
forces the increase of both the IEP cross-section and a part of the HEP cross-sections.
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Figure 5.4: (Left) Variability of the proton cross-section with respect to the critical charge.
The RPP here considered has dgpp = 650 nm and tgppp = 250 nm. (Right) Improvement of
the HEP cross-section attained by means of the nested RPP for the RADSAGA SRAM com-
pared against the single RPP with dgpp = 640 nm and tgpp = 250 nm and the experimental
data. Obtained with FLUKA.

Keeping now the RPP geometry fixed, it is possible to assess the variability with respect
to the critical charge (and given the fixed thickness, this would correspond also to a variation
of the LETy). An RPP with dgpp = 650 nm and tgrpp = 250 nm is considered. Fig. [5.4]
(left) depicts how the proton cross-section for this RPP would vary for critical charges in the
0.1-1.7 fC range. For information, the model that mostly resembles the RADSAGA SRAM
experimental cross-sections for LEPs and IEPs is that with 0.55 fC.

It is evident that even slight variations of the critical charge can already yield very different
results. For instance, for a critical charge of 0.28 fC (half of the most faithful one) the direct
ionization effects would be important also at IEP and potentially at HEP energies, so that
the cross-sections would be 1-2 orders of magnitude higher. On the other hand, increasing the
critical charge by roughly 50% (0.86 fC) will even start to affect the LEP peak cross-section,
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bringing down the 1.1 MeV point and yielding slightly lower values at 0.9 and 1 MeV. The
IEP cross-section would be underestimated by 2 orders of magnitude. In contrast, the HEP
cross-section is not severely affected.

Going to the extreme case, the LEP peak cross-section is completely lost and so is the IEP
behavior, whereas the HEP cross-section is just about a factor of 2 lower. This cross-section
starts to be more similar to those of the 90 nm Cypress SRAMs [134].

The improvements provided by the nested RPP with respect to the single RPP for the
RADSAGA SRAM in terms of HEP cross-section is depicted in Fig. (right). Details of
the model are reported in the next section. Thanks to the nested RPP the HEP cross-section
is about a factor of 2 higher than with the single RPP, while not affecting neither the LEP
or the IEP cross-sections. This improvement is necessary in order to be sure that, when the
LEP upset rate will be compared to the HEP upset rate, the two are both reproduced in the
best possible way.

Table 5.1: Single and nested RPP model for HEPs compared to the experimental 1CU, MCU
and total SEU cross-sections for the Cypress 65 nm SRAM.

Energy 10U oMCU OSEU OsingleRPP OnestedRPP
(MeV) (cm? /bit) (cm? /bit) (cm? /bit) (cm? /bit) (cm? /bit)
40 5.95x 1071% | 383x107™ | 9.78 x 107 | 3.80x 10~™ | 1.01 x 10713
80 5.06 x 10714 | 408 x107™ | 9.14x 107 | 283 x 10~ ™ | 9.05 x 10~ 14
186 3.67x107 | 4.06x 107 | 7.73x 107 | 258 x 10714 | 6.75 x 10~

Table[5.1]provides a comparison of the experimental 1CU, MCU (see defintion in eq. ([4.4))
and total SEU cross-sections and the simulated single and nested RPP cross-sections for the
Cypress 656 nm SRAM. The purpose of this comparison is to check whether the single RPP
model, cleansed from the MCU events, is capable of reproducing also the HEP 1CU cross-
section (as it does for the LEP 1CU cross-section). It turns out that the single RPP provides
an underestimation of the 1CU cross-section in the order of 30-50%. Therefore, a nested RPP
would be needed even to recover the 1CU HEP cross-section.

5.1.3 RPP models validation

Three devices were modelled for the LEP study. The information of each model is reported
in Table 5.2

For the ISST SRAM three LEP data-sets are available and they differ consistently with
each other. Given the previous analysis, it is clear that it will not be possible to fit all the
experimental data with a single model. This is because both the LEP peak cross-section and
the slope of the IEPs are different from one another and will require different RPP dimensions
and critical charges. Given that the RADEF experimental data provide a worst case in terms
of both the LEP and IEP responses (expected upset rate in space will be the highest) these
data were taken for the modelling of the ISST SRAM.

The single RPP of the ISSI SRAM is based on a cube of 310 nm with a BEOL with 6 um
SiO2. As shown in Fig. the proposed single RPP provides already a quite satisfactory
match for the LEP and HEP experimental data without need of reiterating on a nested RPP.
If the CNA data were to be used, on the other hand, given that the experimental HEP cross-
section is common to the various LEP data-sets, a nested RPP would have been needed to
fit the HEP data as well (LEP data requiring smaller RPP).

The ISSI experimental data were those affected by the largest discrepancies not only
among LEP data-sets, but also among IEP data-sets and even when comparing LEP cross-

66



5.1. MODELLING OF SENSITIVE VOLUMES

Table 5.2: RPP models for the three SRAMs under consideration. Reprinted from [109]. ©)
2021, Coronetti et al., licensed under CC BY 4.0.

ISSI SRAM
BEOL 6 pm, Qurt = 0.96 fC
SV side (nm) SV thickness (nm) o
310 310 1

RADSAGA SRAM
BEOL 12 um, Q¢+ = 0.55 fC

SV side (nm) SV thickness (nm) a
638 250 1
996 250 0.077
1304 250 0.050

Cypress 65 nm SRAM
BEOL 10 pm, Qi+ = 0.86 fC

SV side (nm) SV thickness (nm) a
360 360 1
984 360 0.057
1612 360 0.037
3160 360 0.007
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Figure 5.5: Comparison between experimental and numerical cross-sections of mono-energetic
LEPs and HEPs (right) and LEPs and HIs (right) for the ISSI SRAM. Concerning simulations
in the right plot, note that only ion simulations are reported. Obtained with FLUKA.
Reprinted from [109]. (©) 2021, Coronetti et al., licensed under CC BY 4.0.

section with those of ions with same LET. The figure clearly shows that the IEP part of the
proton curve is the one that mostly diverges from the experimental data. In the paper [109]
it was shown that this part of the curve is not so important when it comes to convert the
cross-section into an upset rate in space. This is because in this energy region the fluxes
are comparable to those from LEPs, but the cross-section is already 3-4 orders of magnitude
lower. In particular, reducing the thickness of the RPP would have enhanced the cross-
section in the IEP area. However, it would have also enhanced that around the LEP peak
(for, e.g., 1 MeV), causing a much higher LEP upset rate with little gain on the IEP uspet
rate accuracy.

Concerning the ion simulations, it is shown that this single RPP can provide reliable
estimations for high-LET ions as well as for the lowest LET carbon data-point. On the other
hand, the estimated MC cross-section for the other carbon ions with slightly larger LET
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progressively diverge from the carbon data-points, while converging to the LEP data-points.
This is not so surprising considering that for both proton and ions of similar LET the main
mechanism of upset is coming through direct ionization.

Therefore, FLUKA and the physics of direct ionization seem to confirm that the cross-
sections of protons and ions in this LET region should coincide. In this case, it is not possible
to explain the mismatch by the lack of some physics in FLUKA given that identical results
were found with Geant4 based tools like G4SEE and CREME. The most likely explanation
is some data mismatch either due to the energy-LET or fluence measurement at the facility.
Indeed, it is noted that this energy region is close to the LET threshold of the modelled
RPP (the cross-section changes by two orders of magnitude between carbon ions of 0.24
and 0.5 MeV/(mg/cm?)). Therefore, an even slight uncertainty on these parameters can
drastically affect the result.
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Figure 5.6: Comparison between experimental and numerical cross-sections of mono-energetic
LEP and HEP (left) and LEP and HI (right) for the RADSAGA SRAM (0.3 V). Note that
in the right plot only ion simulations are reported. Obtained with FLUKA. Reprinted from
[109]. (© 2021, Coronetti et al., licensed under CC BY 4.0.
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Figure 5.7: Comparison between experimental and numerical cross-sections of mono-energetic
LEP and HEP (right) and LEP and HI (right) for the Cypress 65 nm SRAM. Note that in
the right plot only ion simulations (for carbon and argon ions used during the KVI-CART
experiments) are reported. Obtained with FLUKA. Reprinted from [109]. (©) 2021, Coronetti
et al., licensed under CC BY 4.0.

For the RADSAGA and Cypress 65 nm SRAM it was necessary to rely on the nested RPP
due to the insufficient fitting of the HEP data. Some details about the difference between
single RPP and nested RPP were provided in section [5.1.2

Fig. presents the comparison between the experimental data and the numerical data
of the nested RPP used for the RADSAGA SRAM when the core voltage is set to 0.3 V.
Given the LEP peak cross-section, an RPP side of 640 nm was selected. However, the IEP
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cross-section did not decrease as fast as for the other memories. Therefore, in this case the
thickness was progressively reduced from 640 nm to 250 nm to obtain the almost perfect
matching depicted in the figure.

The critical charge for this memory was set to 0.55 fC and the BEOL was initially set
to 12 um of SiOz. In order to fit the HEP data, two outer RPP volumes were added based
on the argon ion experimental data. The Xenon data-point was not considered because the
cross-section is already in saturation for the higher LET argon point. The data for these
additional volumes are reported in Table along with the charge collection efficiency (),
which, given the shared thickness among the three SVs, reduces to the ratio between the
LEP peak LET (0.4 MeV/(mg/cm?), it is noted that the results are almost unaffected if the
maximum proton LET is used instead) and the i ion LET.

The RPP model of the RADSAGA SRAM also shows quite good agreement to light and
heavy ion data, even though it is still possible to note that the simulated carbon ion data
tend to converge more towards the LEP experimental data than the ion experimental data
themselves.

The Cypress SRAM followed a similar approach to the RADSAGA SRAM for the mod-
elling. All data for this model are reported in Table Fig. [5.7 presents the model validation
for this SRAM. It is noted that the model well fits the LEP and HEP data. There is still
some discrepancy in the IEP region, which is again negligible for upset rate calculations.
Observations for ion data are the same as those for the RADSAGA SRAM.

Coming back to the appropriateness of the nested RPP model for a single cell, the RAD-
SAGA SRAM, despite being manufactured in 65 nm technology, does not respect the con-
struction standards and has SRAM cells with a surface of 1.78 um? (or cell side of 1.33 um).
Interestingly, the largest volume of the nested RPP has a side of 1.30 um, therefore, the nested
RPP can be considered appropriate to describe the bit flip sensitivity of the individual cell.

On the other hand, for the Cypress 65 nm SRAM, though it is not known which is the
exact size of the SRAM cell, it is clear that if standards are taken [146], at least the third
(1.6 pm side) and fourth (3.1 pm side) largest volumes would be much larger than the size
of a single 6T SRAM cell. Therefore, in this case, the nested RPP is forcing the responses of
multiple cells on top of that of a single cell. This is confirmed by the earlier reported MCU
analysis.

5.1.4 Angular dependency

The models were validated against proton and ion experimental data at normal incidence.
Although data at different angle of incidence are not available, it is worthwhile to show what
would be the response of the various RPPs to proton beams arriving at the SV with different
angles of incidence. This is because later these models are used to calculate the response
under 47 sr proton and ion fluxes representative of the actual configuration in space.

Fig. reports the simulated proton cross-sections as a function of energy for the RPP
models of the RADSAGA, ISSI and Cypress SRAMs, for different angles.

The plots have some characteristics in common. It is noted that the HEP response is
not strongly affected by the angle of incidence. This is because indirect ionization is the
dominant process.

On the other hand, the LEPs and the IEPs can be more severely affected. It is noted that
the peak LEP cross-section is seen to be lower at increasing angle of incidence. This is in
good agreement with experimental findings showing that the normal incidence cross-section
for bulk silicon SRAM is worst case at normal incidence [77].

It is also noted that the peak LEP cross-section moves towards higher energies with
increasing angle of incidence. This is consistent with the longer path of the LEPs through
the BEOL that makes higher energy protons more likely to arrive at the SV with very small
residual kinetic energy (and higher LET) than in the normal incidence case.
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At the same time, it is noted that the cross-section, at lower energies than the LEP peak
and at an angle of incidence > 0°, is not null, but it is usually around one order of magnitude
lower than it was at normal incidence.
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Figure 5.8: Angular response of the RPP models of the RADSAGA (top left), ISSI (top
right) and Cypress (bottom) SRAMs. Obtained with FLUKA.

For the IEPs, the data differ from one SRAM to the other. For the RADSAGA SRAM
the shift of the LEP peak also involves a much higher cross-section at energies up to 10 MeV.
On the other hand, no big effect is seen for the ISSI and Cypress SRAM.

5.2 Proton upset mechanisms with varying energy

5.2.1 A comparison between FLUKA and Geant4

As earlier introduced, in the context of this LEP study it was possible to identify some issues
related to the current implementation of the MC SEE tools implemented with FLUKA.

Fig. depicts the numerical FLUKA and G4SEE cross-sections with respect to the
experimental data. The RPP models used in FLUKA and G4SEE are identical for every pa-
rameter. However, while the two models well agree for the LEPs and the HEPs, they diverge
in the IEP region. FLUKA returns a much lower cross-section than that of experiments.
On the other hand, G4SEE is much more accurate at 2 and 6 MeV and shows just a larger
underestimation in between. Therefore, the model developed in FLUKA would be even more
accurate than what was portrayed in the previous section if the missing energy deposition
events where to be scored.

The reason behind these differences in the IEP region can be attributed to how differently
the single physical processes are handled within FLUKA and G4SEE. Fig. depicts the
SEU cross-section contributions of the nuclear elastic and the nuclear inelastic processes as
calculated with FLUKA and G4SEE for the ISSI SRAM in the 3-20 MeV energy range when
the critical charge is varied.

The differences between the inelastic processes in FLUKA and G4SEE are minimal (if the
3 MeV case is excluded, though the inelastic process is anyway negligible for GASEE, too).
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Figure 5.9: Comparison between the numerical cross-sections as determined from FLUKA

and G4SEE for the same identical single RPP proposed for the ISST SRAM. The experimental
data are also shown.
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Figure 5.10: Comparison between the numerical nuclear elastic and inelastic contributions
to the cross-sections, as determined from FLUKA and G4SEE, for the same identical single
RPP proposed for the ISSI SRAM.

The nuclear elastic process in FLUKA is internally enabled only starting at 10 MeV. As it
is clear from the plot, the absence of this process has a major impact on the estimation of
the total SEU cross-section, given that it is the most important according to G4SEE for the
3-10 MeV interval and is also significant at 20 MeV.

In addition to the energy threshold for the process, one can note that there are quite
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important differences between the nuclear elastic process of FLUKA and G4SEE for the
energies of 10 and 20 MeV that can also impact the total SEU cross-section. Therefore, it
seems that there can be other discrepancies on how the models are actually implemented in
FLUKA and Geant4.

Although the Coulomb single and multiple elastic scattering are not shown, it is noted
that, while the processes are actually simulated in terms of kinematics, energy deposition
events from these processes are not scored in FLUKA at the moment. Therefore, their
contribution to the SEU cross-section is null at every energy. In G4ASEE these processes are
present and their impact on the SEU cross-section is discussed in the next section.

5.2.2 Contribution of all the processes to the SEU cross-section

As shown in Fig. G4SEE can reproduce with better fidelity the proton cross-section
at intermediate energy. However, the potentialities of G4SEE allow having a deeper look
into the proton SEU mechanisms at basically any energy and to examine the contribution of
various relevant processes.

G4SEE simulations of the ISSI RPP were run to calculate the SEU cross-section resulting
from various physical processes. These processes are either electro-magnetic interactions such
as the direct ionization and the Coulomb elastic scattering (single and multiple) or nuclear
interactions such as nuclear elastic scattering and nuclear inelastic scattering.

As earlier shown, MC simulations enable a prompt assessment of the data with respect to
parameters such as the critical charge (or the LET threshold). Data for energies of 1-186 MeV
are presented in Fig. [5.11]

The eight plot figure allows assessment of what happens at each energy and how slowly
things change as the primary proton energy is increased. The critical charge of the ISSI
SRAM can be taken to be around 1 fC.

For 1 MeV (and also lower energies) only electro-magnetic processes are active. Therefore,
there are no energy deposition events generated by nuclear interactions of protons and silicon.
The direct ionization mechanism is largely dominating over the Coulomb elastic scattering.
However, the latter is the reason why, for SRAMs with higher critical charge (not sensitive
to direct ionization), one could still see a small amount of events even down to this energy.

At 2 MeV nuclear elastic interaction channels open. The only process available is the
nuclear elastic scattering, though. And, as one can see, while the deposited energies are
similar to those from Coulomb elastic scattering, the probability of such events is one order
of magnitude lower. Considering the global cross-section, at 2 MeV it is still dominated by
the direct ionization, though there start to be a small contribution from the Coulomb elastic
scattering.

At 3 MeV also the nuclear inelastic scattering channels open, although their contribution
is completely negligible. Nuclear elastic scattering, on the other hand, is now as important
as Coulomb elastic scattering. Together these two processes contribute in keeping the cross-
section around 1071% cm?/bit. Indeed, at 3 MeV direct ionization for the critical charge
of 1 fC becomes less important and contribute for only a small fraction to the total SEU
cross-section.

Moving to 6 MeV, the nuclear elastic scattering has further increased so that it becomes
the dominant mechanism for the reference critical charge. On the other hand, the probability
of Coulomb elastic scattering energy deposition events is starting to decrease and it is very
similar to that of inelastic scattering.

At 10 MeV the contribution of the nuclear inelastic scattering process starts to be im-
portant and, along with nuclear elastic scattering contributes to the SEU cross-section at
the reference critical charge. The main difference is that nuclear elastic scattering still yields
events depositing higher energy than inelastic scattering. Both electro-magnetic processes
are negligible from this energy upwards.
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Figure 5.11: Contributions to the proton SEU cross-section of various interaction mechanisms
as a function of the proton energy and the critical charge for the ISSI RPP. Obtained with

G4SEE.

At 20 MeV inelastic scattering overtakes nuclear elastic scattering, though both contri-
butions are almost equally important and reach the same level of deposited energy.

At increasing energy the differences between nuclear inelastic and elastic scattering keep
on growing. At 80 MeV, inelastic scattering is the most important contributor to the cross-
section, though nuclear elastic scattering still contribute for a small part. It is also noted that
the inelastic scattering now yields energy deposition events with higher energy than nuclear

elastic scattering.

73



5.3. PREDICTION METHODS AND THE D-FACTOR

At 186 MeV, the difference between the two nuclear processes are much higher. To the
point that, nuclear inelastic scattering is dominating the response thanks to the much higher
probability and the higher energies involved.
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Figure 5.12: Proton SEU cross-section of various interaction mechanisms as a function of the
primary proton energy for the ISSI SRAM. Obtained with G4SEE.

The findings from these plots can be also summarized by showing the proton SEU cross-
section for each process and how it varies as a function of the proton primary energy. This
is shown in Fig. 5.12]

As one can see, things change significantly for each process as the energy is varied. Direct
ionization is dominant up to 2 MeV and also still quite important at 3 MeV, though it
becomes negligible at 6 MeV. All in all, the direct ionization SEU cross-section sharply
decreases with increasing energy.

The Coulomb elastic scattering cross-section is always below 3 x 1071° cm?/bit. This
shows that this process is in most of the cases negligible and, as earlier mentioned, plays
a role only in the 3-6 MeV energy region where nuclear processes still have to develop and
direct ionization falls rapidly.

Nuclear elastic scattering processes are not relevant below 2 MeV. From there, the related
cross-section increases reaching an absolute maximum at around 10 MeV. However, the
process remains important for a quite large energy range and starts fading only above 50 MeV.
Therefore, it is noted that nuclear elastic scattering seems to be the reason why the proton
SEU cross-sections are higher at 20-50 MeV in highly integrated technologies than at energies
> 100 MeV. Therefore, the increase in the nuclear inelastic cross-section at these lower
energies (recall Fig. [3.2) is not the responsible mechanism.

Finally, the nuclear inelastic scattering seems to have a threshold at around 3 MeV and
starts becoming important only at 10 MeV and dominant only above 50 MeV. At even higher
energies, nuclear inelastic scattering is expected to remain the only relevant process.

5.3 Prediction methods and the D-factor

5.3.1 Methods for calculating the LEP upset rate

The reason why some stress was put upon the fidelity of the SV models in representing
both LEP and HEP cross-sections is that the resulting RPP can be directly submitted to a
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simulation having as input a radiation environment composed of the proton and/or ion spectra
(e.g., any space orbit). This way a MC calculation can directly provide the upset rate from
the various components of the spectra (i) without need to rely on any other prediction model
and (ii) allowing to determine the relative contribution of LEPs, HEPs and HIs to the total
upset rate.

For these kind of simulations the RPP and the surrounding materials are kept identical
to the previous beam simulations. However, the particle spectra are transported through a
metal shielding given that typically electronics is never exposed directly to the outer space,
but it is stored inside electronic boxes meant to ensure, among others, thermal insulation.
The most standard approach for space shielding consist in using a spherical aluminum cover of
equivalent thickness. Typically, 100 mils of aluminum are assumed for upset rate calculations
in space missions. However, sometimes, this is not that realistic and a larger or smaller
thickness may have to be employed.

As a result, the transported proton and ion spectra will maintain their isotropic nature
before reaching the semiconductor materials. Note that the RPP response to some of the
space particles may change according to the angle of incidence of arrival. Nevertheless, the
RPP models that were set up were validated only against experimental cross-sections collected
with normally incident protons and ions (given that data at a different angle of incidence were
not collected at the time of the experiments). Therefore, the isotropic response of the RPP
is that derived from the models defined at normal incidence through simulations and it is not
possible to say whether the data in section would fit actual measurements.

No prediction method for the upset rate from LEPs is currently standardized and widely
accepted. As introduced in Chapter 2] a few methods have been proposed. The most standard
way of calculating the upset rate would be to apply the same techniques that are used for
HEPs and HIs. Weibull fitting is one of them and it is based on the convolution of a cross-
section function (the 4-parameter Weibull) with the proton or ion spectra in the orbit of
interest. The 4-parameter Weibull, however, does not allow describing the low-energy part
of the proton SEU response.

In this vein, a technique based on the energy convolution of the experimental data can
be set up. A piece-wise linear approximation from one data-point to the next is used for this
purpose (a different interpolating function can also be devised).

Given the huge uncertainty on the actual LET of the protons reaching the SV, the LET
convolution of the low-energy proton spectra is not considered as a viable calculation method.

Lastly, as suggested by Dodds, experimental measurements from a degraded proton beam
were shown to be a promising way of calculating upset rates from LEPs, but such experimental
data are not available in the framework of this thesis. Therefore, in the paper [109], an
approximated method was used instead.

Concerning HEPs and HIs, on the other hand, the well established Weibull function
convolution with proton and ion spectra should provide the most reliable estimation. These
are also used in the Dodds’ method, for instance.

Table reports the upset rate from LEPs, HEPs and HIs calculated according to the
earlier introduced methods. The data for the upset rate from LEPs are all quite consistent,
i.e., the maximum variations is of a factor of 3. For HEPs the methods to compare are the
first three and they provide and agreement better than a factor of 2 for all devices.

For HIs only two methods are available, the MC simulations and the Weibull. Though
small discrepancies within a factor of 3 are again present for the RADSAGA and the Cypress,
more than one order of magnitude difference was found for the ISSI. The discrepancies are
indeed due to the fact that the RPP is built upon the LEP data and, thus, at low-LET the
cross-section follows the LEPs even in the case of the light ions, while this is not the case
for the Weibull convolution (which is only based on the ions). Indeed, the offset seems to be
very in line with the observed experimental differences.

75



5.3. PREDICTION METHODS AND THE D-FACTOR

Table 5.3: Comparison of upset rate prediction methods for LEP, HEP and HI for the RAD-
SAGA, ISSI and Cypress SRAMs. The ISS environment is used for all methods (500 km,

51.6°, solar min, 100 mils Aluminium). The upset rate units are events/bit/day. MC refers
to FLUKA. Reprinted from [109]. (C) 2021, Coronetti et al., licensed under CC BY 4.0.

RADSAGA
Method URyEep UR.Ep URyg

Energy convolution 5.42 x 1077 8.49 x 107 X
Weibull 457 x 1077 X 2.65 x 107
MC environment 3.04x 1077 | 1.47x107° | 4.07x 1077
Convolution Dodds 457 x 1077 1.43 x 107° 2.65 x 10~7
MC Dodds 457x 1077 | 485x107% | 2.65x 1077

ISSI

Energy convolution 4.06 x 1078 | 6.27x 1077 X
Weibull 3.81 x 1078 X 3.90 x 107
MC environment 233x107% | 5.76x 1077 | 5.34x 1078
Convolution Dodds 3.81x107% | 1.20x107°% | 3.90x 107*
MC Dodds 3.81x107% | 912x10°7 | 3.90x 107

Cypress

Energy convolution 2.25 x 1077 1.92x 1076 X
Weibull 2.03 x 1077 X 4.02x 1078
MC environment 1.58x 1077 | 1.88x10°% | 1.10x 107
Convolution Dodds 2.03x 1077 | 341x10°% | 4.02x 1078
MC Dodds 203x1077 | 1.32x10°% | 4.02x10°8

This is the reason why in [109] the heavy ion MC results were discarded for all devices
and the Weibull convolution was used instead in analogy to the Dodds’ method.

Finally, note that, for all the targeted SRAMs, the URpgp is always from a minimum of
a factor 10 to a maximum of a factor of 100 larger than the URygpp and URpy;.

5.3.2 Results for some orbits and shielding

The paper [109] provides an extensive assessment of the reciprocal and absolute variability of
the upset rates from LEPs, HEPs and HIs in a few selected orbits that will not be re-listed
again here (the data are based on trapped protons and GCRs for LEO and also SPEs for GEO
worst day). In general it is observed that LEPs may be of concern for all LEO missions, no
matter the altitude and the inclination, due to the high LEP fluxes. On the other hand, for
the GEO in quiet conditions, the LEP fluxes are quite low if compared with the HEP fluxes.
Therefore, LEPs do not contribute significantly to the total upset rate. However, during
stormy conditions, also GEO missions can suffer from LEP events in measure comparable to
those of a medium altitude LEO mission.

Overall, the LEP contributions to the upset rate (no matter the calculation method) were
found to contribute for 65-99% of the total upset rate. Therefore, for many instances and for
these very devices LEPs are expected to be a potentially dominant contributor to the total
upset rate.

The paper [109] also provides some analysis about shielding by comparing the 100 mils
of equivalent aluminum case to that with 500 mils of aluminum.
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5.3.3 D-factor

The D-factor is a good metric to quantify the impact that direct ionization can have on the
total upset rate. It can be defined as the ratio between the total upset rate, including also
the LEPs, and the upset rate that would result only from HEP and HI sensitivities:

_ URgpp+URygr +URLpp

D
URpgp +URH;

(5.3)
By definition, the D-factor is 1 when the LEP contribution to the UR is negligible with respect
to the sum of the other two. On the other hand, when LEPs are no longer negligible the D-
factor can be considered as a safety margin that can be applied to the upset rate calculated at
the denominator to account for the LEP contribution without performing dedicated testing.
For instance, when the D-factor is equal to 2, it means that LEPs alone will contribute to
50% of the total upset rate, while the remaining 50% will be caused by the HEP and HI
combined. Above D = 5, LEPs will contribute for more than 90% to the total upset rate
(dominant contributor).

50

B RADSAGA
43.58

I ISS| 42.14
B CYPRESS

Orbit

Figure 5.13: D-factors for three space environments (ISS, a medium altitude LEO and the
GEO stormy conditions) and two shielding configurations (100 and 500 mils of Al). Data
were calculated based on the FLUKA MC simulations of the RPP models of the three devices.

Fig. [5.13| reports the D-factors calculated for three space environments and two shield-
ing configurations for the three targeted SRAMs. The D-factors were calculated following
FLUKA MC simulations of the proposed RPPs for HEP and LEP responses and using the
Weibull response for HIs. The orbits under consideration are the ISS (I1 and I5), a LEO
with 1400 km altitude and 52° inclination (L1 and L5), and the GEO under worst day solar
storm conditions (GW1 and GW5).

As the figure shows, for these three devices, the D-factor is typically larger or much larger
than 1. This indicates that the LEPs are expected to be an important, or even dominant,
contributor to the total upset rate no matter the orbit or the shielding configuration. The
RADSAGA SRAM, in particular, can reach D-factors of even 40 for a couple of conditions.

Typically, the targeted LEO, which is deep into the Earth’s proton belt, is very impacted
by the presence of LEPs. On the other hand, by comparing with the data in the paper
, it is clear that the LEPs become important for GEO only under solar storm conditions,
whereas they have only a minor or negligible contribution in quiet conditions.
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Shielding is usually beneficial, although the D-factors do not scale in the same manner
for different memories and orbits. This may be concerning considering that the sensitivity
with shielding can thus depend both on the actual device response and on the orbit, which
makes it harder to generalize.
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Figure 5.14: D-factors for three space environments (ISS, a medium altitude LEO and the
GEO stormy conditions) and two shielding configurations (100 and 500 mils of Al). Data
were calculated based on the energy convolution of the experimental cross-sections for the
three devices.

Fig. shows the D-factor calculated for the same devices and conditions, but by relying
on the energy convolution. The HI upset rate is again based on the Weibull interpolation
of the ion data only. This upset rate calculation method provides D-factors which can differ
by even a factor of 3 with respect to those from MC and are typically lower. The general
conclusion, however, is unchanged. Even with the energy convolution method the D-factors
are larger, or much larger, than 1. Therefore, the LEPs are still the most significant, and
sometimes dominant, contributor to the total upset rate.

It is noted that typically the RADSAGA SRAM is the one for which the D-factors are
lower for energy convolution than for MC simulations. One possible explanation is that using
this mono-directional response as a proxy to the response to isotropic fluxes for LEPs may
lead to stronger underestimations for this SRAM due to its particular high cross-section not
only at the LEP peak, but also in the IEP region.

For the ISSI SRAM the situation is less obvious. In some of the cases, the energy convo-
lution can return an even higher upset rate than the MC simulations, e.g., by almost a factor
of 2 for GW1, whereas for other cases it is either equal or slightly lower. One possible ex-
planation in this case is that the energy convolution is based on the RADEF data, which are
not as numerous around the peak LEP cross-section as those measured at CNA. Therefore,
when performing energy convolution the level of resolution is lower than that of RADSAGA
and Cypress SRAMs.

The Cypress SRAM is the memory for which the two methods are, overall, in best agree-
ment, given that the D-factors are typically within +30%.
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5.4 Evaluation of some uncertainties

As earlier introduced, the measurement of LEP cross-sections is plagued by strong uncertain-
ties and so are some other assumptions, e.g., the assumption that all cells will have the same
response as well as some modelling assumptions concerning the layout of the SRAM cells.
The combination of all these uncertainties can have strong impact on the determination of
the LEP upset rate. Therefore, in this section, some discussion on a few of these points is
provided to assess whether these uncertainties may have a strong or weak influence on the
earlier determined D-factors.

5.4.1 D-factors for the three ISSI data-sets

From experimental data it was reported that the LEP cross-sections for the ISSI SRAM
differed substantially for the three tested units (one tested at RADEF and two tested at
CNA) with differences also for units tested in the same facility. So far the analysis focused
on the RADEF data-set given that it is worst case for both the LEP peak cross-section and
the IEP cross-section. However, it is worth performing a comparative analysis based on the
responses of the three units of the ISST SRAM.

A simplified analysis is performed in this case and it is based on the energy convolution
method. For the three devices it is assumed that the HI and HEP cross-sections and, therefore,
the associated upset rates in space will be identical (this was not experimentally verified, but
it is a reasonable assumption).
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Figure 5.15: Comparison of the D-factors of three ISSI units measured at RADEF and CNA
based on the energy convolution method for three orbits and two shielding configurations.

Fig. depicts the D-factors of the three tested units for the usual three orbits and two
shielding configurations. It is evident that the D-factor of the CNA unit with the highest
LEP peak (1% unit) is a factor of 5 lower than that based on the RADEF data, whereas the
D-factor of the CNA unit with the lower peak (though wider, 2"¢ unit) is a factor of 6 lower
than that based on the RADEF data, irrespectively of the orbit or shielding configurations.

This differences between the RADEF unit and the CNA units are not negligible when it
comes to predicting the impact of LEPs in orbit for SRAMs belonging to the same lot. It is
also true that while the two CNA units were measured to have different LEP cross-sections,
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when it comes to the D-factor, the discrepancy between one and the other would be always
below 25%, which is a rather acceptable uncertainty.

Concerning the D-factors in absolute terms, the CNA units still point at an important
contribution from LEPs to the total SEU response, although this is usually less the case for a
shielding of 500 mils of Al. Under these conditions, in the ISS and LEO cases, the D-factors
fall below 2, indicating that the contribution arising from LEPs may not be so high.

At the same time, the D-factors for GW1 are, for both memories, above 5. This would still
indicate a dominance of LEPs when SPEs are considered. For comparison with the existing
literature, the two ISSI SRAMs tested at CNA seems to be just a factor of 2 worse than the
worst case previously identified [77].

5.4.2 Modelling uncertainties

There are two main modelling uncertainties that could have severely affected the design of
the RPPs used for the MC simulations:

e the RPPs were built considering that the experimental LEP cross-sections were obtained
from fully mono-energetic beams. However, this was shown not to be true for the
CNA facility (and likely it won’t be true for the RADEF facility). Therefore, the first
assessment will consist in verifying whether different RPP models would have emerged
as a result of running MC simulations with gaussian spectra with 120 keV FWHM (that
measured at CNA) instead of mono-energetic beams.

e the RPPs were built assuming an equivalent SiOs thickness for the BEOL. However,
the BEOL is much more complex than that and may alternate various metal and oxide
layers. The actual composition can have an effect on the actual energy lost by protons
through the BEOL. Therefore, the second assessment will concern the analysis of the
different responses that would be obtained with different BEOLs. These are meant to
mimic at least the two extreme cases, i.e., the most resistant path (full metal, e.g.,
copper) and the least resistant path (full oxide).

Considering the amount of parameters and their interplay, the analysis was restricted to
the ISSI SRAM RPP modelled on the experimental RADEF data (the only model based on
single RPP). Here it is therefore assumed that the uncertainty on the beam energy at RADEF
was the same from CNA. As said, the analysis consists in running MC simulations with
120 keV FHWM for all proton energies around the peak LEP cross-section (i.e., 0.6-1 MeV).
Proton spectra after passing through the real BEOL of the ISSI SRAM for both the mono-
energetic and the gaussian case were provided in Fig. The numerical cross-sections
from a gaussian proton spectrum are then compared against those obtained from a purely
mono-energetic beam.

The analysis concerning the BEOL variability is conducted in parallel. In this case, the
composition of the BEOL of the ISSI SRAM was studied with SEM analysis. As a result
one can obtain a better model of the BEOL tha the one relying merely on SiO,. The actual
BEOL was found to be 5.739 pm thick. It is composed of several layers, as shown in Fig.
,with an almost in scale representation of each layer thickness. The actual thickness of
each layer is reported in Table

Even the BEOL with several layers is, however, an approximation of the average path of a
proton across the BEOL because the BEOL has a tri-dimensional structure (i.e., there could
be material variations along the thickness). Therefore, in order to account for the all possible
variability associated to the path of a proton through the BEOL two extreme cases are also
considered. A first one that is very optimistic (full oxide) and a second one which is very
conservative (full copper), given that these materials have the lowest and highest densities.
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Figure 5.16: BEOLs of the ISSI SRAM. The real one was obtained from SEM analysis. The
other two are considered limiting cases for LEPs based on the lightest and heaviest elements
in the BEOL.

Table 5.4: BEOL of the ISST SRAM based on SEM analysis. Layers are reported from top
to bottom.

Layer Material Thickness [nm]
Passivation SiOg + SisNy 1048
Metal Al-Ti 1580
Insulator SiO9 717
Metal Cu 877
Insulator SiO9 545
Metal Cu 141
Insulator SiOy 92
Metal Cu 141
Insulator SiOq 78
Metal Cu 141
Insulator SiO9 73
Metal Cu 112
Insulator SiO9 194

The data for the analysis on the mono-energetic vs. Gaussian proton spectra and for the
BEOL are plotted in Fig. The cross-sections were calculated using the single cubic
RPP with 310 nm side. In spite of the different proton spectra for the mono-energetic and
gaussian cases, it is noted that the difference between the cross-sections in one case and
the other are negligible. In fact, there is a quasi-perfect correspondence between the cross-
sections no matter whether the beam is mono-energetic or gaussian at all energies around
the LEP peak. Therefore, if for the same SV the cross-sections are identical, it is concluded
that considering the protons to be fully mono-energetic would not yield any big uncertainty
on the design of an RPP model for the SV.

Concerning the BEOL composition, Fig. clearly points out that there is some effect.
The LEP peak cross-section is moving towards larger proton energies whenever the average
density of the BEOL grows. This is expected, given that protons will lose much more energy
in a denser material than in a lighter material. Overall, however, the peak LEP cross-section
is not really affected by the BEOL composition and also the width of the peak in terms of
energy seems weakly affected.

In order to further demonstrate that the BEOL composition does not introduce a large
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Figure 5.17: LEP cross-sections as a function of the BEOL composition for mono-energetic
and gaussian proton beams. Obtained with FLUKA.

Table 5.5: Comparison of LEP upset rates for the ISSI SRAM with three different BEOL
compositions. Data calculated for the ISS and 100 mils of Al. The upset rate units are
events/bit/day. Obtained with FLUKA.

BEOL UR.gp
Real BEOL 421 x 1077
Full SiO» 422 x 1077
Full Cu 4.37x 1077

uncertainty on the upset rate calculated for space, simulations of the RPPs with each of the
three BEOLs were run for the space proton spectrum of the ISS with 100 mils of shielding.
The LEP UR for each case is reported in Table[5.5] It is evident that having the protons going
through a more or less dense BEOL does not drastically affect the upset rate from LEPs.
This is mainly due to the fact that the proton fluxes at energies between 0.5 and 2 MeV are
more or less the same. Therefore, shifting the LEP peak at lower or higher energies does not
yield any visible impact.

It can then be concluded that knowing the actual composition of the BEOL may not be a
need when it comes to the calculation of the upset rate expected from LEPs in space. After
all, this information was also not used in the other upset rate calculation methods, but the
MC, and the other methods returned LEP upset rate compatible with MC simulations.

5.4.3 Variable critical charge distribution

Another uncertainty on the data may arise from the fact that in the simulations it is assumed
that all cells have the same identical behaviour, i.e., that each cell has exactly the same critical
charge. However, as shown in other works [90], this is typically not the case and, by means
of retention voltage measurements and knowing some construction parameters of the SRAM
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Figure 5.18: Qi+ distribution as measured in [90] (top-left) and the comparison between the
proton cross-section as a function of energy either calculated based on a single critical charge
or with the critical charge distribution for the RADSAGA (top-right), ISSI (center-left) and
Cypress (center-right) SRAMs. The interval of concerned critical charges is also shown with
respect to the SEU cross-section as a function of critical charge obtained from the FLUKA
MC simulations of the ISSI RPP (bottom).

it is possible to determine that a non-uniform distribution of critical charges exists among
the SRAM cells.

In the scope of this work it was not possible to neither measure the retention voltage,
nor to obtain the required parameters (recall eq. ) to correlate it to the critical charge.
Considering that the data in [90] were collected for an SRAM with similar technological node,
using the measurements reported in that paper to obtain a distribution of critical charges is
deemed representative for the technologies under analysis here. Such a distribution is also
depicted in Fig. [5.1§|in the top-left plot. The plot reports the normalized number of bits that
belong to a certain critical charge bin. The critical charge is also normalized with respect to
the reference one. In the case of this study, the critical charge corresponding to this value
is that obtained in the previous modelling steps (i.e., 0.55 fC, 0.96 fC and 0.86 fC for the
RADSAGA, ISSI and Cypress SRAMs, respectively).

It is noted that the critical charge distribution is not Gaussian, but skewed towards lower
critical charges, i.e., there may be a larger amount of more-than-average sensitive cells in
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the SRAM and this may have an impact on the SEU cross section. In order to determine
this impact, the critical charge distribution is convolved with the cross section distribution
as a function of critical charge obtained from the MC simulations. This will provide a cross-
section for the whole memory with variable critical charges that can then be compared with
that for a single uniform critical charge.

The comparison for the three SRAMs is reported in Fig. As one can see for all
memories the critical charge variability does not generally lead to a higher cross-section for
LEPs and HEPs, while this is possible for IEPs. Indeed, the impact of this variable critical
charge is put into the perspective of how the cross-section varies with the critical charge in
the bottom plot of Fig. for the ISST RPP. The plot shows that a critical charge variation
this small (0.77-0.98 fC for the ISSI SRAM) does not lead to a cross section spread for both
the 0.6 MeV and the 50 MeV cases. The only energy region where this spread can partly
be felt is for intermediate energies, where the cross section changes by orders of magnitude
with small variations of critical charge. However, as shown in the cross section versus energy
plots, the effect does not change the IEP SEU cross sections by more than 5%.

Considering that the variations are this small and that the IEP part of the cross section
curve does not impact the upset rate significantly, it is possible to conclude that the non-
uniformity of the critical charge among different cells is not expected to provide a remarkable
uncertainty on the upset rate. Furthermore, the assumption of an average cell to describe the
whole memory array does not introduce any strong under/overestimation of cross sections or
upset rates.

5.5 Direct ionization from protons in the accelerator

5.5.1 D-factor in the accelerator

Given the potential big impact of direct ionization from LEPs in the space environment, it
may be important to determine whether these same devices would suffer from an unexpectedly
high upset rate in the accelerator environment. The purpose, as always, is two-fold. On the
one hand, it may help determine whether neglecting LEP effects in the accelerator may bring
to underestimations of the total upset rate. On the other hand, determining the D-factor at
CHARM may help understanding whether a CHARM test can provide also some indications
about LEP susceptibility for space applications.

The D-factor in the accelerator would have to be redefined to account for different contrib-
utors than those in space. Following the work on thermal and intermediate energy neutrons
for the commercial devices under consideration [7,/147] there are at least four contributors to
the upset rate to be considered:

. URpygn + URn,th + URn,int +URLEP

D
URbgen +URyih + URy int

(5.4)

That is, other than the rather standard HEH contributor, there are also important contribu-
tions from thermal (< 0.5 eV) and intermediate-energy neutrons (0.1-20 MeV) that have to
be considered outside of the standard HEH equivalence based on outdated memories. There-
fore, in this instance, the D-factor provides the additional contribution to the upset rate from
LEPs on top of all the other neutron-dominated contributors.

Note that there are other particles which can cause upsets in mixed-field, such as low-
energy pions, muons and electrons, all by direct ionization. For the sake of this analysis they
are neglected because (i) no experimental data are available and (ii) other considerations may
allow neglecting them. Indeed, while one may expect the low-energy pion cross-sections to be
similar to those of LEPs, the fluxes of low-energy pions are expected to be lower according to
FLUKA simulations of accelerator areas and of the CHARM facility. Concerning muons and
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electrons, their cross-sections are not expected to be comparable to those of LEPs. Therefore,
the particles found in the accelerator mixed-field D-factor are expected to comprise all the
most important contributors to the error rate in a mixed-field environment.

Fig. (left) depicts the hadron spectra for two very different CHARM test positions.
GO is a position for which the thermal neutron and intermediate energy neutron spectra are
substantially higher than the HEH spectrum. On the other hand, R13 is a position in which
HEHs have very comparable fluxes to thermal and intermediate energy neutrons. The three
regions of pertinence for the three general contributors to the upset rate are indicated (note
that for intermediate energy only neutron shall be considered).

Fig. m (right) depicts the proton spectra for four CHARM positions, including also the
space-like R5 and the most used accelerator test position R10. The region of interest for LEP
is highlighted in the figure. It is noted that, except for GO, LEP fluxes are very similar among
the other rackable positions. It should also be noted that these fluxes were not transported
through any shielding (although it may have been worth including the device package).

The reason why the LEPs may have an impact for the accelerator in spite of the rather low
fluxes is that the HEH, thermal and intermediate-energy neutron cross-sections are typically
4 to 6 orders of magnitude lower than those of LEPs. Therefore, even if LEPs come with
fluxes 3 to 4 orders of magnitude lower, they may end up providing a similar contribution to
the total upset rate than the other contributors.
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Figure 5.19: (Left) Hadron spectra for two CHARM positions. Highlighted are the HEH,
intermediate energy and thermal neutron parts. (Right) Proton spectra for four CHARM
positions. Highlighted is the LEP part of the spectra. Spectra from FLUKA simulations.

Upset rates are calculated as follows:

e URpyppy is calculated by multiplying the 200 MeV proton cross-section by the integral
of proton, pion and neutron fluxes above 20 MeV, that is, through the HEH equivalence
approximation;

e UR,, int is calculated by convolving the neutron fluxes between 0.1 and 20 MeV with
the Weibull functions defined in ;

e UR,, s, is calculated by multiplying the thermal neutron cross-section by the thermal
neutron flux;

e URpp is calculated by means of the energy convolution of the LEP cross-section with
the LEP fluxes.

The data analysis is restricted to the ISSI and the Cypress 65 nm SRAM given that for
the RADSAGA SRAM the intermediate energy neutron cross-sections are not available.

Table reports the upset rate calculated for each contributor and the respective D-
factors of the four CHARM positions for the two SRAMs. The D-factors look small if
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Table 5.6: Upset rates and D-factor for different CHARM positions.

URpyEeH UR,, 1 UR, int UR_Eep
SRAM | v /bit/hr) | (ev/bit/hr) | (ev/bit/hr) | (ev/bit/hr) | D-iactor

Go

ISSI 1.03 x 107 1.75 x 107° 1.82x 10~ | 5.56 x 107 2.21

CY65 568 x107° | 2.73x107°% | 1.19x107* | 445x10°° 1.25
R5

ISSI 2.13x10™° | 3.86x 107 | 5.81x 107° 1.31 x 10~* 2.11

CY65 1.18x107* | 6.03x10°% | 3.77x107* | 3.15x 1074 1.63
R10

ISSI 3.62x107° | 411x107° | 4.34x107° 1.21 x 10~ 2.00

CY65 200x107* | 6.42x107°% | 281 x107* | 3.53x 1074 1.72
R13

ISSI 951x107° | 3.93x107° | 4.90x 107° 1.70 x 1077 1.93

CY65 525 x107% | 6.14x10°% | 318x10~* | 5.14x 107°*? 1.61

compared to those for space, the maximum being just above 2 for the ISST SRAM. However,
a factor of 2 would already indicate a contribution of around 50% to the total upset rate,
which is certainly not negligible if one considers that it is not calculated on top of the HEH
contribution alone, but also considering thermal and intermediate energy neutrons.

The D-factor also behaves differently for the two SRAMs. It monotonically decreases
when moving towards more energetic environment when it comes to the ISST SRAM. On the
other hand, it is very similar for the rackable positions for the Cypress 65 nm SRAM and
lower for the GO position.

5.5.2 Comparison with CHARM measurements

It has to be noted that, in contrast to space, some level of validation for the accelerator is
possible because the ISSI SRAM was tested in the GO position in CHARM [148]. At the time
of the test (end of 2018), the high LEP, thermal and intermediate energy neutron sensitivities
of the device were not known. In addition, the SRAM had not been tested against HEPs
or HIs. Therefore, at the time, the cross-section was calculated as if all SEUs measured in
CHARM were due to HEHs (and with an intermediate-energy neutron contribution identical
to that of another outdated memory previously considered worst-case) [148].

Another significant issue is related to the fact that in order to calculate the cross-section
at CHARM one has to rely on a conversion coefficient between the protons on target and the
HEH or HEHeq per cm? received at the test position. The issue comes from the fact that
FLUKA typically predicts higher yield of HEH/cm?/POT and HEHeq/cm?/POT than the
RadMon [11] actually measures. For instance, for the period of testing, the HEHeq yield for
GO from FLUKA is 7.67 x 10~% HEHeq/cm?/POT, while that of the calibrated RadMon was
3.46 x 107% HEHeq/cm?/POT. This yields a non-negligible difference of about a factor of 2
on the fluence to be used for cross section calculations.

Sticking to the RadMon calibration factor, it is possible to calculate the HEHeq calibration
not for the RadMon SRAM, but for the ISST SRAM directly. This differs from that of the
RadMon SRAM itself because the ISSI SRAM is far more sensitive to intermediate energy
neutrons. After having replaced the Weibull of the Toshiba SRAM (7] for that of the ISSI
in the convolution of the IEN fluxes, the resulting calibration factor for the ISSI SRAM is
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5.88 x 1076 HEHeq/cm?/POT.

The RadMon yield recalibrated to the ISSI SRAM is used to calculate the HEHeq fluence
received during the CHARM test starting from the POTs for GO. As a result, the HEHeq
cross-section measured at CHARM (based on HEHs and IENs) is 3.34 x 1071* cm?/bit. This
has to be compared with HEH cross-sections measured elsewhere. For instance, the HEH
cross-section measured in Chiplr was 9.59 x 107!% cm?/bit, whereas that measured with
186 MeV protons was 1.40 x 10714 cm? /bit.

The reason why the HEHeq cross-section in CHARM is much higher is that in CHARM
the SRAM is subject to a mixed-field which contains also thermal neutrons and LEPs, which
can cause upsets. However, the HEHeq fluence does not take them into account.

According to Table [5.6] the HEHeq in GO are expected to contribute for about 28% (HEHSs
+ IENSs) to the total upset rate, whereas the thermal neutrons and LEPs are expected to
yield contributions of 17% and 55%, respectively. If one makes the ratio between the Chiplr
HEH cross-section and the CHARM HEHeq cross-section, one finds 0.29. This is in very good
agreement with the expected contribution of HEHeq in the CHARM GO position. On the
other hand, if the same ratio is calculated with respect to the 186 MeV proton cross-section,
the ratio is 0.42.

Concerning the thermal neutrons, it is predicted that they will yield 17% of the total up-
sets in GO. During a separate CHARM run, the ISSI cross-section was measured by covering
the SRAM with 4 mm of B4C, which is expected to fully remove the thermal neutron com-
ponent of the spectrum. When this was done, the HEHeq cross-section that was measured at
CHARM was 2.68 x 10~ cm?/bit, i.e., a reduction of 20%, which is also in good agreement
with the expected contribution of 17%.

Therefore, it can be confirmed that there is a significant surplus of upsets when testing
at CHARM, i.e., more upsets were measured than the HEH, IEN and thermal neutron sen-
sitivities would yield. This difference can span from 38% to 51% depending on which HEH
cross-section is considered for comparison (either 186 MeV protons or Chiplr, respectively).
And, at least for the case of Chipir, this is in very good agreement with the predictions and
pointing towards a D-factors of 2, which, in first approximation, is certainly of concern.

5.5.3 Conclusions

If once again the D-factors are considered only as safety margins, applying a margin of 2 on
top of the upset rate from the other three contributors may be sufficient to account for LEPs
in accelerator without dedicated LEP testing.

Concerning the use of CHARM for space it is clear that the attained D-factors are far
from those encountered in space despite the similar proton spectra (and mainly due to the
intermediate and thermal neutron dominance of the response). Therefore, LEP testing may
better be achieved by a separate test. This is because, while the thermal neutron upsets
can be suppressed in CHARM by means of B4C shielding, one still needs to know the IEN
Weibull response of the device in order to calculate the contribution of LEPs in CHARM
and, then, to rescale it to a space environment.
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Chapter 6

Pion SEEs and the HEH
equivalence approximation

The experimental data collected in the scope of this thesis for HEPs and HExs in section
show that the assumption that all HEHs have the same SEE cross-section is violated
for a quite wide energy interval and that the results are not identical for SEUs and SELs:

e the SEU and SEL pion cross-sections are higher than those of protons for 100-230 MeV
primary energies, in good agreement with the total nuclear reaction cross-sections of
pions and protons (recall Fig. [3.2]) for this energy interval;

e the SEL pion cross-sections (both positive and negative pions) are higher than that of
protons at 50 MeV primary energy in open contrast with the observation that the total
nuclear reaction cross-section of pions is lower than that of protons at this energy.

The goal here is to determine whether these differences have an impact on the HEH equiv-
alence approximation for mixed-field environments. On the one hand, this is important for
the accelerator context for both qualification and calibration purposes. In terms of qualifica-
tion because neglecting the presence of pions may result in an underestimation of the failure
rate in operation if the devices are qualified with protons (or neutrons). This can be an
important threat with respect to the compliance with the availability and reliability require-
ments of the LHC. In terms of calibration because SRAM-based radiation monitors are used
to measure HEH fluxes in the LHC (and its injector chain) and work under the hypothesis
that pions have comparable cross-sections to those of protons and neutrons. A higher pion
cross-section can yield overestimations of the actual HEH fluxes in the LHC. On the other
hand, it may question the representativeness of the CHARM facility for testing electronic
devices and systems to be used in other environments (e.g., space, avionics, ground) where
pions are not present in any significant proportion.

Nothing more than what was reported in section [4.3.1|can be achieved on an experimental
basis given that there are no pion facilities that can cover for the full pion energy range of
interest for the accelerator environment. Therefore, in order to determine the impact for
accelerator RHA, numerical simulations of the physical processes can be used to extend the
knowledge about the pion response beyond what was achieved experimentally. The additional
benefit of numerical simulations is that they also allow understanding why the charged pion
cross-sections differ from those of protons and neutrons.

Most of the work has been accomplished in two of the papers reported at the end of this
thesis [14}/110].
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6.1 Simulated HEH cross-sections

Numerical simulations are used to extend the knowledge of the SEU and SEL cross-sections
of the various devices at primary energies lower and higher than those that it was possible to
test with. The idea is to determine the cross-section of each hadron for a few selected energies
between 20 MeV and 20 GeV, which is the typical energy interval of HEH fluxes in accelerator
radiation fields. In order to do that, it is first necessary to derive SV models for the SRAMs
that would allow reproducing with quite good fidelity the experimental cross-sections.

For this work, the ISSI SRAM for the SEU case and the Brilliance SRAM for the SEL case
are considered. The first can be considered representative for current highly integrated bulk
silicon technologies. The latter is a forced choice given that heavy ion data needed for the
convolution with the energy deposition distribution are available for the Brilliance SRAM,
but not for the Lyontek SRAM.

The model for the ISST SRAM was developed in Chapter [5| The model for the Brilliance
SRAM is explained later on.

FLUKA is used for all the MC simulations. The effectiveness of FLUKA in reproducing
nuclear hadron-silicon interactions, that are central to HEH SEU and SEL mechanisms,
and, in particular, accounting for all the mechanisms related to pion nuclear reactions were
demonstrated by the FLUKA developers [149-151].

6.1.1 SEU
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Figure 6.1: SEU cross-sections of protons and negative pions as a function of energy as
simulated with FLUKA. The experimental data refer to the ISSI SRAM. Reprinted from
[14]. © 2020, Coronetti et al., licensed under CC BY 4.0.

Fig. [6.1] provides a cross-comparison between the proton and negative pion experimental
data and the MC simulated data for the ISSI SRAM SV RPP model. The simulated data
points are reported with markers and linearly interpolated in between. The agreement all
over the range for which experimental data are available is typically better than + 35% and
it is obtained for both protons and negative pions. Therefore, the numerical data correctly
reproduce the observed resonance in the 75-250 MeV region.

The same RPP SV model is then used to get the response from mono-energetic hadrons
of a wider energy range. The results are plotted in Fig. also including positive pions,
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Figure 6.2: SEU cross-sections for the most important hadrons in mixed-field as a function
of energy for the model of the ISST SRAM as simulated with FLUKA. Reprinted from [14].
(©) 2020, Coronetti et al., licensed under CC BY 4.0.

neutrons and charged kaons (although the latter are expected to provide a negligible contri-
bution due to the very low fluxes). The numerical data provide a better picture overall of
the SEU cross-section behaviour for each primary particle.

Protons and neutrons have very similar SEU cross-sections, that have an absolute mini-
mum at a few hundreds of MeV and an absolute maximum at the lowest simulated energy
(21 MeV). Charged pions have also very similar cross-sections with some slight discrepancies
that are caused by slight variations in the total nuclear reaction cross-section. It is noted
that the pion cross-section is actually higher than those of protons and neutrons only for the
resonance, which starts to fade out already at 300 MeV. At 1 GeV all hadrons have very
similar cross-sections. For even higher energies pion SEU cross-sections are lower than those
of protons and neutrons.

6.1.2 SEL

Fig. provides the comparison between the experimental proton and negative pion cross-
sections with the MC simulated cross-sections for the SEL SV RPP model of the Bril-
liance SRAM. Two models of the SV were considered here, both having the same surface
(20 x 4 pm?), but different thickness (1.8 vs. 3.0 um). For both cases the model is com-
pleted with a 6 pm SiO2 BEOL and a 0.4 pm tungsten layer placed within the BEOL 0.2 um
above the SV.

The model with thinner volume returns a higher SEL cross-section for all energies than
the thicker one. The thinner model seems to better agree with the data at high-energy, while
the thicker at lower energies. However, the difference in absolute cross-section is usually
within £35% at any energy and for every particle whether one model is used or the other.
So, any thickness in between 1.8 and 3 pm can adequately reproduce the experimental data.

As already shown on the left edge of Fig. the charged pion SEL cross-sections
are predicted to diverge more and more from those of protons and neutrons as the energy
decreases towards 20 MeV. This is an interesting observation given that the nuclear pion
cross-sections are much smaller than those of protons and neutrons at this lower energies
(recall Fig. [3.2)).

This behaviour is further studied in Fig. where the SEL cross-sections of protons,
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Figure 6.3: SEL cross-sections of protons and negative pions as a function of energy for two
SEL SV geometries as simulated with FLUKA. The experimental data refer to the Brilliance
SRAM. Reprinted from [110]. (©) 2021, Coronetti et al., licensed under CC BY 4.0.
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Figure 6.4: SEL cross-sections for the most important hadrons in mixed-field as a function
of energy for the SEL SV with 3 um thickness used as a reference for the Brilliance SRAM
as simulated with FLUKA. Reprinted from [110]. (©) 2021, Coronetti et al., licensed under
CC BY 4.0.

neutrons and charged pions are calculated for the full 20 MeV - 20 GeV energy range. Actu-
ally, SEL cross-sections were also calculated for charged pions with energies as low as 5 MeV.
The figure shows that the proton and neutron SEL cross-sections falls down rather sharply
by more than one order of magnitude with respect to their 200 MeV value. On the other
hand, the pion SEL cross-sections remain quite high even below 20 MeV, in particular that
of negative pions.

It is not that obvious to explain the pion SEL cross-section behaviour considering its
divergence with respect to the nuclear reaction cross-section. Therefore, a deeper investiga-
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6.2. CONSEQUENCES OF PION RESONANCE AND ABSORPTION ON THE
NATURE OF SECONDARY IONS

tion is conducted within the next section to explain the reason why low-energy pion SEL
cross-sections are significantly larger than proton and neutron cross-sections.

Finally, it is noted that, for the Brilliance SRAM, higher energy SEL cross-sections are
quite close to the 200 MeV value and do not increase by much at GeV energy. This is
because the low LET threshold makes the low-LET products from hadron-silicon interactions
dominant over the fission products from hadron-tungsten interactions [16,(152].

6.2 Consequences of pion resonance and absorption on the
nature of secondary ions

For HEHs (E > 20 MeV) the sole mechanism capable of triggering SEEs is indirect ionization
from the secondary ions generated by hadron-silicon nuclear interactions. As earlier said,
the total nuclear reaction cross-sections of charged pions differ from those of protons and
neutrons due to the A(1232) resonance and to the pion absorption mechanism.

The two processes have quite different impact on the nature of the secondary ions. Fur-
thermore, these properties vary with the pion energy. Therefore, a further breakdown is
needed, one that considers diverse energies between 20 MeV and 1 GeV.

The full transport MC was shown to be fully capable of reproducing the experimental
SEU and SEL cross-sections of all particles. However, in a MC simulation only one in a few
hundreds of thousand primary particle will experience a nuclear interaction. Therefore, the
MC may not be the best way to score secondary ion properties. For this purpose, the FLUKA
preex tool was used instead.

6.2.1 Secondary ions as a function of atomic number
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Figure 6.5: Normalized yield of secondary ions as a function of the atomic number for neu-
trons, protons and charged pions in the 21-1000 MeV primary energy range. Obtained with
FLUKA preex. Reprinted from [110]. (©) 2021, Coronetti et al., licensed under CC BY 4.0.

Fig. reports the normalized yield of secondary ions in terms of their atomic number
for each primary hadron at various primary energies. Protons and neutrons secondary ions
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share similar properties at any tested energy and the same apply when comparing positive
pions with negative pions. However, while pion and other hadron secondary ion distributions
are very similar at high energy, huge differences occur when the primary energy of the hadron
is reduced.

At 21 MeV charged pions can deliver quite a large amount of secondary ions with low- and
intermediate Z (< 10). On the other hand, with the exception of alphas (which are anyway
released in lower amount for protons and neutrons than for pions), proton and neutron
nuclear interactions with silicon do not yield a significant amount of ions with Z = 3-10. The
stronger level of fragmentation, responsible for the generation of secondary ions with low- and
intermediate-Z in pion-silicon reactions, is due to the pion absorption mechanism. Following
absorption of the pion, the silicon nucleus is strongly excited and can fragment in various
particles. See also Table IT in [110] at the end of this thesis showing that charged pions yield
about a factor of 2 larger amounts of fragments per reaction at 21 MeV than protons.

The differences between charged pions and the other two hadrons become smoother as
the primary energy is increased. However, it is noted that, while for 50 MeV and 1 GeV
the total nuclear reaction cross-sections between the two groups are similar, the secondary
ions generated differ significantly, given that pions at 50 MeV are still much more effective
in generating low- and intermediate-Z secondary ions than protons and neutrons, again due
to the pion absorption.

The pion resonance remains on top of these observations. Indeed, the graphs do not
consider that pions are more likely to experience a nuclear interaction with the silicon than
the other two hadrons above 100 MeV. Conversely, while at 21-50 MeV pions yield a larger
amount of low- and intermediate-Z secondary ions, these may or may not be important in
absolute terms when everything is rescaled by the total nuclear reaction cross-section, which
at these energies is lower for pions.

6.2.2 Secondary ions as a function of their LET

The LET scored upon generation of all secondary ions (Z = 2-15) is a first metric that can
be considered.

Fig. reports the normalized yield of the secondary ions in terms of their LET upon
generation from hadron-silicon nuclear interaction as a function of the particle type and
at various energies. The chosen energies are 21 MeV (the lowest in the interval and for
which the pion total nuclear reaction cross-sections are smaller than those of protons and
neutrons), 50 MeV (for which these cross-sections are very similar), 200 MeV (for which the
pion resonance is observed) and 1 GeV (for which, once again, the cross-sections match).

The dissimilarities in the LET distributions arise from the dissimilarities in the secondary
ions generated by the various hadron-silicon interactions. Protons and neutrons have quite
smooth distributions at 21-50 MeV, likely due to the fact that they do not produce low-
and intermediate-Z secondary ions. On the other hand, these low- and intermediate-Z ions
are responsible for the peaks in the charged pion distributions. At higher energy (200 MeV
and 1 GeV) also protons and neutrons show these peaks and the various distributions almost
completely match.

Note that at 21 MeV, despite the absence of secondary ions with LET > 10 MeV/(mg/cm?)
and of the peaks, it is clear that if the distributions are rescaled by the respective total nu-
clear cross-sections, secondary ions from protons and neutrons (considering the whole LET
interval) will be more numerous than those from charged pions.

The latter is an important observation for SEUs. This effect is typically associated with
very low LET( in state-of-the-art memories (typically below 0.5 MeV/(mg/cm?)). There-
fore, the largest part of the ions depicted in the LET distributions will deposit sufficient
energy /charge to trigger an SEU. This would indeed be coherent with the SEU cross-sections
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Figure 6.6: Normalized yield of secondary ions as a function of their LET upon generation
for neutrons, protons and charged pions in the 21-1000 MeV primary energy range. Obtained
from FLUKA preex. Reprinted from [110]. (©) 2021, Coronetti et al., licensed under CC BY
4.0.

of neutrons and protons growing in the 20-50 MeV range and the fall-off of the charged pion
SEU cross-sections.

Similarly, the fact that the LET distributions match at higher energy would return the
higher pion SEU cross-sections due to the resonance (or the rescaling of the distributions
with respect to the total nuclear reaction cross-section). The same conclusion at high-energy
can likely apply to SEL cross-sections.

Triggering SEL requires higher energy deposition than does triggering SEU (this is for
instance the reason why 14 MeV neutrons are a good proxy to spallation neutrons for SEUSs,
but not for SELs [153]). In addition, the experiments showed a higher SEL cross-section for
pions at 50 MeV than that of protons and neutrons, but the LET distributions are quite
similar.

6.2.3 Secondary ions as a function of their range

The range of the secondary ions yielded by hadron-silicon interactions is another important
parameter for heavy ions (both primary and secondary), especially when it comes to poten-
tially destructive SEEs, such as SEL, that require larger amounts of charge to be collected.
In addition, the range of the secondary ions was used in the past to explain the differences
in the SEL angular cross-section dependency for protons and ions [154].

Fig. [6.7] reports the normalized yield of secondary ions in terms of their range for various
hadrons and energies. Similarly to the LET distributions, charged pion distributions differ
from those of protons and neutrons the more the primary particle energy is reduced.

Note that the secondary particles whose LET was lower than the LET( of the Brilliance
SRAM (2.4 MeV/(mg/cm?)) were filtered out in the range plot as they cannot cause SEL
by definition. Therefore, the minimum range of secondary ions having an LET > LETj is
500 nm.

The 21 MeV case is quite explicative. Secondary ions from protons do not have range
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> 4 pum and just a few secondary ions from neutrons can achieve ranges up to 8 ym. On the
other hand, secondary ions from pions typically peak at ranges of 4-6 ym and can even have
ranges as high as 40 pm.

These differences are somewhat reduced at 50 MeV, although it is noted that once again,
secondary ions from protons and neutrons start to be in defect with respect to those from
pions above 6 ym and are, then, about one order of magnitude lower for any range bin.
Finally, at 200 MeV the differences become basically negligible and the overlap is almost
perfect at 1 GeV.

The range distributions give a first indication that energy deposition events may have
quite different magnitude at lower energy among charged pions and the other two hadrons.
However, it may be first interesting to also compare the kinetic energy of some secondary
particles since this is where the difference in range come from.

6.2.4 Secondary ions as a function of their kinetic energy

Fig. depicts the normalized yield of secondary protons from hadron-silicon interactions in
terms of their kinetic energy for various particles and energies. While high-energy secondary
protons do not contribute to the SEU and SEL response (due to the low LET and to the low
probability of triggering a new nuclear reaction with another silicon nucleus), they are the
particles for which the consequences of the absorption mechanisms are more evident.

Note that the secondary protons from protons and neutrons interactions with silicon
always have a hard limit in terms of kinetic energy that corresponds to the energy of the
primary. On the other hand, the secondary protons from pions exceed the kinetic energy of
the primary [155]. This kinetic energy excess is particularly noticeable at low-energy since
it is several times the kinetic energy of the primary. However, the maximum delta in kinetic
energy provided to the secondary protons is always in the order of 120 MeV. Therefore, the
pion mass (which is given up during the absorption) can be converted in kinetic energy, which
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is made available to secondary protons and ions.

Fig. depicts the same normalized yield, but for secondary magnesium ions. It is
evident that the kinetic content available to the secondary ion scales with the mass of the
secondary ion. Indeed, for magnesium there is a potential excess of ~ 10 MeV available. At
the same time, for the magnesium ion, it is noted that this excess becomes smaller with the
increasing energy of the primary, inasmuch as at 200 MeV and 1 GeV, the kinetic energy
distributions of all hadrons start to match. Therefore, in relative terms, the pion absorption
becomes less effective with increasing primary energy. This is likely due to the fact that with
increasing primary energy more reaction channels are open for protons and neutrons. And,
among these reaction channels, there are some that involve the generation of secondary pions
which are re-absorbed into the excited nucleus and give up their mass.

6.2.5 Secondary ions as a function of their volume-equivalent LET

Coming back to the wider range distributions of charged pions at low primary energy, the
range of the secondary ions is a key metric when it comes to the triggering of SELs. This
is because, differently from SEUs, which are associated with small SVs (a few hundreds of
nanometers), SEL SVs of SRAMs are typically quite large, wide and, above all thick (a few
microns). Therefore, the range is important when taken in comparison to the size of the SV.

In this context, the LET upon generation is not a reliable metric because secondary ions
may have a quite high LET, but very short range when compared to the SV dimensions.
A better metric is represented by the volume-equivalent LET, which rescales the ionizing
capabilities of each ion by taking into account their range in relative terms with respect to
the SV thickness (the thickness is taken because of the mono-directional beams used for the
tests and also because secondary ions are preferably emitted in the same direction of the
primary particle). In this case the volume-equivalent LET is calculated upon the following
formulas:

pt (6.1)

LET., =% R<t
LET,,=LET R>t

Therefore, if the ion range R is lower than the SV thickness t, the ion will deposit its
full kinetic energy and this is redistributed over a characteristic size of the SV to provide the
LET.,. Otherwise, if the range is longer, it is a fair description to take the LET¢, to match
the LET of the ion upon generation.

Fig. depicts the normalized yield of secondary ions in terms of their volume-
equivalent LET for various primaries and energies. In this case, secondary ions that, as
a result of the LET,, calculation, have an LET,, below the threshold (2.4 MeV/(mg/cm?))
have been filtered out.

The importance of the volume-equivalent LET in determining the SEL cross-section is
evident. At 21 MeV, there is still a quite large amount of secondary ions from pion-hadron
interaction with LET,, higher than the threshold and extending above 12 MeV/(mg/cm?).
On the other hand, secondary ions from protons and neutrons have almost disappeared and
a relatively important contribution remains only below 5 MeV/(mg/cm?) along with a quite
narrow peak at ~ 9 MeV/(mg/cm?).

As demonstrated in Table III in |110], the convolution of these volume-equivalent LET
distributions with the SEL heavy ion Weibull function of this SRAM provides a more faithful
estimation of the SEL proton and pion cross-sections than the convolution with the LET
distributions themselves.

As seen for the other plots, LET,, distributions of protons and neutrons start to re-
semble more and more to those of pions as the energy of the primary is increased (quite
in accordance to the range distributions). Although following the pion distribution shapes,
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Figure 6.10: Normalized yield of secondary ions as a function of their volume equivalent
LET for neutrons, protons and charged pions in the 21-1000 MeV primary energy range.
A thickness of 3 pum is considered for calculation of the LET.,. Only ions with volume
equivalent LET above 2.4 MeV/(mg/cm?) are considered. Obtained with FLUKA preex.
Reprinted from [110]. (© 2021, Coronetti et al., licensed under CC BY 4.0.

at 50 MeV, protons and neutrons are still somewhat defective for volume-equivalent LET's
above 5 MeV/(mg/cm?). The differences become nearly negligible at 200 MeV and above.

6.2.6 Conclusions

To answer the first two observations at the beginning of the chapter:

e SEU and SEL cross-sections from pions are indeed higher in the resonance region of the
total nuclear reaction cross-section due solely to the higher probability of interaction.
The characteristics of the secondary ions are indeed very similar in the resonance region
among pions and the other hadrons. Therefore, the pion absorption plays a marginal
role, that is to differentiate negative and positive pion cross-sections.

e The SEU cross-section also follows the total nuclear reaction cross-section due to the
low LET( of this mechanism and small SV. On the other hand, the divergence in the
SEL cross-section is fully caused by the pion absorption. By giving up the rest mass,
pions yield secondary ions with higher kinetic energy than protons and neutrons at low-
energy (21-50 MeV). This higher kinetic content results in secondary ions with longer
range, so that these ions can typically cross the entire sensitive volume and deposit
larger amounts of energy (as the volume-equivalent LET portrays).

6.3 Hardness assurance implications for the accelerator

The aim of this section and this work on pions is to verify whether the HEH equivalence
approximation for accelerator environments holds or if the pion resonance and absorption
mechanisms have an impact on SEU and SEL predictions extrapolated from testing with
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high-energy protons (e.g., 200 MeV protons at PSI). Note that this part is meant to cover only
the high-energy hadron part of the HEH equivalence (i.e., only particles above 20 MeV are
considered since the impact of thermal and intermediate energy neutrons is treated elsewhere

[7[147]).

le-14

w
o

’

/,
4
b

P
n

Cross Section, (cm?/bit)
g
q
1

I
o

=4
0

le-14

Cross Section, (cm?/bit)
BN N W
5 » o & o

=4
0

le-14

Cross Section, (cm?/bit)
BoR N N W
5 »© 5 &» o

o
@

q
\\

it

b+

nt
n

102 10* 107 10° 10° 10*

10° 10° 10°
Energy, (MeV) Energy, (MeV) Energy, (MeV)
(a) (b) (c)

Figure 6.11: Three approaches to calculate the SEU response in mixed-field: (a) HEH ap-
proximation based on a step function with the 200 MeV proton cross-section, (b) convolution
of all particle fluxes with the full proton cross-section as a function of energy, (c) convolution
of each particle flux with each particle cross-section as a function of energy.
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Figure 6.12: Three approaches to calculate the SEL response in mixed-field: (a) HEH ap-
proximation based on a step function with the 200 MeV proton cross-section, (b) convolution
of all particle fluxes with the full proton cross-section as a function of energy, (c) convolution
of each particle flux with each particle cross-section as a function of energy.

The procedure to test the HEH equivalence approximation is the same for both SEU and

SEL and it is exemplified through the plots in Figs. [6.11}{6.12] The idea is to calculate the
SEE rate in mixed-field following three possible approaches:

e The HEH approximation: based on the multiplication of the integral HEH flux with
the proton cross-section measured at 200 MeV;

e The convolution of all particle fluxes with the proton cross-section curve: this is an
intermediate step that is meant to take into account at least the cross-section variability
with the energy of the protons (and, by consequence, neutrons);

e The convolution of all particle fluxes with the respective cross-section curves: this

approach does not provide any approximation and it can be considered the actual
mixed-field response.

In order to check both (i) whether the HEH equivalence approximation stands and (ii)
whether CHARM can provide comparable results to other facilities, the CHARM mixed-field
fluxes were used for these computations. A few CHARM positions, representative of the LHC
tunnel environment (R13), of the shielded alcoves (R10) and of the Earth’s proton radiation
belt (R5) are considered for the calculations.

SEU and SEL rates are reported in Figs. [6.13}[6.14] for three CHARM positions. The
computations were achieved for the ISSI and the Brilliance SRAM based on the numerical

99



6.3. HARDNESS ASSURANCE IMPLICATIONS FOR THE ACCELERATOR

8000 WM p-HEH  mEE n-HEH .

= CJ1p-pXS I n-pXS

37000 O p-pXS B n-nXS

< Bm r-HEH @ all - HEH

2 60001 =3 n-pxs [ all-pXs

S 0 n-nXS B all-all XS

95000

C —

< 4000

W

23000

©

o

— 2000

Ll

“ 1000 f
0,

R

w

R10 R13
CHARM Position

Figure 6.13: Comparison of SEU rates for the ISST SRAM in three CHARM positions for the
three approaches. Data are subdivided per particle.
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for the three approaches. Data are subdivided per particle. Reprinted from [110]. (©) 2021,
Coronetti et al., licensed under CC BY 4.0.

SEE cross-sections. The data are broken down by particle and by calculation method. In
addition, the overall rates are also reported. In the legend, the part before the hyphen refers
to the particle fluxes, whereas the part after the hyphen is the calculation method. Note that
pion fluxes are scored together, no matter the charge, so it is assumed that one half of the
pion fluxes have negative charge and the other half have positive charge.

Concerning SEUs and the impact of the resonance, it is observed that this phenomenon
has mild effects on the upset rate when the pion fluxes are low (e.g., R5 and R10). In such
cases, the HEH equivalence approximation usually provides lower estimates (up to 33% less)
due to the high neutron fluxes in the 20-100 MeV region. Concerning the impact on the total
upset rate it is observed that this can be ameliorated if the whole proton cross-section as a
function of energy is used instead of the single 200 MeV point.

Concerning SELs, for R13 pions end up being the largest contributor to the total response,
but this does not seem to be due to the observed enhancements below 200 MeV, but rather to
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the higher pion fluxes at GeV energy. The reason why the impact is contained is that, for SEL,
the HEH equivalence approximation is very conservative when it assumes that the proton and
neutron SEL cross-sections at 20-50 MeV is as high as that at 200 MeV (indeed the 200 MeV
proton cross-section is very similar to the < 50 MeV charged pion cross-sections). This is the
reason why for R5 and R10 the HEH equivalence approximation provides very similar results
to the actual response and, on the converse, using the whole proton cross-section response
yields underestimations.

Table 6.1: Ratios between the total SEE rates calculated with the HEH equivalent approxima-
tion and the other two methods and for the three CHARM test positions under consideration.

HEH,., / proton HEH,, / all

CHARM SEU SEL SEU SEL
position

R5 0.76 1.27 0.69 1.13

R10 0.79 1.06 0.70 0.96

R13 0.75 0.81 0.70 0.77

To conclude on these points, a summary is provided in Table The HEH equivalence
approximation for SEUs is not much impacted by the pion resonance. Neutrons are respon-
sible for the largest inaccuracy, in this case. Only for position R13, the HEH equivalence
approximation provides quite low estimates for the pion contribution. However, globally the
impact is reduced to about a 33% underestimation, which is still fairly acceptable. Even
lower inaccuracy is found for SEL, with a worst case of about 25%. Therefore, testing with
200 MeV protons can provide a reliable estimation of both the SEU and SEL rate in the
accelerator.

Considering the compatibility between the HEH mixed-field SEE cross-sections and those
from 200 MeV proton testing, it is clear that using CHARM as a proxy of the space envi-
ronment can provide very reliable estimates of the proton part of the space SEU and SEL
rates. In particular, the use of CHARM enables tests at board- and system-level that cannot
be achieved in standard proton facilities (where the beam size is too small).
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Chapter 7

HEH testing for space systems

The guideline [46] on system-level testing with HEHs for space missions and the related
paper [47] at the end of this thesis provide the working frame and plenty of notions and
recommendations on how to conduct system-level testing from the point of view of objectives,
implementation and data exploitation.

This chapter will focus on the complementary aspects that can either justify or challenge
the use of HEHs as a proxy to heavy ions. As reported in the guideline documents, while the
challenges are often unacceptable in the case of standard space missions, there is a growing
number of space applications for which those challenges represent less critical constraints than
those introduced by the standard RHA approaches. However, discussing these challenges is
of primary importance in order for users to be well-aware of the underlying risks.

The analysis performed in Chapter [6| was aimed at ensuring that the CHARM mixed-field
could be used as a proxy to high-energy proton irradiation and the other way around. Now,
the objective is to determine how to use HEH beams (mono-energetic protons, spallation
neutrons and mixed-fields) for the verification of space systems that are typically subject to
an environment composed of protons and ions.

7.1 Comparison between HEHIs and HEHs

As a first step it is worthwhile comparing what are the potentialities and limitations of HEHs
with respect to one possible alternative, that is high-energy heavy ions. High-energy heavy
ions are characterized by much deeper range in matter than ions at standard energy, but are
also more limited in terms of LET. For the sake of this comparison, a Pb ion with an energy
of 5 GeV/n will be considered. The choice was dictated by the fact that a Pb ion of this
energy is available from the standard ion operation of the CHARM facility [52].

Concerning the HEH beams, the analysis is not specifically restricted to the CHARM fa-
cility (whose mixed-field operation was described in Chapter , but it also includes another
two types of beams. The first alternative is spallation neutrons. The Chiplr facility [125,|156]
is well suited for the purpose of system-level testing thanks to the deeply penetrating beam
that enables irradiation of bulky systems. The second alternative, which is actually the
most common for space qualification, is to use mono-energetic HEPs. Cyclotron-accelerated
protons with an energy of 200 MeV are quite common and they represent a very good com-
promise in terms of deep penetration in matter and deposited TID (if compared to lower
energy protons).

7.1.1 Beam penetration

For the sake of this initial comparison, the beams will be compared among each other and,
in some cases, with the space radiation environment. Given that the use of HEHs and
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HEHIs may find wider application in LEO space missions, an orbit with 800 km altitude,
98° inclination, solar minimum conditions is considered. For the beam penetration analysis
purposes, only trapped proton and GCR protons are considered. GCR ions are not expected
to change the overall picture due to their much lower fluxes with respect to protons, although
certainly GCR ions may be more threatening in terms of SEE induction.
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Figure 7.1: Relative fluence of the primary beam as a function of depth in aluminum for the
HEH beams (only hadrons above 20 MeV are considered), the HEHI beam and the space
trapped proton field (again only protons with energy above 20 MeV). CHARM R4 position
was considered.

Space systems can be quite bulky. Typically 100 mils of aluminum are used for trans-
portation of the space environmental fields through the shielding of the satellites. However,
if one considers an actual satellite or subsystem that has to be irradiated in a HEH or HEHI
beam through a single irradiation, it is necessary to ensure that the fluence of particles re-
ceived from the backside is similar to that of the front side. Considering the potentially large
amount of material within a satellite, it is clear that what stands on the backside will likely
be shielded by a few cm of material. Also in this case aluminum can be used as an equivalent
to describe all the diverse materials that stand between the beam and the ICs.

Considering for instance a satellite/system with a volume of 50 x 50 x 50 cm?, since the
satellite is not completely full it is realistic to assume that the equivalent thickness of alu-
minum from one side to the other can be in the order of a few cm.

FLUKA is used to transport the various radiation fields through the various layers of
aluminum and determine their penetration capabilities. For the HEH beams and the LEO
environment, the comparison is further restricted to hadrons with energy above 20 MeV,
although neutrons can still cause some relevant indirect ionization phenomena below 20 MeV.

Fig. depicts the relative beam intensity (hadrons with energy above 20 MeV, except
for the Pb beam) as a function of depth in aluminum for the five radiation fields under
consideration. As the figure shows, the LEO environment is characterized by very high fluxes
of trapped protons, which have more limited energy than GCR protons, and, therefore, after
2 cm of aluminum the proton flux would reduce to just 40% of the primary field.

Considering the HEH beams, their penetration capabilities are very promising. At 2 cm all
the three beams have retained more than 92% of the original fluence. Therefore, considering
that standards typically require a fluence homogeneity of £10%, if the system has about 2
cm of equivalent aluminum between the front and back sides, the use of these beams will
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guarantee uniform irradiation. Actually, for Chiplr and 200 MeV protons, this high-level of
homogeneity is maintained for up to 4 cm of equivalent aluminum.

Concerning the Pb beam at 5 GeV/n, the range of these ions in aluminum is more than
30 cm. However, the reason why the beam degrades so fast is that the inelastic scattering
length of these ions is just about 4 cm. Therefore, after a depth of 4 cm it is expected that a
quite large amount of ions would have experienced a nuclear interaction with the aluminum
nuclei. As a result, after 2 cm of Al, the primary beam has already reduced to about 56%.
A homogeneity of 90% can be ensured only for a depth of less than 4 mm (about 160 mils).

7.1.2 Deposited dose

One of the biggest constraints of HEH irradiation is that charged hadrons are quite ineffective
at yielding secondary ions, but, at the same time, each single charged hadron contributes to
the deposited TID. On the other hand, in the case of HEHIs, while each of them deposit a
much higher TID than a HEH, the beam is much more effective when it comes to triggering
SEEs. This is because each individual primary ion can cause SEEs by direct ionization.
Therefore, even the TID per primary is higher, a much lower amount of primary HEHIs is
needed to trigger as many SEEs as HEHs would do at the same TID.

In standard heavy ion testing the screening against potential destructive SEEs (e.g., SEL)
is performed up to an ion fluence of 107 ions/cm? and it is performed at a fixed LET. This
can potentially be easily replicated with HEHIs. A direct comparison with HEHs is not
that straightforward. HEHs yield a spectra of secondary ions from their nuclear interactions
with silicon (and other materials) that is distributed over a larger range of LETs. Therefore,
comparing the yield of secondary ions from HEHs to that of HEHIs requires integrating the
HEH secondary ion yield above a certain LET (representative of the device LET threshold).
Certainly, a high level of arbitrariness is needed when picking this threshold (given the very
wide variability of LET thresholds of EEE devices). For this reason, a parametric analysis
of the deposited TID as a function of the LET( can provide a better perspective about the
problem.

As a reference, a yield of 10% ions/cm? is considered in this analysis. While this can be
considered to be quite a low amount of ions, it is worth pointing out that the TID will scale
linearly with the ion yield. Therefore, the data in Fig. can directly be rescaled if a higher
yield is considered by simply multiplying the TID on the y-axis by the ratio between the
yield of interest and the used baseline.

In order to aggregate and compare the energy deposition events derived by direct and
indirect ionization, it was shown that the LET of the ions cannot be generally considered
as a reliable metric when it comes to short range ions as those generated by hadron-silicon
interactions. Therefore, the ionization capabilities of the HEH secondary ions have to be
quantified through a metric that accounts for the geometry of the SV. The volume equivalent
LET is a much more appropriate metric when it comes to large enough volumes typical of
potentially destructive SEEs:

Eep
pt

The use of the LET, enables performing an even deeper comparison by considering
how things change for different geometries of the device SV. FLUKA is used in this analy-
sis to determine the energy deposition event distributions from the three HEH beams and
the HEHI beam. The simulated SV is that proposed for the Brilliance SRAM before with
20 x 4 x 3 pm? volume. In addition, and to widen the study over a larger amount of devices,
a thicker SV is also considered with 20 x 4 x 10 ym?® volume.

Fig. shows the TID as a function of the LET,, threshold above which the integrated
yield of ions is of 10* ions/cm?. The dose is shown because it is more relevant than the fluence
of protons or neutrons when it comes to the assessment of the HEH and HEHI irradiations (in

LET,, = (7.1)
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Figure 7.2: TID deposited in the silicon devices as a function of the volume equivalent LET
threshold of the device for the three HEH beams and the HEHI beam and for two different
SEL SV geometries. The curves are determined for an ion yield of 10* ions/cm?. Note the
sharp transition between direct and indirect ionization regime for the HEHI beam.

particular considering that COTS device are typically functional only up to a few hundreds
Gy in silicon).

For the 200 MeV protons, the TID is calculated following eq. . Considering the LET
of the protons, each primary will deposit 5.81 x 10719 Gy(Si). For the other HEH beams
calculating the TID is more complicated.

For Chiplr, for instance, the neutrons do not directly deposit any dose in the silicon
devices, however, the secondary particles generated from nuclear interactions do. Therefore,
the dose from a spallation neutron beam is not null. The TID of the Chiplr beam was
determined by integrating all energy deposition events obtained from FLUKA that have an
energy > 100 keV (it was verified that this approach yields the same dose deposited in the
volume and given by the FLUKA standard output). This calcuation yields a TID per primary
of 7.30 x 1072 Gy(Si). Note that at Chiplr there is also a y-ray component (on top of the
spallation neutrons) that is received by the devices and that can contribute to the TID.
However, precise measurements of neither the gamma-ray flux nor the TID on the Chiplr
beamline are available and, for the sake of this analysis, the contribution of ~-rays will be
considered negligible.

Concerning CHARM, the beam is composed of a mixed-field of which hadrons are relevant
for both SEE triggering and TID. For the latter, both the direct and indirect energy deposition
may matter. However, photons and electrons also strongly contribute to the TID in CHARM.
From FLUKA simulations available online |123], it is determined that the dose per primary
HEH (i.e., by including the contribution of photons and electrons as if it was due to hadrons)
at the R4 position is 5.90 x 1071% Gy(Si), which is very similar to that of 200 MeV protons.

Finally, for the Pb 5 GeV/n ions the LET is 8.3 MeV/(mg/cm?) and it was determined
from FLUKA. It shall be specified that this is a restricted LET (i.e., that takes into account
only the energy deposited by the delta-rays nearby the ionization track), which differs from
that obtained from SRIM (= 11 MeV/(mg/cm?), which also accounts for the long range
delta-rays depositing energy far from the ionization track) [30]. The restricted LET yields a
dose per primary ion of 1.33 x 1075 Gy(Si).

There are many take-aways from the data portrayed in Fig. Sticking to the same
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SV geometry (with 3 pm thickness) and comparing the HEH beams among each other and
with the HEHI beam, it is clear that the deposited TID to achieve the same number of
ions of a certain LET differs a lot. For the Pb 5 GeV/n beam, any LET threshold below
the primary LET of the ion will basically yield the required amount of ion with very low
dose, e.g., ~ 0.3 Gy(Si). However, it is still possible to get energy deposition events with
higher LET than that of the primary ions from the indirect ionization caused by the nuclear
interactions of the primary ions with the silicon nuclei (the same mechanism behind the HEH
indirect ionization). However, of course, this would come at a much higher expense in terms
of TID than with any HEH beam.

Concerning HEH beams, as expected by the TID per primary, there are not many dif-
ferences between CHARM and 200 MeV protons. Things change progressively depending
on the LET threshold of interest. For instance, to have an ion yield of 10* ions/cm? with
LET,, > 3 MeV/(mg/cm?) one would deposit a TID of ~ 20-30 Gy(Si) (which correspond to
~ 5 x 10! HEH/cm?). A TID of 200 Gy(Si) would allow getting an ion yield of 10? ions/cm?
with an LET., > 7 MeV/(mg/cm?). As an alternative, a yield of 6 x 10* ions/cm? above
3 MeV/(mg/cm?) can be attained with a TID of 200 Gy(Si).

Spallation neutrons are much more promising in this respect. If a LET., threshold of
3 MeV/(mg/cm?) is considered, then the ion yield of 10* ions/cm? is already achieved by
depositing just 0.5 Gy(Si), i.e., very similar to that of the Pb beam. At 200 Gy(Si) one
would have obtained 4 x 10° ions/cm? above this same LET,,, which would be fairly close to
the standard ion fluence for testing. Nevertheless, also for spallation neutrons it is hard to
shift the LET,, threshold to higher values. If 10 MeV/(mg/cm?) is taken as threshold, the
10* ions/cm? yield would be achieved with a dose of ~ 15 Gy(Si). At 200 Gy(Si), the yield
of ions above 10 MeV/(mg/cm?) would be of 1.3 x 10° ions/cm?.

The effect of the different geometries of the SVs does not have any remarkable effect on
the HEHI beam given that the ions have much longer range than the SV size and, therefore,
direct ionization phenomena should produce identical energy deposition events. On the other
hand, there are remarkable effects when it comes to HEHs and the LET,, of interest. At an
LET,, threshold of 3 MeV/(mg/cm?) the TID necessary to attain 10* ions/cm? has tripled
for all the three HEH beams for the thicker SV. And the dose difference between 10 pm
and 3 um increases exponentially with increasing LET,,. For instance, at an LET., of 7
MeV/(mg/cm?) one would roughly need a hundred times more primaries to generate the
same ion yield for all the three HEH beams and, thus, the dose deposited would also be a
hundred times higher.

As it is clear from this graph, due to TID issues, HEH beams will not be very effective in
screening devices associated with deep SV. At the same time, looking to get as many ions as
possible in this LET,, range for such devices may also be an unworthy effort. Indeed, devices
with deeper SV are typically associated with also a higher LET threshold. Therefore, they
may even require a much higher amount of ions than 10* cm™=2 for just a few SEEs to be
observable.

It is possible to conclude that one of the main value of HEHIs over HEHs is that they
provide identical stimuli irrespectively of the geometry of the device SV. This is clearly an
issue for HEHs, given that it is not possible to get rid of the geometrical parameters to
simplify the analysis and determine whether they would be a suitable proxy to Hls.

As a final take-away, it is noted that given the ratio between the dose per primary
of the CHARM (or the 200 MeV proton beam) and the Pb 5 GeV/n beam, a fluence of
10" HEH/cm? would deposit the same dose (58 Gy(Si)) than a fluence of 5 x 107 ions/cm?.
This will be used in the following analysis.
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7.1.3 What kind of sensitivities are exposed by HEHs and HEHIs?

The next question in this comparison stands in understanding whether HEHs and HEHIs
are equivalent in terms of device SEE sensitivities that they can expose. Such an analysis
requires delving deeper into the wide variability that devices may display in terms of SEE
response to heavy ions. Therefore, a parametric analysis is performed to take into account
various possible combinations of heavy ion SEE responses based on the potential set of SEL
saturation cross-sections and the potential set of LET thresholds.

If only the two previously mentioned parameters are considered, then the heavy ion re-
sponse is assumed to be a step function (S) starting at the LET threshold and with the HI
saturation cross-section as fixed value at any LET > LET,. The use of a step function as a
response for a device provides very conservative estimations for the SEE rate in space. How-
ever, for the type of analysis that will follow, using a step function response would actually
overestimates the capabilities of HEH and HEHI beams in exposing the SEE sensitivity of
electronic devices.

This is the reason why, along with the step function response, the 4-parameter Weibull
response (W) is used as well. For the 4-parameter Weibull response, in addition to the
two earlier mentioned parameters, it is necessary to define also the shape parameter W
and the exponent s. Given that these parameters would further complicate the analysis,
average values are used. An extensive literature research on device SEL HI data
(which also includes the data collected during the CNES experiments, see Table shows
that W = 30 MeV/(mg/cm?) and s = 3 can be assumed as average values for a quite wide
collection of devices.

The SEE response of a device to a HEH or a HEHI beam is determined by convolving the
energy deposition distributions as a function of LET,, from these testing environments with
the heavy ion SEE response (expressed as either a step or a Weibull function). Therefore, by
considering various pairs of LETg-044¢, it is possible to determine the expected rate for that
device in a HEH or HEHI beam after a certain fluence of HEH or ions has been delivered.
For the follow-up analysis, CHARM will be considered representative of all HEH beams, as
it was earlier shown.
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Figure 7.3: Colormaps of the SEE rate for an RPP with 20 x 4 x 3 um? SV at CHARM for a
fluence of 10" HEH/cm? and with Pb 5 GeV /n ions for a fluence of 5 x 107 ions/cm? based
on MC simulations and the Weibull function. The SEE rate for the Weibull case is shown
as a function of the device LET threshold and HI saturation cross-section. The lines on top
of the colormap define all the combinations of LETy-04,; for which at least 3.7 SELs will be
observable during the test according to the fluence of HEHs or HEHIs and the SEE response
(W = Weibull, S = step). o4 larger than SV area implies multiple sensitive cells. The
minimum LET, for the parametric analysis was 0.1 MeV/(mg/cm?).

Fig. (left) depicts, by means of a colormap, the SEE rate at CHARM for various
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combinations of LETy-05,:. The SEE rate in the colormap expresses the number of events
for a fluence of 101! HEH/cm?. The SEL SV with 3 ym thickness was considered along
with the 4-parameter Weibull function, with the aforementioned W and s, to determine the
SEE rate. The first noteworthy aspect is that there is a sharp transition at an LET,, of
~ 32 MeV/(mg/cm?). The reason is that the HEH beam on silicon cannot yield any energy
deposition event with higher LET,, than this limit. Therefore, by definition, the SEE rate
should be null no matter the os,; (in the plot this is actually expressed with a very low SEE
rate because the colormap scale is logarithmic).

The main interest behind this parametric analysis stands in identifying which sensitivities
the HEH beam can expose, or, in other words, for which combinations of LETy-04,; one can
expect to see events in CHARM. Therefore, the interest is in finding the combinations of
LETy-0s4: for which > 0 SEEs are expected to occur with an irradiation in the HEH beam.
However, since this boundary is affected by very low statistics in terms of SEE occurrence,
during an experiment the data retrieved in a HEH beam may fluctuate. Therefore, rather
than bounding with respect to 1 SEE, and according to Poisson statistics, it would be better
to bound the rate to 3.7 SEEs to increase the level of confidence to 95%. Therefore, it remains
only a 5% chance that a combination of LETy-0s, that is predicted to have 3.7 SEEs will
actually suffer 0 SEEs in the HEH beam.

In Fig. (left) the combinations of LETy-04; for which the SEE rate in CHARM is
> 3.7 SEEs for the fluence of 10! HEH/cm? is marked by a red line. Therefore, all devices
having LET -0, falling above the red line are expected to suffer from SEEs in CHARM and
those below are expected not to.

A few more lines have been drawn on the colormap to assess how things change when the
fluence is reduced or increased by a factor of 10 or when a step function response is considered
in place of the Weibull function.

The former demonstrates that, by means of a higher fluence, it is possible to widen the
combinations of LET -0, for which sensitivity to a certain SEE could be exposed by means
of HEH experiments. As mentioned, however, this would come at the expenses of a higher
TID, therefore it may not be possible to actually test the system/devices up to 102 HEH/cm?
without experiencing TID failures (580 Gy(Si)).

The latter demonstrates that the use of a step function would provide very high overesti-
mations about the capabilities of a HEH beam in stimulating SEEs, to the point that a fluence
of 10!Y HEH /cm? with the step function is expected to provide a wider amount of combina-
tions of LET -0, whose sensitivity would be exposed than a fluence of 1012 HEH/ cm? with
the average Weibull.

One of the main take-aways of the plot is that even if a device has a LET of 1 MeV /(mg/cm?),
that does not mean that SEEs shall always be expected in CHARM, given that the osq, W
and s are also determinant.

Fig. (right) provides a similar analysis, but for the Pb 5 GeV/n ion. Note that the
indicated fluences for this very ion would deliver the same TID as the HEH fluences indicated
for the CHARM case. The colormap provides the SEE rate exposed by these HEHIs for
various combinations of LETg-05,: and the same volume as for the CHARM case. Again,
the interest stands in finding the combinations of LET -0, for which at least 3.7 SEEs are
observed.

As it was for the CHARM case these HEHIs can produce higher energy deposition events
than those of the primary LET of the ion. These events are caused by indirect ionization
phenomena emerging from the interaction between the Pb ion and the silicon nuclei. As
it can be seen, Pb ions can yield indirect ionization energy deposition events beyond those
available at CHARM (the actual threshold is about 41 MeV/(mg/cm?)). However, another
sharp transition is visible in the colormap and it occurs at the LET of the primary ion. This
is because indirect ionization from ions (as it was for HEH) is much less likely than the own
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direct ionization.

As a result, when tracing the curve that defines the combinations of LET -0, for which
at least 3.7 SEEs will be observed from irradiation with HEHIs, an asymptote appears for
LET{ corresponding to the primary LET of the ion. An asymptote that is insensitive with
respect to the delivered primary ion fluence. On the one hand, it is clear that the direct
ionization contributes only to an increase in coverage in terms of o4, but not LET( (for
which it is lower than for HEHs). On the other hand, there are some events from indirect
ionization that may extend the combinations of LETy-04. that can be exposed in a similar
fashion as for HEHs.

The step function also strongly highlights the sharp transition across the primary LET
of the HEHIs. Indeed, for a step function, one should obtain very similar rates no matter
the actual LET( of the device if this is lower than the primary LET of the ion. The indirect
ionization events from the step function are also very similar to those for HEHs. Therefore,
also for HEHISs, the step function response is likely to bring to overestimations in the expected
number of events in a HEHI beam.

Coming back to the question expressed in the title of this section, one can conclude that
the susceptibilities exposed by HEHs and HEHIs are actually very similar when it comes to
the device LET( sensitivity. However, the main difference is that at LETy equal or lower
than that of the primary HEHI the latter is supposed to expose the SEE susceptibility of
more devices because the range of o4, covered is larger. On the other hand, at LETy above
the LET of the primary HEHI, the two beams can exercise devices in very similar fashions.
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Figure 7.4: Colormaps of the SEE rate for an RPP with 20 x 4 x 10 ym? SV at CHARM
for a fluence of 10! HEH/cm? and with Pb 5 GeV /n ions for a fluence of 5 x 107 ions/cm?
based on MC simulations and the Weibull function. The SEE rate is shown as a function of
the device LET threshold and HI saturation cross-section. The lines on top of the colormap
define all the combinations of LETy-044; for which at least 3.7 SELs will be observable during
the test according to the fluence of HEHs or HEHIs and the SEE response (W = Weibull, S
= step).

Nevertheless, the picture is not fully complete, given that the 3 pum thickness is not
representative of all potentially destructive SEE structures. As it was shown for the delivered
dose analysis, a thicker SV has a strong impact on the ion yield for HEHs, while leaving largely
unaffected the considerations for HEHIs. Therefore, the analysis is extended to the case with
10 pm thickness.

Fig. (left) portrays the same identical analysis as done before for the CHARM envi-
ronment and Fig. [7.4] (right) for the Pb 5 GeV/n beam. Note that in the CHARM plot the
x-axis has been rescaled by almost a half. This is because the energy deposition events for a
10 pm thickness come with a maximum LET,, of just 13 MeV/(mg/cm?).

The consequences on the capability of HEHs of exposing certain SEE sensitivities also
rescale in a similar fashion, i.e., by almost a factor of 3 in terms of LET( of the device given
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a certain og: and a certain HEH fluence with respect to the 3 um case. The differences
between the Weibull case and the step function case are also enlarged and highlight how
optimistic the expectations from a HEH test would be if the latter is considered.

On the other hand, as expected, things go rather unchanged for the HEHI case. For the
thicker SV, one would then conclude that HEHI beams can provide a larger set of SEE stimuli
to devices than HEH beams can.
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Figure 7.5: Colormaps of the SEE rate for an RPP with 20 x 4 x 3 um?® SV at Chiplr for a
fluence of 10" HEH/cm? and with Pb 5 GeV /n ions for a fluence of 6 x 10° ions/cm? based
on MC simulations and the Weibull function. The SEE rate is shown as a function of the
device LET threshold and HI saturation cross-section. The lines on top of the colormap define
all the combinations of LET -0, for which at least 3.7 SELs will be observable during the
test according to the fluence of HEHs or HEHIs and the SEE response (W = Weibull, S =

step).
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Figure 7.6: Colormaps of the SEE rate for an RPP with 20 x 4 x 10 um3 SV at Chiplr for a
fluence of 10! HEH/cm? and with Pb 5 GeV /n ions for a fluence of 6 x 10° ions/cm? based
on MC simulations and the Weibull function. The SEE rate is shown as a function of the
device LET threshold and HI saturation cross-section. The lines on top of the colormap define
all the combinations of LETy-0s,: for which at least 3.7 SELs will be observable during the
test according to the fluence of HEHs or HEHIs and the SEE response (W = Weibull, S =
step).

While CHARM and 200 MeV protons are expected to deposit the same TID, as it was
shown above, Chiplr (and spallation neutrons in general) stands out because neutrons de-
posit TID only through the secondary ions, but not the primary particles. Therefore, the
deposited TID is much closer to that of primary HEHIs. Sticking to the same HEH fluence of
10" HEH/cm?, the Chiplr beam would deposit 0.7 Gy(Si). The same TID would be achieved
by HEHIs with a fluence of 6 x 10° ions/cm?. Therefore, the TID for both neutrons and ions
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is about two orders of magnitude lower than in the CHARM case, for a similar SEE-induction
capacity.

Figs. and [7.6] provide the same comparisons performed before, but this time for Chiplr
and the Pb 5 GeV/n. For Chiplr it is noted that the maximum LET., available is slightly
lower than at CHARM, because the primary proton beam is less energetic. Nevertheless,
as expected, the colormap and the curves of SEE susceptibilities based on the 3.7 SEEs are
basically the same for CHARM and Chiplr at a given fluence. Therefore, spallation neutrons
can indeed achieve the same SEE results as CHARM, but with a much lower TID.

On the other hand, since for the comparison with Chiplr the ion fluence is about 2 orders
of magnitude lower than for the comparison with CHARM, the SEE susceptibilities that the
ion can highlight have consistently reduced. To the point that for the Weibull response the
SEE susceptibilities are actually limited below the primary LET asymptote and there is no
possibility of exploiting indirect ionization phenomena. The curves for HEHIs actually move
backwards from the asymptote because even if the LET( is below that of the primary ion, if
the saturation cross-section is low enough no SEEs will occur with this lower fluence, whereas
this is certainly not the case for the step function response.

Therefore, for the 3 um case, spallation neutrons can expose the sensitivity of devices
having higher LET( than the considered HEHI can.

The picture changes as well for spallation neutrons when considering a thicker SV and,
again, the results are very compatible with CHARM even if the maximum LET,, of the
secondary ions is lower than at CHARM. HEHIs are again independent on the SV thickness.
Therefore, the same situation as for CHARM repeats and, even if less effective at this lower
fluence, HEHIs are slightly better in exposing SEE susceptibilities than spallation neutrons.

All considered, and strictly considering the HEHI used in this analysis, one can probably
conclude that HEHIs are generally slightly better than CHARM HEHs and slightly worse
than Chiplr spallation neutrons (for the same deposited TID) when it comes to exercise the
susceptibilities of device whose HI responses would not be known. However, the main issue
of HEHIs remains the very scarse penetration that can hardly guarantee homogeneity over
more than a single PCB.

7.1.4 High-Z materials

The presence of high-Z materials, such as tungsten or gold, within microelectronics packages,
overlayers and contacts can be an important concern when it comes to RHA of electronic
devices in space [152,]175]. This is because nuclear fission interactions of HEHs with high-
Z nuclei can yield secondary ions with much higher LET,, than those from HEH-silicon
interactions.

In order to determine how things change when high-Z materials are located nearby the
silicon SV, the previous RPP SVs are used again for the simulations, but, this time, an
overlayer of tungsten 0.4 pym thick is added on top of the silicon as it was for the original
Brilliance SRAM model in Chapter [} MC simulations are used to extract the energy depo-
sition distributions as a function of LET¢,; coming from secondary ions produced by silicon
and tungsten.

The previous analysis is repeated to assess how the presence of high-Z materials can have
an impact when it comes to provididing SEE stimuli in a HEH or HEHI beam.

Fig. provides the SEE rates for CHARM (left) and the Pb 5 GeV/n ion (right) for
the model with 3 pum thickness and the tungsten. Note that, in this case, the left plot does
not present the sharp transition to 0 SEEs at high LET. Indeed, the presence of tungsten can
now release secondary ions with LET,, even above 60 MeV/(mg/cm?). The other noteworthy
aspect is the shape of the curve for 3.7 SEEs as a function of the various fluences. The curves
are identical to those when tungsten was not considered for LETy < 10 MeV/(mg/cm?).
However, around this LET a transition is observed. As a consequence the range of LET
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Figure 7.7: Colormaps of the SEE rate for an RPP with 20 x 4 x 3 ym? SV with an additional
tungsten layer at CHARM for a fluence of 10 HEH/cm? and with Pb 5 GeV /n ions for a
fluence of 5 x 107 ions/cm? based on MC simulations and the Weibull function. The SEE
rate is shown as a function of the device LET threshold and HI saturation cross-section. The
lines on top of the colormap define all the combinations of LETy-0,¢ for which at least 3.7
SELs will be observable during the test according to the fluence of HEHs or HEHIs and the
SEE response (W = Weibull, S = step).

that the HEH experiment can exercise becomes wider and can reach even 30 MeV /(mg/cm?)
for a fluence of 10! HEH/cm? and the Weibull response function. Even higher SEEs with
higher LET( can be stimulated if either a larger fluence or the step function response are
considered.

For the Pb 5 GeV /n ions, while it is true that Pb-tungsten nuclear reactions are happening
and yielding secondary ions with higher LET, the effect is more limited. Indeed, the presence
of the tungsten does not affect what happens due to direct ionization at low LET. At the
same time, the additional yield of Pb-tungsten secondary ions is insufficient to change the
overall picture. In this case the maximum LET( exercised for a fluence of 5 x 107 ions/cm?
is 20 MeV/(mg/cm?), i.e., lower than for HEHs. Therefore, it can be concluded that HEHI
beams will also provide results insensitive to the presence or absence of high-Z materials
nearby the SV.
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Figure 7.8: Colormaps of the SEE rate for an RPP with 20 x 4 x 10 gm?3 SV with an addi-
tional tungsten layer at CHARM for a fluence of 10! HEH/cm? and with Pb 5 GeV/n ions
for a fluence of 5 x 107 ions/cm? based on MC simulations and the Weibull function. The
SEE rate is shown as a function of the device LET threshold and HI saturation cross-section.
The lines on top of the colormap define all the combinations of LET -0, for which at least
3.7 SELs will be observable during the test according to the fluence of HEHs or HEHIs and
the SEE response (W = Weibull, S = step).
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Similar conclusions can be drawn when it comes to the thicker SV, as shown in Fig.
In this case, it is possible to see that the presence of tungsten has generated ions with LET,
up to 30 MeV/(mg/cm?) as opposed to the 13 MeV/(mg/cm?) in which the tungsten was
absent. Also in this case the susceptibility in terms of SEE LET( of the devices that the
HEH test can expose has increased of about a factor of 2 with respect to the case without
tungsten layer. On the other hand, the HEHI case is again only mildly affected.

However, the HEHIs provide still better stimuli for a thickness of 10 um and the presence
of tungsten than the HEHs.

From these observations it is possible to conclude that for those devices for which high-Z
materials may be placed nearby the SV, the HEH experiments can sometimes stimulate more
SEEs susceptibilities than HEHIs can, but that, again, this capability diminishes as the SV
thickness increases. Furthermore, the presence of high-Z material nearby the SV is not the
rule. Therefore, the conclusions for the silicon-only case are still the most representative for
the HEH vs. HEHI comparison (unless additional information is available from another kind
of analysis, e.g., SEM).

7.2 Correlating the HEH SEE cross-section to the space SEE
rate

No matter whether mono-energetic protons, spallation neutrons or mixed-fields are used to
perform a space system test, the outcomes of such kind of tests are typically one or more
system/device SEE cross-sections. The question then becomes how to correlate this cross-
section to the space rate, which may comprise proton- and ion-induced SEEs.

A method based once again on LET,, can be proposed to connect the HEH SEE cross-
section to the space SEE rate and determine when HEH experiments can be trusted.

7.2.1 VELA: method definition

It is known that the SEE response of a device is strongly affected by several parameters,
i.e., some are constructional (e.g., the sensitive volume dimensions) and some are electrical
(e.g., the critical charge or LET threshold). As earlier explained, the triggering of an SEE
is related to the energy deposition event probability. Therefore, in order to assess the suit-
ability of HEHs in describing SEE phenomena in space a comparative analysis between the
energy deposition distribution of the beam available at HEH facilities and of those arising by
interaction with the space environment is worthwhile.

When performing such an analysis it is noted that energy deposition events from HEHs
will be caused by secondary ions produced in hadron-silicon interactions, whereas for the
space environment they will be in part caused, in a similar fashion, by HEPs and, in part by
direct ionization from ions (typically more energetic events in terms of energy deposition can
be expected).

The LET,., stands at the basis of comparing the HEH facility beams and the space
environment through the VELA [100]. This mathematical method makes use of the energy
deposition distribution as a function of LET, determined from MC simulations to calculate
a direct correlation between the HEH SEE cross-section and the space rate.

The SEE rate during a test with at a HEH beam is determined as follows:

Rtest[dayfl] = @HEH[dayflcm*Q] X UHEH[ch] (7.2)

The LET,, plays a role in the determination of the acceleration factor of the test with
respect to the space environment. In this sense, the acceleration factor is defined as the ratio
between the fluence of particles that can generate an event with an LET,, above a certain
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threshold (marked with *) during the HEH test and the fluence of those same particles in
space (also accounting for the isotropic nature of the space environment):
(I)test(> LET;q)
Pspace(> LETY,)

acc. factor = (7.3)

Therefore, the simplification here stands in assuming that each particle having an LET,,
above the threshold will have identical probability of causing an SEE no matter their LET,.
In a similar fashion, all particles having an LET,, below the threshold will be discarded
because they cannot trigger that SEE. This is a potentially strong approximation, but in order
to maintain the generality of the method it is not possible to apply a generic Weibull function
to weigh the two fluxes. Nevertheless, as it will be seen later, the absence of this Weibull
function weighting is the reason why the VELA loses precision for devices characterized by
an intermediate or high LET).

It follows that the space SEE rate shall be proportional to the HEH test SEE rate by
means of this acceleration factor, which, therefore, directly links the space SEE rate to the
HEH SEE cross-section:

o Rtest [day_l] (I)space(> LETe*q)

R day™1] = = ) 7.4
space(day "] acc. factor Dyest (> LETe*q) * PHEH X CHEH (7.4)

Grouping all the elements together so that an expression like Rgpace = o X 0gppy can be
obtained, the factor o that relates the space rate to the HEH SEE cross-section is:

PyenH
(I)test (> LETe*q)

Q(LET},) = ®pace(> LETY,) x (7.5)

In the equation « is a function of the set LET,, threshold. However, as it will be later
shown, the choice of the LET;, weakly affects the value of « for a rather large LET,, range.

In conclusion, the VELA suggests that it is possible to determine an « factor that relates
the HEH SEE cross-section to the space SEE rate due to both protons and ions, for a given
mission.

Other than with the choice of the LET},, the value of a can also depend on various other
parameters, such as the SV dimensions (the thickness, in particular), the type of SEE, the
HEH beam facility as well as the space orbit for which it is calculated.

7.2.2 VELA: application to different facilities and sensitive volumes

MC simulations are used to determine the energy deposition distributions from various ra-
diation fields. Concerning the targeted facilities, the CHARM, Chiplr and 200 MeV mono-
energetic proton beams are considered. For this first analysis, their energy deposition distri-
butions are compared with that of a fixed LEO environment based on 800 km altitude, 98°
inclination, solar minimum conditions, 100 mils of aluminum of shielding. The LEO environ-
ment takes into account both the trapped protons and the GCR protons and ions. The other
difference between the space environment and the facility beams is that the energy distri-
bution of the former is determined by simulating a spherically isotropic spectra of particles
whereas the energy distributions of the latter are determined using mono-directional beams
(to replicate the test conditions).

As introduced throughout the thesis, the SV features can vary depending on the SEE
of interest. SEUs and SELs are SEEs that can be stimulated by HEHs. The SVs intro-
duced in the earlier chapters for the ISSI SRAM and Brilliance SRAM are therefore used
for the sake of this analysis. As a reminder, the ISST SRAM was modelled through a cubic
RPP with 310 nm side, whereas the Brilliance SRAM was modelled through an RPP with
20 x 4 x 3 pm? volume. Since 3 ym can be considered a representative thickness for devices

114



7.2. CORRELATING THE HEH SEE CROSS-SECTION TO THE SPACE SEE RATE

that will display SEL in a HEH environment, but it is likely insufficient for devices displaying
SEL only during ion irradiations, a second SEL SV is considered, that is 20 x 4 x 10 pm?.
Concerning the SEL SV, no tungsten is added to the model.

Energy deposition distributions are obtained from FLUKA as probabilities per primary
particle. In order to convert them into space SEE rates they have to be normalized based
on the beam size and the integral fluxes of protons and ions found in space. In addition,
this SEE rate is further normalized to 1 cm? device sensitive surface to get rid of the actual
device surface dependency. Such normalization is also applied to the space SEE rate for the
same reason. As a result, the SEE rates from the HEH test and the space environment as a
function of volume equivalent LET are obtained.

In a similar fashion, for the energy deposition distributions of the facilities, a cross-section
as a function of LET,, is determined. As earlier mentioned the relationship between the space
rate and the HEH SEE cross-section is the a. To determine the o a certain LET,, threshold
has to be chosen. For the moment, this will be taken as 3 MeV/(mg/cm?) and this choice
will be verified later on.

By calculating a from eq. (7.5) for LET}, = 3 MeV/(mg/cm?) it is possible to multiply
the whole HEH SEE cross-section as a function of LET,, so that one can get the predicted
space SEE rate from a HEH test, again as a function of LET,.
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Figure 7.9: Normalized rates per day to a surface of 1 cm? for the CHARM, Chiplr, 200 MeV
mono-energetic proton beams (and scaled by the respective a)) and the LEO environment
(800 km, 98°, solar minimum, 100 mils of Al with trapped protons and GCRs). The vol-
ume considered for the MC calculations is that of the ISSI SRAM. Obtained with FLUKA.
Reprinted from [47]. (©) 2021, Coronetti et al., licensed under CC BY 4.0.

Figs. depict the normalized space SEE rates as a function of LET,, from the
LEO environment and from the three HEH tests for the SEU SV and the two SEL SVs,
respectively. As said, the space rates obtained from the HEH experiments have been rescaled
by the a and shall thus match the LEO space SEE rate at 3 MeV/(mg/cm?). However, as it
is obvious from the figures, the overlap extends for a much larger range of LET,.

The plots have several characteristics in common. Apart from the central LET region
of overlap, the LEO space rate diverges from that of the HEH tests typically below an
LET,, < 1 MeV/(mg/cm?). This is due to direct ionization effects from low-energy protons.
These are more significant in space than in the HEH facilities because, e.g., at CHARM
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Figure 7.10: Normalized rates per day to a surface of 1 cm? for the CHARM, Chiplr, 200
MeV mono-energetic proton beams (and scaled by the respective o) and the LEO environment
(800 km, 98°, solar minimum, 100 mils of Al with trapped protons and galactic cosmic rays).
The volume considered for the MC calculations is that of the Brilliance SRAM with 3 pm
thickness. Obtained with FLUKA. Reprinted from [47]. (©) 2021, Coronetti et al., licensed
under CC BY 4.0.
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Figure 7.11: Normalized rates per day to a surface of 1 cm? for the CHARM, Chiplr, 200
MeV mono-energetic proton beams (and scaled by the respective «) and the LEO environment
(800 km, 98°, solar minimum, 100 mils of Al with trapped protons and galactic cosmic rays).
The volume considered for the MC calculations is that of the Brilliance SRAM with 10 ym
thickness. Obtained with FLUKA.

the LEPs are less abundant in relative terms with respect to HEHs than in space. Clearly,
no LEPs are present in the neutron spallation field of Chiplr. Finally, the mono-energetic
200 MeV protons have LET below 0.1 MeV/(mg/cm?), therefore, their direct ionization
would kick in at much lower LET,, than what it is shown in the plot.
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The second and more important divergence occurs at high LET.,. Space SEE rates de-
vised from the HEH experiments drop down at LET,, of 10-20 MeV/(mg/cm?). On the other
hand, the space SEE rate directly derived from the space environment remains significant at
LET,, of 30-50 MeV/(mg/cm?). This difference is caused by the presence of high LET ions
in the space environment.

Excluding PDI effects, if the actual a of each facility is considered, the overlap between
the three HEH environments is very good for any LET.,. This reinforces the conclusion
that testing at either CHARM, Chiplr or with 200 MeV proton will return similar HEH SEE
cross-sections and, therefore, similar predicted space rates.

Table 7.1: « factors (units of cm™2 day~!) for the considered test facilities with respect to
the LEO environment (800 km, 98°, solar minimum, 100 mils of Al, trapped protons and
GCRs) for the SEU and the two SEL volumes. Reprinted from [47]. (©) 2021, Coronetti et
al., licensed under CC BY 4.0.

HEH beam SEU SV SEL 3 ym SV SEL 10 ym SV
CHARM 9.27 x 10° 1.14 x 107 1.17 x 107
Chiplr 7.25 x 10° 1.35 x 107 1.55 x 107
200 MeV protons 1.05 x 107 1.08 x 107 9.92 x 10°

Table presents the a’s used to obtain the plots in the previous figures. For each facility
and SV a different « is obtained. However, it can be said, in first approximation, that all a’s
fall, more or less, around 10° cm~2day~! for this orbit no matter whether SEUs or SELSs are
of concern. Therefore, o remains stable despite variations in (i) the SV size and thickness,
(ii) the facility used to calculate the HEH SEE cross-section and (iii) the type of SEE.

This is potentially a very important result for system-level testing, in particular for those
cases in which determining the root cause of a system-level fault/failure is either not possible
or would require a deeper level of observability. Indeed, the fact that a unique « can be used
no matter the nature of the SEE can enable data exploitation out of system-level test with
little level of observability.

The paper [47] also shows the application of the VELA to a few devices for which it is
possible to have a comparison with either more standard predictions based on the Weibull
method and the experimental data or with actual on-orbit data for the LEO here considered.

7.2.3 VELA: dependency with the choice of the LET,, threshold

As earlier mentioned, o depends on the choice of the LET,, threshold. However, some level
of arbitrariness exists in the selection of the most appropriate threshold. This is supported
by the fact that the overlap between the space SEE rate from the space environment and
those calculated after the HEH SEE cross-section extends for quite a large range of LET,,.

Fig. depicts how the o varies with diverse choices of the LET,, threshold. The figure
reports data for the three HEH beams and the two SEL SVs with different thickness.

As indicated by the light and dark grey boundaries (respectively a factor of 1.3 and 2
tolerances with respect to the 107 cm~2day~! value considered as the global average before),
for both SVs the « is expected to remain stable for nearly a decade when varying the LET,,
threshold. However, the decade for which the « is stable shifts towards lower LET.; when
the thickness of the SV increases. As a result, the 3 MeV /(mg/cm?) previously picked stands
in the middle of the decade for which the « is stable for the 3 pm thickness (« stable in the
1-10 MeV/(mg/cm?) range), whereas it is much closer to the upper limit boundary for the
10 pm thickness (o stable in the 0.4-4 MeV/(mg/cm?) range.
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Figure 7.12: o factor as a function of the LET, for the SEL SV with 3 pym and 10 um
thicknesses for the various facilities. The light and dark grey dashed lines indicate a variation
of £30% and a factor of 2 difference with respect to the 107 cm~2day~! value, respectively.
Obtained with FLUKA. Reprinted from [47]. (©) 2021, Coronetti et al., licensed under CC
BY 4.0.

Below and above the stable decade the a very quickly diverges either due to direct ioniza-
tion from LEPs or to the missing heavy ion events, respectively. The situation becomes even
more critical as the thickness of the SV increases. For the 10 pym, a violation by a factor of
2 is attained at an LET,, of 7 MeV/(mg/cm?). Therefore, the VELA becomes less and less
representative as the thickness of a device SV grows.

While this is a concern for the capability of the HEH beam field to provide sufficient
stimuli to trigger all potential SEEs coming from the space environment, it is moreover true
that devices characterized by a very deep SV will typically not exhibit any event during HEH
testing. Therefore, the VELA would not be applicable and its decreasing representativeness
will be less of a concern.

7.2.4 VELA: dependency with the orbital parameters

The « is a function of the orbit for which it is calculated for. This is because its definition
contains the term ®gpqce(> LET:q), which directly scales with the proton and ion fluxes of
a particular orbit. Proton fluxes may change by more than one order of magnitude in LEO
depending on whether the LEO is at low-altitude (e.g., ISS) or deep into the proton radiation
belt (> 1000 km). Ion fluxes are also supposed to change based on the geomagnetic shielding,
which varies with orbit altitude and inclination.

In the following analysis, orbital altitude and inclination variabilities are considered for
a few LEOs that shall encompass the most used orbits. The analysis is restricted to an
altitude between 500 km (that of the ISS) and 1400 km. The reason why it may not be
worthwhile exploring higher LEO altitudes is related to the TID. Since the HEH testing is
mainly proposed for custom-built systems based on COTS devices, at altitudes above 1400 km
the TID per year starts to be in the order of 200 Gy(Si) for 100 mils of aluminum. In terms
of inclination, the analysis is restricted to 52° and 98°, given that these inclinations should
be relevant for most of the LEO missions.

The space proton and ion spectra were simulated with FLUKA and their energy deposition
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Figure 7.13: « as a function of the orbit altitude and inclination for the SEL SV with 3 pym
thickness for the various facilities.

as a function of LET,, extracted for an SEL SV with 3 pm thickness. Fig. depicts the
« as a function of altitude and inclination for the three HEH beams under consideration. As
the plot shows the variability with respect to the altitude dominates over those with respect
to the inclination and HEH beams. The « can indeed vary of almost two orders of magnitude
between 500 km and 1400 km. As said, the main variability is directly proportional to the
higher proton fluxes at higher altitudes. Indeed, the ion contribution to the « is always lower
than 10% and even lower than 1% for the highest altitude.

If one was to normalize o with respect to ®gpgee(> LETe*q) one would indeed get that
the normalized o would be almost constant with the altitude. Therefore, there is no need
to calculate all the « for the different orbits, but one can get a reasonable estimation by
rescaling « based on the proton fluxes.

The fact that the proton component is dominant is also visible when different inclinations
are compared. A higher « is obtained for the lower inclination because the satellite spends
more time within the proton belt. On the opposite, the ion fluxes are expected to be higher
at the poles due to the lower geomagnetic shielding. However, the ion contribution is largely
superseded by the proton contribution. The difference between the two inclinations is in the
order of just 20%. Given the small variability, one can assume that for all inclinations in the
considered range the lower inclination a should provide a good estimate also for intermediate
inclinations.

Although GEO space missions are generally associated with much lower risk acceptance
than what this study is targeting, it may be interesting to also assess if it is possible to
calculate an « also for an ion dominated orbit like the GEO. Fig. depicts the energy de-
position distributions of the HEH beams with respect to that of the GEO GCR environment.
While it is possible to calculate an « so that the distributions match at 3 MeV/(mg/cm?),
it is noted that the difference at high LET., is quite strong, i.e., plenty of SEEs caused by
events with LET,, > 10 MeV/(mg/cm?) will be compensated by a larger amount of SEEs in
the HEH test environment caused by events with LET, = 3-10 MeV/(mg/cm?).

The resulting « for the GEO environment is about 5 x 10 cm =2 day~! for all the facilities
and, in this case, 90% of the « is coming from ion events, and only the remaining 10% from
proton events.
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Figure 7.14: Normalized rates per day to a surface of 1 cm? for the CHARM, Chiplr, 200 MeV
mono-energetic proton beams (and scaled by the respective o) and the GEO environment
(35786 km, 0°, solar minimum, 100 mils of Al with galactic cosmic rays). The volume
considered for the MC calculations is that of the Brilliance SRAM with 3 pm thickness.
Obtained with FLUKA.

7.3 Space SEE rate prediction from the information available
through HEH testing

The outcome of HEH testing of devices and systems may be quite variable. One can either
observe several hundreds or thousands of events, a few events or no events at all. The
statistical uncertainty associated with each of these three cases is quite different and the
reliability of the VELA may be impacted by the low amount of events observed during the
HEH test. This is because observing just a few or zero events in a HEH environment does
not imply that a negligible amount of events will occur in space, but it is just a consequence
of the strong limitations arising from the insufficient LET,, of the secondary ions in a HEH
experiment.

Therefore, there are still several aspects that have to be assessed. First and foremost, it
is necessary to assess when the VELA provides reliable predictions considering that (i) the
ion response of the DUTs and their SV characteristics are not known and that (ii) only the
number of events (i.e., cross-section) from a HEH test are available. Therefore, the method
will actually be applied and tested for a collection of heavy ion responses of real COTS devices
and its reliability assessed with respect to the actual response expected in space for those
devices. Most of the analysis will therefore rely again on energy depositions as a function of
LET,, as determined before.

Since it is already evident that the method will not work for zero events, given that it is
impossible to say whether one will actually have zero events from ions in space or not, some
complementary information can still be devised from a zero event HEH test at least in terms
of an upper bound for those events that were not observed.

For the scope of both points, a set of heavy ion SEL responses from actual commercial
devices will be used. Again, the data are collected from the literature [20,|157-174] and
from Table This database includes parts such as: SRAMs, FPGAs, uCs, ADCs, DACs,
transceivers, supervisory ICs, op-amps, voltage references and more. The data-set is depicted
in Fig. and classifies the devices in terms of their LET( and o4. For the red devices, the
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Figure 7.15: Heavy ion SEL response of a set of actual devices (whose data are available in
the literature) in terms of their LETj and o44. The data are presented in different colours to
show whether the shape and exponent parameters of the Weibull function are also available.
Note that the number of SVs is determined by dividing the o4, by the SV area of the
considered SEL volume in the FLUKA simulations.

shape and exponent parameters of the Weibull function are available. For the blue devices,
the average values of W = 30 MeV/(mg/cm?) and s = 3 will be assumed.

7.3.1 VELA: which is the minimum HEH cross-section to get reliable es-
timation of the space rate?

From the FLUKA energy deposition distributions determined for CHARM and the space
environment one can determine which is the number of events (or the HEH cross-section)
in a CHARM test of all the targeted devices. This is achieved by convolving the heavy ion
response of the device with the energy deposition distribution of CHARM after a certain
fluence. While CHARM tests are set to last for a fixed duration of roughly one week, one
generally achieves a fluence higher than 10! p/cm?. However, to be more consistent with
proton testing, the fluence for CHARM is also fixed at 10! p/cm?.

These data are used to mark a separation between the devices which will suffer from
more than 3.7 SELs during the CHARM test and those that will suffer less or even zero
SELs (because by definition their LET is higher than the maximum LET,, of the CHARM
secondary ions).

Then, for the devices showing more than 3.7 SELs the VELA is applied to determine
the predicted space SEL rate (from protons and ions) for the reference LEO with 800 km
altitude and 98° inclination. To determine the accuracy of the VELA for these devices,
the space SEL rate is also computed by direct convolution of the space environment energy
deposition distribution and the heavy ion response of the device. This second method, called
MC convolution, is expected to provide the actual space SEL rate of the device in analogy
with other methods such as the Weibull convolution with the LET spectrum.

Fig. shows the comparison between the space SEL rate from the VELA and that
from the MC convolution of the space environment for the cases of SEL SVs with 3 and
10 pm thickness.

The first noteworthy aspect is that from a data-set comprising more than 80 heavy ion
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Figure 7.16: Space rate for devices suffering from more than 3.7 SELs at CHARM for a
fluence of 10! p/cm?. The space rate is calculated by means of the VELA and by convolving
the device heavy ion response with the space energy deposition distribution. (Left) SEL SV
thickness 3 pm, (right) 10 pm.

SEL responses of real devices, CHARM is expected to expose the sensitivity of only 9 if
the SEL SV is assumed to be thin, and no more than 5 if the SV is thick, which makes for
something between 5% and 10%. Therefore, as a first conclusion, with such kind of HEH
tests, based on the literature data-set, one should be able to expose the SEL sensitivity of
only a small percentage of commercially available devices.

The second noteworthy aspect is that, certainly, the number of events seen at CHARM for
devices having the same heavy ion Weibull response, but different SV thickness is different.

Coming back to the reliability of the VELA at predicting the space rate it is noted that
the agreement between the VELA and the MC convolution of the space energy deposition
distribution is quite heterogeneous. For about half of the devices the agreement is quite good.
However, for the other half there can be discrepancies of up to a factor of 5, and, in all these
cases, the VELA is underestimating the actual space rate.

The disagreement between the VELA and the expected space SEL rate grows on the
left side of the plots, where the number of events expected in CHARM is lower (i.e., lower
measured cross-section). On the other hand, the agreement improves as hundreds of events
(or more) are observed in CHARM. On the surface, it appears that the statistical uncertainty
on the low amount of events is the main responsible for the growing disagreement. However,
the main reason why poor statistics result in unreliable space SEL rate predictions is that
the hypothesis in eq. of equating events of high LET,, (in space) to events associated
with lower LET,, (in the HEH test), though still above the threshold, starts falling apart
when the Weibull response of a device actually gives more importance to high LET,, events.

All considered, these observations can be used to define a minimum HEH SEE cross-
section above which the VELA is accurate and under which the VELA should not be used.

A wider analysis, involving also the devices that are expected to show less than 3.7 SELs
in CHARM is performed to have a wider scale picture about the inaccuracy of the VELA in
predicting the actual space SEL rate.

Figs. depict the comparison between the space rate determined from the VELA
and that coming from the MC convolution of the space energy deposition environment. Data
in red are the devices that showed more than 3.7 events in CHARM, whereas those in blue
would show less than 3.7, but more than 0 (here more than 0 refers to devices with less than
3.7 SELSs, but also to those having less than 1. The latter are those cases for which the LET
of the device is lower than the maximum LET,, stimulated by the HEH test, but that would
require a much higher fluence to show at least 1 SEL. These devices were thus differentiated
with respect to those having a LETy above the maximum LET,, in a HEH test and that will
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Figure 7.17: Comparison between the space rate calculated with VELA and with the MC
convolution of the space energy deposition distribution for all the devices assuming a SEL
SV with 3 pum thickness.
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Figure 7.18: Comparison between the space rate calculated with VELA and with the MC
convolution of the space energy deposition distribution for all the devices assuming a SEL
SV with 10 pm thickness.

display 0 SELs by definition) and the green data are those that by definition would return
zero events and that are plotted for convenience at a very low predicted SEL rate (because
of the logarithmic scales used in the plots).

123



7.3. SPACE SEE RATE PREDICTION FROM THE INFORMATION AVAILABLE
THROUGH HEH TESTING

The VELA is reliable when there is a linear correspondence between the two space SEL
rates (this is indicated by the green line). Therefore, if the points belonging to the various
devices fall on this curve, the VELA is expected to be accurate.

Sticking to Fig. for the 3 pm thickness, there are several devices satisfying the linear
correspondence curve. The maximum deviation would happen towards the lower end of the
SEL rate predicted from VELA with differences of even a factor of 100. This also happens
for some outliers.

It is also noted that there can be devices showing zero events at CHARM by definition
that could be expected to provide a space rate higher than many other devices whose LET
is lower (likely because of the higher og4¢).

The differences become more important when considering a thickness of 10 ym for the
SEL SV (see Fig. [7.18). The device data are now much farther from the linear correspondence
line, by a factor of 10 to a factor of 1000.

The orange curve is set to be the upper limit to the space SEL rate that is calculated upon
the very conservative assumption of a o4q; of 1 cm? (none of the devices under consideration
reach this cross-section) and letting the LET( vary. This is assumed to be an upper limit.
That is, even if in this data-set there are no devices with such an unfortunate combination
of parameters, the worst of them is expected to fall below the orange curve. Therefore, even
if the devices are better behaved than the orange curve, one can use this curve to define a
rule for when the disagreement between the VELA predicted space SEE rate and the MC
convolution space SEE rate becomes unacceptable.

Taking for instance a space SEL rate of 1072 events/day, the linear correspondence would
be violated by the upper limit (orange curve) by a factor of 3 for the 3 um thickness and
by a factor of 2 for the 10 um thickness. Therefore, in this case the 3 pym thickness is worst
case. Given that this is a contained violation, which is already margined by the fact that the
upper limit is based on a very conservative hypothetical device, the rate of 1072 events/day
is considered as the minimum for which the VELA would provide reliable predictions for this
orbit.

Given that the space SEE rate from the VELA is connected to the CHARM HEH cross-
section by the « alone, it is possible to determine straight away which is the CHARM HEH
cross-section above which the VELA is reliable for this orbit. Considering that for the
reference LEO orbit the a is 107 cm™2 day !, the minimum HEH cross-section for which
the VELA will provide reliable results is 1072 ¢cm?/dev.

Therefore, it is concluded that if the measured CHARM HEH cross-section (or that with
protons or spallation neutrons) is > 1072 ¢m?/dev one can use the VELA to accurately pre-
dict the corresponding space rate caused by protons and ions. On the other hand, whenever
only a few events in CHARM are observed and they lead to a HEH SEE cross-section below
this threshold, the VELA should not be used, but one can assume that the space SEE rate
of that device, and for this very orbit, will be below 10~2 events/day (e.g., less than 1 in 100
days) and also higher than the upper bound that will be calculated in the next section and
that is generally applicable to devices displaying zero events in a HEH beam.

One potentially important penalty of the VELA is that this minimum HEH SEL cross-
section above which the method provides reliable estimations of the space SEL rate is not
independent on the targeted mission profile (i.e., the orbit in which the satellite will be
launched). Indeed, the VELA is more reliable when the target orbit has relatively higher
proton fluxes with respect to ion fluxes.

Fig. provides an analysis of how the minimum HEH SEL cross-section for the VELA
predictions to be reliable varies with respect to the orbital altitude and inclination. This is
again calculated for each orbit by determining for which space SEL rate the orange curves
(in Figs. diverge from the linear correspondence line by more than a factor of 3
and by taking the worst case between the 3 pym thick SV and the 10 pym thick SV.
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Figure 7.19: Minimum HEH SEL cross-section to consider the VELA reliable as a function
of the orbit altitude and inclination. Data for a SEL SV with 3 um thickness.

As one can see the highest minimum HEH cross-section is achieved at low altitude
and high inclination (lower proton fluxes with respect to the ion fluxes) and it reaches
5x 107% cm?/dev. However, for some mission profiles, the minimum HEH cross-section
under which the VELA is reliable can be lower than 107 ¢cm?/dev and even as low as
2.5 x 1071% cm?/dev. Therefore, the suitability of the VELA can be strongly dependent on
the targeted mission profile and it can be recommended in particular for high-altitude and
low inclination orbits.

7.3.2 Upper bound for zero events

As shown in the previous section, the VELA becomes less and less reliable as the number
of events observed in a HEH beam is lower. Moreover, the VELA is not really applicable as
an upper limit to the rate for zero events if no events are observed during the HEH test (or
less than 3.7 SEEs in this case). That is, the fact that no SELs were observed for probably
the largest part of the devices of the system during the HEH test does not mean that those
devices will be completely safe against SELs from heavy ions.

In this respect, it is worthwhile determining which are the expected heavy ion space rates
for those devices that were predicted not to display any SEL sensitivity in a HEH beam.
This has a double purpose. On the one hand, it provides an idea of how variable the heavy
ion space SEL rate distributions of these devices can be. On the other hand, the idea is to
look for the highest heavy ion space SEL rate that would define the upper bound. The worst
case SEL rate will provide a further indication on whether HEH testing may be valuable and
under which conditions.

The heavy ion SEL rates are calculated following the same procedure as for the VELA.
The heavy ion space environment is simulated in FLUKA and energy depositions as a function
of LET,, are convolved with the Weibull response of the device to determine the heavy ion
space SEL rate of each device.

Note that the heavy ion SEL rate is strongly impacted by the orbit used for the calculation,
given that it directly depends on the ion fluxes. Therefore, initial considerations are done for
the reference LEO and, then, developed for other orbits.

Fig. depicts the heavy ion SEL rates as a function of the LET( of the device for all
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Figure 7.20: Heavy ion SEL rates of the set of devices under consideration for those devices
that did not display sensitivity in a HEH beam. Data for a SEL SV with 3 pm thickness. Note
that the number of SVs is determined by dividing the o, by the SV area of the considered
SEL volume in the FLUKA simulations.

the devices that did not display SELs in CHARM according to the previous analysis. The
data were calculated from the energy deposition distributions obtained for the 3 pm SEL SV.

The considered data-set provides very different responses spanning about 8 orders of
magnitude in terms of space SEL rate. Indeed, the largest amount of devices (> 85%) not
showing events in CHARM are expected to have an SEL space rate with a probability of 1
event in 3 or more years (less than 10~* events/dev/day).

When it comes to bounding the space SEL rate, however, the highest SEL rate has to
be taken as upper bound. In this case, this is 2 x 1072 events/dev/day, which corresponds
to roughly 1 event in 500 days. This is a potentially convenient upper bound for high risk
acceptance space missions with a target lifetime of 1-3 years.

Assuming that all the devices in the system not displaying sensitivity in CHARM will
have an SEL rate equal to the upper bound would be too much conservative. The calculated
distribution, on the other hand, could be better used in a statistical fashion to derive a
distribution of SEL sensitivities for all the devices in the system. A further subdivision by
device type and technology may even improve the reliability of such an analysis, but would
decrease the statistics.

Based on the previous analysis, when the SV becomes thicker, HEHs are less and less
capable of reproducing high LET., events. Therefore, a larger amount of devices remains
with an undetermined space rate following the HEH test. However, as shown in Fig.
devices with thicker SV will also have lower space SEL rate.

As a result, while the worst case device has changed with respect to the 3 um case
the highest heavy ion SEL rate went rather unchanged and it is 1.5 x 1073 events/dev/day.
Therefore, the upper bound seems not to be very sensitive with variations on the SV charac-
teristics.

Concerning the possibility of using the statistical distribution to establish potential SEL
rates for devices of which the heavy ion response is not known as well as the SV characteristics,
one can probably combine distributions obtained with diverse SV characteristics to get a more
reliable picture, although, in theory, the distribution with thinner SV provides the highest
rates (and it is more conservative).
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Figure 7.21: Heavy ion SEL rates of the set of devices under consideration for those devices
that did not display sensitivity in a HEH beam. Data for a SEL SV with 10 pm thickness.
Note that the number of SVs is determined by dividing the o4, by the SV area of the
considered SEL volume in the FLUKA simulations.

As earlier said, an upper bound of 2 x 1073 events/dev/day may be acceptable for the
targeted LEO, especially if de-latching circuits or redundancy are implemented. However,
this rate is specific to this very orbit. Therefore, it is worthwhile investigating how things
change with different orbits.
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Figure 7.22: Heavy ion SEL upper bound as a function of orbit altitude and inclination. Data
for the 3 um SEL SV.

Fig. displays the HI SEL upper bound for the worst case device as a function of the
orbital altitude and inclination. As one can see the upper bound changes with the orbital
parameters and it is more sensitive with respect to the inclination than the altitude. This is
the very opposite of the a.
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Variations with respect to the altitude are within a factor of 3 for the targeted orbit set.
On the other hand, variations with the inclination can reach up to a factor of 10.

The highest altitude and inclination provide the worst case upper bound (given the lower
geomagnetic shielding that allows higher ion fluxes to reach the space system). For this orbit
the HI SEL upper bound of the worst case device is 2 x 1072 events/dev/day, i.e., 1 event in
500 days.

A more conservative upper bound can also be calculated following the combinations
of LET -0 for which one would observe 3.7 SELs in a HEH test. These combinations
can be extracted from the threshold lines traced over the CHARM SEL rate colormaps in
Figs. [7.3] and [7.4] for the 3 and 10 pm thickness and the three fluences (Weibull cases).

Calculating the heavy ion SEL rate in space for devices having these combinations of
LETy-0s4¢, one can get a plot like the one in Fig. The plot shows how the upper bound
varies as a function of the device LETy as well as the SV thickness and the HEH fluence
attained during the test.

There are some noteworthy features arising from this plot. Clearly, the upper bound
reduces as the HEH fluence for the test is increased because a larger set of sensitivities can
be exposed through a higher fluence. Moreover, the worst case upper bound is higher for
the lower SV thickness by about a factor of 2. This is again due to the fact that also the
GCR ions going through the entire thickness of the device are in decreasing amount as the
thickness grows.
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Figure 7.23: Heavy ion SEL upper bound as a function of the LET( of the device, the SV
thickness and the fluence attained during a HEH test. The data are obtained from the
combinations of LETy-044 describing the magenta, red and orange curves (Weibull cases)
in Figs. and [7.4 The upper bounds refer to an orbit with 800 km altitude and 98°
inclination.

The shape of the curve is also peculiar. The upper bound grows with increasing LETq to
reach an absolute maximum. This absolute maximum is dictated by the maximum LET} that
can be stimulated in a HEH test for a 1 cm? SV surface. For higher LET(, the upper bound
decreases because the corresponding o is kept fixed to 1 cm? while varying the LET.

In terms of numerical values, this more conservative calculation method shows that, for a
fluence of 10! HEH/cm?, the worst case SEL rate upper bound is about 1072 events/dev/day.
For this orbit, this is 5 times higher than the worst case real device, but it also corresponds
to the space SEL rate obtained from the minimum HEH SEL cross-section for a reliable use
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of the VELA.

7.3.3 Space rate prediction summary

To conclude, it was shown that through HEH testing it was possible to resolve for the SEE
susceptibility of a restricted number of commercial devices, typically in the order of 10% or
less.

For these devices, the actual number of events observed is an important parameter in
order to determine whether the VELA would provide reliable estimations for the combined
proton-ion SEL response in LEO environments. Independently of the targeted mission, the
VELA is shown to be very reliable, thanks to the environmental similitude, if the measured
HEH SEL cross-section is above 5 x 1072 cm?/dev.

For devices displaying no sensitivity to HEHs and for typical target orbits (also con-
sidering TID resilience of commercial devices that would make SEEs the most problematic
issue), the worst case device in the system can be expected to have a space rate below
2 x 1073 events/dev/day.

The only set of devices that remains in the gray area are those that would display a few
events in a HEH beam, but for which the VELA would underestimate the actual space rate.
For these devices one can have an interval of possible space SEL rates that goes from the
space SEL rate defined by the minimum HEH SEL cross-section and the « for that orbit and
the worst case device upper bound, which also varies with the orbit.

Considering the reference LEO, this would mean that for these devices the rate would be
comprised in the 2 x 1072 - 1072 events/dev/day range (where the upper limit is the space
SEL rate arising from the minimum HEH SEL cross-section for a VELA reliable prediction),
which would translate to 1 event in 100 or 500 days, which is not a fully negligible difference
for some space missions.

7.3.4 Comparison with no-testing
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Figure 7.24: Space rates of the device data set according to the VELA for devices with > 3.7
events in CHARM and according to the heavy ion convolution with the Weibull response for
those with less. Data for the 3 um SEL SV.
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As it is presented in the guideline [46]47], system-level testing should be used to verify
those systems that would otherwise not undergo any level of radiation verification.

The strength of using system-level testing with respect to no-testing is more obvious when
it comes to soft errors, given that system-level testing can provide very reliable estimations
through VELA for SEUs [47,/100], while with no-testing nothing can be said. Also, system-
level testing brings up information about the potential interplay between an error happening
in one device and its propagation into another, as well as concerning the efficacy of fault
tolerant schemes.

When it comes to potentially destructive SEEs, there are still some advantages in per-
forming system-level testing over not performing any test.

On the one hand, it is true that the upper bound analysis is perfectly applicable to no-
testing as, indeed, no data from HEH testing other than the less than 3.7 events in CHARM
was used to run that analysis. On the other hand, missing both the heavy ion and the proton
response for typical missions targeted when the no-testing philosophy is followed does not
allow one to get reliable figures for the potentially destructive SEEs that are stimulated by
HEHs.

In this context, Fig. shows the summary of the SEL space rates predicted for
the data-set of devices in the two cases discriminated by the number of events observed in
CHARM. As one can see, a system composed by these devices would be strongly dominated
by SELs happening in the devices whose SEE cross-section could be characterized accurately
by means of HEH testing.

With no-testing the only thing that one could assume is again an upper bound that would
result in 1.5 events/dev/day, which, indeed does not provide much of an assurance when it
comes to the fulfilment of the mission objectives. On the other hand, through HEH testing
devices with such negative radiation performance can be identified, disqualified and replaced
in the final system.
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Chapter 8

Conclusions and future work

Looking back at the initial motivations behind this work, this thesis tackled some specific
problems concerning the suitability of the current standards in ensuring radiation hardness
assurance of high-reliability equipment to be used in harsh radiation environment as well as
the suitability of alternative testing techniques having the goal of supplementing the existing
standards for less critical equipment.

8.1 Main observations concerning current and future radia-
tion hardness assurance practices

The first topic that was treated was that of emerging radiation effects in deep sub-micron
technologies, such as the PDI effects in space. The thesis provided guidance on how to build
representative models for the sensitive volume of the electronic devices that are relevant to
study proton direct ionization starting from the experimental data.

While it remains sometimes hard to interpret experimental data discrepancies, the thesis
reported that the severity of proton direct ionization effects may become dominant over the
standard sensitivities to heavy ions and high-energy protons for devices characterized by low
critical charges in more than just a single sample. In particular, the data suggest that the
sensitivity to proton direct ionization may be much stronger than it was typically observed
before (both high PDI peak cross-section and upset rate in space). And, while an in-space
verification is still missing, the breakdown of the CHARM mixed-field SEU cross-section
seems to suggest that the sensitivity to proton direct ionization may be a significant concern
already in environments whose fluxes are largely dominated by neutrons of various energies.

In this vein, a more pragmatic approach based on specific low-energy proton testing
(either through mono-energetic or degraded proton sources) is expected to be more effective
than the application of margins on top of the upset rates computed based on heavy ion and
high-energy proton cross-sections. An even stronger boost towards this empirical approach
may be suggested by the fact that low-energy proton cross-sections may be higher than high-
energy low-LET ion cross-sections since the latter may provide a strong underestimation of
the proton direct ionization contribution.

In this respect the thesis also pointed out the demand for having simulation tools that are
as complete as possible in terms of all the electro-magnetic and nuclear processes that can
contribute to the SEU cross-section. While the differences between FLUKA and Geant4 did
not have a remarkable impact on the upset rate predictions, the missing physics can often
explain the dissimilarities between the experimental data and the numerical data.

The second and third topics that were explored are strictly connected, in that proving that
the high-energy hadron equivalence can sustain the challenge brought by some peculiar pion
interaction mechanisms (that render their SEE cross-section different from those of proton
and neutrons) is an important brick in facilitating the use of mixed-field facilities such as
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CHARM for other needs than those of the CERN accelerator complex. It also confirms that
what has been developed in the last two decades in terms of radiation hardness assurance
for accelerator is still applicable to novel highly integrated technologies (except for PDI),
although some subtle differences are always present, but have a marginal impact.

Also for the case of pions relying on valuable simulation tools that can allow exploring
what stands behind the triggering of an SEE down to the nuclear level proved to be a huge
enabler in explaining experimental data that seemed to initially contradict expectations (e.g.,
pion SEL cross-section not following the nuclear reaction cross-section as the pion SEU cross-
section instead does).

Once the high-energy hadron equivalence was confirmed, the third topic explored the
advantages and drawbacks of employing the CHARM mixed-field facility (as well as standard
mono-energetic protons or spallation neutron facilities) for the verification of either large
ensemble of commercial devices or full systems to be used in space missions characterized by
mild radiation environment and high risk acceptance.

The analysis showed that high-energy hadrons stand well the comparison with respect to
very high energy ions (high penetration ions), whose LET < 10 MeV/(mg/cm?), inasmuch
as the susceptibilities highlighted by both tests are similar at same dose delivered, with
potentially even slight advantages for spallation neutrons over very high energy ions. In
addition, HEH beams are currently a more available radiation source than HEHI beams.

The application and limitations of a calculation method based on the environmental
similarity between the energy deposition arising from the HEH facilities and the space en-
vironment were also developed. This analysis pointed out that it is possible to determine
rather accurate predictions for the space rate for both SEUs and SELs when the only exper-
imental data available is the cross-section measured at a HEH facility (and when neither the
heavy ion cross-section nor the geometry and parameters of the device sensitive volume are
available), though only for devices having a low enough LET threshold.

The simplified calculation method comes with some approximation that may render the
method less accurate when the statistics following the HEH radiation test are poor. This
is due to the fact that for such devices the small differences between the energy deposition
spectra of the HEH facility and that of the space environment grow in significance and can
become dominant.

Nevertheless, the use of HEH facilities remains promising for space mission profiles associ-
ated to high risk acceptance even when the test returns insensitivity to HEH given that it can
at least be guaranteed that the devices passing the HEH test may only suffer ion triggered
failures with a relatively low and possibly acceptable frequency.

8.2 Future work

Concerning proton direct ionization effects it will be of central importance to verify that the
space upset rates correspond to the predictions derived from experimental and simulation
data. Currently, there are several small satellite missions for which it is planned to fly, in
different LEO environments, the ISSI SRAM as an SEU radiation monitor. These missions
are planned for launch in 2022. Depending on the outcome of these space missions, it will
be possible to confirm the existing predictions or to assess whether a revision may be needed
and, consequently, also develop some definitive guidelines on how to conduct this kind of
characterization for direct exploitation with respect to the mission profile.

Understanding the discrepancy between the LEP and low-LET ion experimental data is
also a subject worth further exploration. As pointed out throughout the thesis, solving the
issues introduced by diverse dosimetry techniques employed at different facilities may be a
good starting point to validate the observed divergences.

It will be worthwhile to examine in deeper detail the SEU cross-section of the RADSAGA
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SRAM through the G4SEE tool and additional experimental data in order to understand
whether at the minimum voltage the proton direct ionization effects are important even
above the 3 MeV (as suggested by the strong differences between the experimental proton
and neutron SEU cross-section at 14 MeV, part of an on-going work) that are typically
considered as limit for these effects.

Concerning the high-energy hadron equivalence, the robustness of its definition has been
now proved against several different challenges. It is not expected that a further major
revision will be needed in the coming years because of pion effects. On the other hand,
similarly to space, proton direct ionization (as well as other ionization processes associated
to electrons and photons) may emerge as an additional effect that may require a separate
analysis as it is currently done for the thermal neutrons.

Concerning the use of HEH facilities for component screening and system level testing of
space equipment, the whole topic can still be considered to be at an early stage given that the
amount of experimental data is still quite limited and the reported analysis would definitely
benefit from extended figures of comparison than what it is currently available. The VELA
itself may need to follow a stronger level of validation based on this missing experimental
and flight data.

In addition, at the moment the VELA has been applied to SEU and SEL, but it may be
worthwhile investigating its applicability and limitations when it comes to other DSEEs given
that it is not excluded that devices sensitive to DSEEs may be used in high risk acceptance
space missions.
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Abstract—The pion resonance in the nuclear reaction cross
section is seen to have a direct impact on the single-event
effect (SEE) cross section of modern electronic devices. This
was experimentally observed for single-event upsets and single-
event latchup. Rectangular parallelepiped (RPP) models built to
fit proton data confirm the existence of the pion SEE cross-
section resonance. The impact on current radiation hardness
assurance (RHA) soft error rate (SER) predictions is, however,
minimal for the accelerator environment since this is dominated
by high neutron fluxes. The resonance is not seen to have a major
impact on the high-energy hadron equivalence approximation
established for testing in mixed-field facilities.

Index Terms— Accelerator, cross section, FLUKA, neutrons,
pions, protons, radiation hardness assurance (RHA), single-event
effect (SEE), soft error rate (SER).

I. INTRODUCTION

LIKE protons and neutrons, pions can interact with

silicon nuclei by inelastic collisions. The consequent
indirect energy deposition along the recoil ionization track can
lead to single-event effects (SEEs) in electronic devices. The
pion soft error rate (SER) is expected to be similar or higher
than those from proton and neutron indirect energy depo-
sitions. The potentially higher SER from pions is due to
the resonance in the inelastic collision reaction cross section
in the 100-250-MeV energy region [1]. Typically, the p-Si
interaction has a reaction cross section of 400 mb in this
energy region. In the resonance, the 7—Si interaction can reach
up to 800 mb.

Pions differ from protons and neutrons because they are
lighter (rest mass 139.47 MeV/c?) and they can have positive,
negative, or neutral charge. The inelastic collision mechanism
is dominant when it comes to SEE generation. However,
negative pions can also be absorbed by the nucleus. The
consequent deexcitation leads to secondary emission of par-
ticles capable of causing SEEs. Different from protons and
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neutrons, charged pions decay into muons or electrons within
a few nanoseconds. Neutral pions decay even faster, making
their flux completely negligible.

With such a short lifespan, pions can provide an important
contribution to the SER only if electronic devices are located
nearby pion generation points. This is the case of particle
accelerators where electronics is subject to pion fluxes in
amounts comparable to those of protons and neutrons [2], [3].
Pions can also be found in the atmospheric environments since
they are part of the cosmic ray cascade, which is responsible
for the formation of high neutron and muon fluxes. Most of
the muons in the atmosphere are generated by the decay of
pions. The pion fluxes in the atmosphere are more important
at higher altitudes [4], but these fluxes are still a few orders
of magnitude lower than those of neutrons.

Even when pion fluxes are important, the standard radiation
hardness assurance (RHA) approach is to assume that pion
SEE cross sections are identical to those of protons and
neutrons at energies above 20 MeV. For this reason, the
200-MeV proton data point is commonly used to predict the
mixed-field SER in the accelerator [5]. Not many experimental
radiation data for pion-induced SEE exist in the literature,
and none of such experiments was performed within the last
15 years, despite the emerging challenges introduced by recent
deep submicrometer technologies. The existing radiation data
are also rather contrasting. A first work on dynamic random
access memories (DRAMs) single-event upsets (SEUs) [6]
pointed out a quite predominant increase in the pion SEU
cross section when compared to that of protons. Depending
on the technology employed by the different manufacturers,
the pion cross section was found to be as high as three
times that of protons. A second work on static random access
memories (SRAMs) and DRAMs’ SEUs [7], though showing
that the reaction cross-section resonance is somewhat reflected
in an increase in the SER, still shows that this increase is
much less pronounced. Thus, no conclusion concerning a pion
enhancement of the SER was confirmed.

This article aims at extending the knowledge about the
pion reaction resonance and its possible effects on the SER
in the mixed field. Experimental data collected at the Paul
Scherrer Institute (PSI) with monoenergetic pion beams show
that the pion SEE cross section of commercial SRAMs is
typically higher than the proton SEE cross sections at energies
above 75 MeV. The experimental investigation dealt not only
with SEUs but also with single-event latchups (SELs). The
pion reaction resonance was investigated through FLUKA2011

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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Fig. 1. Pion, proton, and neutron differential fluxes in typical accelerator
mixed-field environment for two CHARM configurations representative of the
LHC tunnel and the shielded alcoves [11].

2x.6 Mar 19 [8] simulations to understand why pions have
a higher probability of inducing SEEs over the wide range
of technological processes under analysis. The fundamental
implications for RHA SER predictions of accelerator elec-
tronics are reasserted to account for this effect. The impact
on the high-energy hadron (HEH) equivalence [3] for mixed-
field SER predictions is also reassessed.

II. HIGH-ENERGY ACCELERATOR ENVIRONMENT

Along with protons and neutrons, pions are an important
contributor to the overall mixed-field environment typical of
the CERN accelerator complex. They are released over a
widespread energy spectrum by the high-energy spallation
reactions (production threshold energy = 141 MeV [9]) of the
primary proton beam at the interaction points in p—p collisions
[10] but also in collisions with beam intercepting devices (e.g.,
collimators) and with the residual gas in the vacuum pipes.

Fig. 1 shows a comparison of the pion, proton, and neu-
tron differential energy spectra for a typical CERN Highly
AcceleRated Mixed-field facility (CHARM) [12] configuration
representative of the large hadron collider (LHC) tunnel and
the shielded alcoves. The graph shows that the differential
pion flux is similar to the proton flux. However, the peak pion
flux is located between 300 MeV and 1 GeV, i.e., above the
resonance region.

Table I reports on the hadronic abundance of each type of
hadron and only accounts for energies above 20 MeV. This
is the minimum energy that charged pions and protons must
have to overcome the Coulomb barrier (when considering also
their energy loss through standard microelectronic packaging
structures). When it comes to SEEs, neutrons tend to domi-
nate most of the accelerator relevant environments. However,
in R13, the pion abundance is very similar to that of neutrons.
This position is used for the qualification of equipment to be
located in very energetic radiative environments at CERN.

Traditionally, electronic systems used at CERN are qual-
ified at CHARM because of its environment representative-
ness. Component qualification is alternatively performed using
monoenergetic proton beams or neutron spallation sources.
While the latter is quite similar to the CHARM qualification

1607

TABLE I

HADRONIC ABUNDANCE OF HEHS (E > 20 MeV) FOR SOME TEST
PosiTioNs INSIDE CHARM [11]. ALL CHARGED PIONS ARE

GROUPED TOGETHER
Position Pions | Protons | Neutrons | Kaons
RS 15.7% 13.8% 69.9% 0.6%
RI10 22.7% 17.3% 58.9% 1.1%
RI13 37.0% 20.2% 42.8% 0.0%
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Fig. 2. Concentration of electrons, pions, and muons for negative polarity

in percentage as a function of the momentum. Measurements performed with
time-of-flight measurements [15].

approach, monoenergetic proton testing covers only a small
part of the actual spectrum. These monoenergetic data are then
used to account also for the pion flux, under the assumption
that the pion SEE cross section can be considered equivalent
to that of protons.

III. EXPERIMENTAL INVESTIGATION

The experimental investigation focuses on SRAMs since
these memories are widely used for the detection of radi-
ation levels in the CERN LHC accelerator complex [13],
as well as, in actual accelerator equipment designs exposed
to radiation [14]. Since SRAMs are used to determine the
HEH fluence in the mixed field, a direct assessment of their
response to monoenergetic pions and protons was the best
option.

A. Facilities

The PSI offers a wide range of particle beams for radiation
to electronics effects’ studies. Pions are produced at the
piM1 facility [15] by the nuclear spallation of a 590-MeV
proton monoenergetic beam from the high-intensity proton
accelerator on a target. The secondary particles that are trans-
ported at the test position are pions, electrons, and muons.
Pions can be found only with a momentum ranging from
115 to 345 MeV/c. However, the beam is not fully composed
of pions, but its composition changes with the momentum.
Fig. 2 shows the time-of-flight measurements performed by
the facility to determine the beam composition at various
momenta. Data were also extracted for the used momenta (130,
200, 270, and 345 MeV/c), which correspond, respectively,
to 51, 104, 164, and 233 MeV in terms of pion energy.
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The particles momentum is selected by a double bending
magnet structure. The dosimetry instruments cannot differen-
tiate among particles, and therefore, the beam compositions
reported in Fig. 2 have to be accounted for when considering
the actual flux of pions at the device under test (DUT). The
maximum pion flux that can be extracted is 3 x 10® 7~ /cm?/s
at 233 MeV, but it gets as low as 5x 10* 7~ /cm?/s at 51 MeV.

Even for such cases when the beam is mostly composed of
electrons (90% at 51 MeV), it is assumed that all the recorded
events are induced by pions since electrons have SEU and SEL
cross sections, which are at least three orders of magnitude
lower [16].

Given the wide flux range, it was not possible to perform
flux measurements at the facility using a single set of instru-
ments. Three different methods were employed for pion flux
logging. A first method, used for high energy (> 100 MeV) and
high flux (>5 x 10° 7~ /cm?/s), made use of an ionization
chamber positioned at the beam exit just before the DUT.
A second method, used for lower energy beams (51 MeV
only), made use of the proton current measurements upstream
the spallation target which were converted into a pion flux
by calibration with a scintillator. A final method, employed
for high-energy beams (>100 MeV) and low flux (<5 x
10° 7z~ /cm?/s), consisted in measuring the beam intensity
from the current produced by a scintillator. This was first
located in place of the DUT for calibration means and then
positioned behind the DUT during the tests.

Considering the uncertainties on the beam composition
measurements and the use of various sets of instruments to
retrieve the flux, a global uncertainty of +20% on the beam
fluence is accounted for the cross-sectional error bars. The
spatial homogeneity of the beam (+10%) was attained only
for a spot size with 10 mm diameter and was measured using
a pixelated ionization chamber.

Proton testing has been performed at the Kernfysisch Ver-
sneller Instituut (KVI-CART facility) and the proton irradia-
tion facility (PIF) in PSI. For KVI-CART, the same cyclotron
can be tuned to provide protons with a primary energy
of 190 or 66.5 MeV. The PIF cyclotron can accelerate proton
up to a primary energy of 230 MeV. At both cyclotrons,
the primary energies were also degraded into lower and inter-
mediate energies (30-164 MeV) using aluminum or copper
slabs of several thicknesses. For proton irradiation, the experi-
ments were conducted using fluxes in the order of 107 p/cm?/s
for SEU and 3 x 10°> — 10° p/cm?/s for SEL. In both facilities,
the beam is homogeneous within £10% over a large area
(5-10 cm?). The beam intensity is monitored with ionization
chambers and the fluence is determined within an uncertainty
of £10%.

B. Experimental Results

This study was performed by analyzing the SEE response
of a set of six commercial complementary metal-oxide—
semiconductor (CMOS) SRAMs with technological nodes
varying from 250 to 40 nm. Four of these six memories
were characterized against their SEU response, whereas the
other two were known to have a relatively high SEL proton
cross section that could be relevant for the limited pion flux
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TABLE II
LI1ST OF TESTED DEVICES AND THEIR FEATURES

Reference Array size, Mbits | Technology | Lid
AT86166H-YM20-E 4 250nm off
CY62157EV30LL-45ZSXI 8 90nm off
CY62167EV30LL-45ZXA 16 90nm off
IS61WV204816BLL 32 40nm on
BS62LV1600EIP55 16 180nm on
LY62W20488ML 16 180nm on
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Fig. 3. Pion and proton SEU cross section for the Atmel SRAM with 95%

confidence level error bars.

available. The main data about these memories are reported
in Table II. The first three SRAMs in Table II were irradiated
lid-off, and the last three were irradiated lid-on. This is not
expected to have a significant impact on the beam energy with
these particles. The same date codes were irradiated with both
protons and pions. In some cases, exactly, the same part was
irradiated.

The same test logic was applied to both pion and proton
irradiations. For SEU measurements, the SRAMs were pro-
grammed with a checkerboard pattern and a fixed fluence of
10" 7= /cm? (p/cm?) was targeted. This was sufficient to
accumulate a statistically valuable amount of upsets. For SEL
measurements, the test was stopped once at least 100 events
had been observed. Tests were performed only at room tem-
perature and within the datasheet nominal voltage. The current
threshold was set to 10 mA with a hold time of 0.6 s and a
reset time of 0.9 s.

All SRAMs have been irradiated under negative pions at
four energies ranging from 51 to 233 MeV. For protons, four
to six energies were selected in the 30-200-MeV range.

A direct comparison of proton and pion SEU cross sections
is available in Figs. 3—6 for each of the commercial references
previously listed. No matter the actual sensitivity of the single
part, the technological process or the fact that they were lid-
on or lid-off, all the data point out that the pion cross section
at energies above 75 MeV is about a factor of 1.5-2.5 higher
than its proton counterpart. Some of the measurements were
repeated during a second run and their outcomes were
very consistent with the first round of measurements. This
seems to indicate that the uncertainty on the fluence is
lower than what was shown by the error bars for the pion
data.
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Concerning SEL measurements, data are compared in
Figs. 7 and 8. The data seem to confirm the same trend that
was observed with SEU for energies above 75 MeV. However,
in the SEL case, the cross section does not drop so sharply
and it is still higher than that of proton at 51 MeV for both
SRAMs by a factor 2 and 3.

IV. SIMULATIONS OF PION SEU CROSS SECTIONS

The numerical data are retrieved through FLUKA-based
Monte Carlo simulations. The basis of the simulations stands
in finding suitable parameters for the sensitive volume (SV)
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model that would provide energy deposition events probability
whose fitting matches the proton experimental cross section at
184 MeV. The 184-MeV proton point is chosen because it
is used for the HEH approximation in mixed field, and for
SEU, it is a good reference for the saturation cross section.
The attained rectangular parallelepiped (RPP) model size and
critical charge are then implemented for the simulations with
all other hadrons: charged pions, neutrons, and charged kaons.

The analysis focuses on the Integrated Silicon Solution
Inc. (ISSI) SRAM, which is a state-of-the-art technology.
Its radiation response and RPP modeling were benchmarked
in [17]. A critical charge of ~0.75 fC was found to be
suitable in describing direct ionization phenomena from low-
energy protons, and it is retained for this article. That arti-
cle also proposed an SV size of 250 nm for the 40-nm
technological node. A back end of line (BEOL) SiO, layer
6 pm thick is also added on top of the SV.

In this article, the SV size is taken as the free para-
meter of the cubic RPP for the high-energy proton data
fitting. A side of 310 nm was chosen since it bet-
ter approximates the 184-MeV proton experimental point,
1.4 x 107! cm?/bit, whereas the 250-nm returned a cross
section of 0.9 x 107'* cm?/bit. A larger volume better
accounts from more spread drift and diffusion collection mech-
anisms from higher energies. A validation of the proposed
model is reported in Fig. 9. The figure shows that both proton
and pion experimental cross sections are well reproduced
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within a worst case factor 2 for protons at 50 MeV. Discrep-
ancies at this energy are likely due to the presence of the
plastic packaging as well as the absence of a detailed BEOL
material description. The numerical pion SEU cross sections
are calculated within an error of 25% at 100 MeV and 45%
at 50 MeV.

The model was run for six particles and nine energies
each to cover the 20 MeV-24-GeV energy interval typical
of the CHARM mixed field. The data are shown in Fig. 10.
According to the simulations, the pion SEU resonance is
restricted to the 75-250-MeV region. The resonance peak well
reproduces the factor 2 increase, which was experimentally
observed.

The pion SEU experimental decrease below 100 MeV is
also reproduced by the strong lowering of the simulated pion
cross section at 20 and 50 MeV if compared to the enhanced
proton and neutron cross sections. However, the 50-MeV pion
point has the same magnitude as the 200-MeV proton point.
After the numerical results, this simple RPP seems capable
of grasping all of the nuclear mechanisms affecting the pion
SEU cross section. The use of a nested RPP model [18] did
not provide significant differences.

The proposed RPP model with 0.75-fC critical charge and
310-nm size is retained for the later RHA implications since
it very well describes the resonance.
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V. NUCLEAR INTERACTION MECHANISMS

The observed pion SEE cross-section resonance is the
reflection of the nuclear inelastic cross section (see Fig. 11)
for these particles. This figure shows that within the concerned
energy range, pions have a much higher probability of inter-
acting with the Si nuclei than the other hadrons do.

The characteristics of the secondary ions from 7 -Si colli-
sions are responsible for the SEU cross section behavior too.
Such quantities were scored in FLUKA upon production to
quantify the differences between protons and negative pions’
secondary recoils. Fig. 12 shows a quantification of the event
probabilities per incident particles for various linear energy
transfer (LET) intervals at 200 MeV. Pions are twice as effec-
tive as protons in generating low LET [<5 MeV/(mg/cm?)]
secondary ions and up to 50% more effective for intermediate
LET [<10 MeV/(mg/cm?)] secondary ions. Similarly, there
is an excess of low Z recoils for pions if compared to protons
(see Fig. 13). A similar higher fragmentation mechanism with
more low LET secondary ions is responsible for the proton
and neutron SEU cross-sectional enhancements above 1 GeV.

On the contrary, pion nuclear interactions release a smaller
amount of high-Z (and high LET) recoils than protons.
At 200 MeV, this yield is not that effective in limiting the
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pion SEU resonance. Fig. 14 also reports on the range of
secondary ions having an LET > 1 MeV/(mg/cm?), which
confirms that pion recoils are usually associated with a longer
range than proton recoils.

Fig. 15 shows the event probability distribution as a func-
tion of LET when the energy of the incident particles is
reduced to 50 MeV. The pion yield is very similar to that
of protons for low LET secondary ions but becomes >50%
lower for intermediate and high LET secondary ions. This is
further stressed by the comparison of LET distributions of
the Si recoils, as shown in Fig. 16. Pions are ineffective in
producing these recoils at intermediate and high LET since
the kinetic energy content that is imparted to the Si ions is
below 100 keV/n. As a result, Si recoils from 7—Si interac-
tions above 6 MeV/(mg/cm?) have negligible probability of
being created when compared to the same recoils released
by p-Si interaction, which have high production probabil-
ity up to an LET as high as 12 MeV/(mg/cm?). Fig. 17
also shows the ranges of the secondary recoils with LET
> 1 MeV/(mg/cm?) at 50 MeV. This figure also shows that
even though protons produce a larger number of short-ranged
recoils, pions can still produce recoils with quite extended
range.

The excess in low and intermediate LET recoils from
>100-MeV pions is thus justified by higher 7 -Si interaction
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probability and by larger fragmentation of the silicon nuclei.
This may also explain why, in previous studies based on
older technologies [7], the pion resonance was sometimes
not observed. If the heavy-ion LET threshold of the device
is indeed higher than 6 MeV/(mg/cm?), then the enhanced
production of low LET secondary ions will not contribute to
an increase in the SEU cross section.
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VI. RHA IMPLICATIONS

The CHARM mixed field is certainly a valuable mean
to assert RHA practices devoted to the accelerator equip-
ment qualification. The many different positions with respect
to the target in the irradiation room allow maintaining the
representativeness of many radiative environments within the
CERN accelerator complex, but they can also be extended
to various electronic equipment tests for other environments,
e.g., space. In this context, the interest is to assess if the pion
SEU resonance can affect the radiation response when com-
pared to a standardized qualification made with monoenergetic
protons [19].

The actual HEH SEU cross section is a single value deter-
mined by the contribution of a wide energetic multiparticle
spectrum. The HEH approximation claims that this HEH
SEU cross section can be assumed to be equivalent to the
200-MeV proton SEU cross section. The approximation stands
in assuming that all the particles’ responses are identical, no
matter the particle types and their energy above 20 MeV.

The nuclear interaction analysis and simulations performed
for the ISSI SRAM allows implementing a set of comparison
to determine the SER of this specific device based on the
simulated cross sections. Fluxes from each particle inside the
CHARM irradiation room are scored by simulating the model
of the facility. The SER can be obtained according to the
following approaches:

1) by the integral of all particle fluxes above 20 MeV
multiplied by the 200-MeV proton cross section (HEH
approximation);

2) by folding all particle fluxes above 20 MeV with the
proton cross-sectional curve as a function of energy
(approach typical of standards [19]);

3) by folding each particle flux above 20 MeV with its own
particle cross section (the actual HEH cross section with
no approximation other than using simulation data and
excluding the neutron contribution below 20 MeV).

Fig. 18 shows a first comparison between the first and
the third SER calculation philosophies. This first comparison
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Fig. 19. SER comparison between the proton only folding approach and the
full particle folding approach. Data are reported by the CHARM position and
further subdivided for protons (blue), pions (red), and neutrons (green).

allows drawing conclusions about the suitability of using
monoenergetic proton facilities for testing electronic equip-
ment to be installed in the accelerator. The comparison is
made for three significant positions inside CHARM (RS5: low-
Earth orbit (LEO) space-like spectra, R10: accelerator and
atmospheric-like spectra, and R13: accelerator-like spectra for
very energetic environments) and on a particle-by-particle
basis. The graph shows that no matter which approach is
pursued, neutrons will dominate the SER response in positions
RS and R10 and they stand out as the main contributor for
position R13 too.

The pion response is the one that is less affected by the
HEH approximation. The differences between protons and
neutrons are higher. This is due to their increased cross section
between 20 and 100 MeV, shown in Fig. 10, compared to
their 200-MeV value which is taken as energy reference for
the HEH approximation. The SER of pions from the HEH
approximation is underestimated by just 10%, whereas those
for protons and neutron by 33% and 42%, respectively. When
all contributions are summed up, the HEH approximation is
underestimating the SER by 33% in RS and by 28% in R13.

A similar comparison between the folding of the proton
cross section (second approach) and the folding of all the
cross sections (third approach) yields very similar SERs
(Fig. 19). In this case, the folding of the proton cross section
may lead to slight overestimations of the SER. Pions are also
the particles whose SER differs the most. This is mainly due
to the 20-50-MeV proton cross section being higher than the
20-50-MeV pion cross section in an energy region where
pion fluxes are not negligible. The differences resulting from
this comparison is a 3% underestimation for RS and a 10%
overestimation for R13.

To conclude, the pion SEU resonance is seen not to be
the main factor affecting the cross-sectional estimations in a
mixed-field environment because, first, the SER is dominated
by neutrons (in the 20-100-MeV range, in particular) and,
second, because the peak pion flux does not correspond to
the resonance region. Testing an electronic device to be used
in the accelerator at a monoenergetic proton facility with
200 MeV protons (first approach) brings to an accelerator SER
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TABLE III

COMPARISON BETWEEN APPROACHES
2 AND 3 FOR LEO SER PREDICTIONS

SER proton test | SER CHARM Ratio

Orbit (events/dev/hour) | (events/dev/hour)
400 km, 98°, Solar min 2.80-10 2 2.57-102 1.09
400 km, 51°, Solar min 4.21-102 3.84-10 2 1.10
800 km, 98°, Solar min 3.62-10" T 3.35-10" 1 1.08
800 km, 51°, Solar min 5.35-10 L 4.92-10° 1 1.09

underestimation of up to 33%, which is still quite satisfactory.
Performing standard proton cross-sectional measurements at
multiple energies and folding the cross section with the actual
mixed-field fluxes (second approach) would lead to an even
better fit. This shows that there is no particular information
lost if pion and neutron responses are unknown. Fitting of
experimental data is expected to be even better since there
is no experimental evidence of such a strong increase in the
proton and neutron cross sections at 20—100 MeV.

Another analysis can be done to study which is the level of
approximation introduced by testing a device in a mixed field
for a different environment than the accelerator, e.g., space.
Still using simulation data, the actual HEH SEU cross section
that would be retrieved from a CHARM experiment for the
ISSI SRAM is 2.29 x 10~!* cm?/bit. Multiplying this cross
section for some typical space fluxes (above 20 MeV and
obtained from OMERE [20]) would lead to proton-induced
SERs that are underestimated by 10% or less (see Table III).

VII. CONCLUSION

Measurements of pion SER have been often overlooked,
assuming that their cross section would match that of protons
and neutrons. Pions are, nonetheless, a central contributor to
the SEE response in accelerators. Their cross section was
experimentally observed to differ from that of protons for both
SEU and SEL in the energy region between 50 and 230 MeV.

The proposed numerical model confirmed that the SEU
response of pions strictly reflects the inelastic cross section
of 7-Si collisions. The increased SEU cross section in the
75-250-MeV region was seen to be related to an enhancement
in the production of low and intermediate LET secondary ions.
The <75-MeV drop in the pion SEU cross section is also
justified by the less effective production of intermediate and
high LET secondary ions at these lower incident energies.

The impact of the pion SEU resonance in a mixed-field
environment was assessed for the sake of RHA practices. The
resonant pion SEE cross section was found not to affect the
radiation response of a device in the mixed field. Due to their
higher fluxes, neutrons remain the dominating contributor to
the SEE global response.

Both the HEH approximation (200-MeV proton testing
only) and the proton cross-sectional folding approaches were
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shown to be reliable techniques for the SER prediction of
electronic devices to be used in the accelerator environment.
At the same time, the mixed-field response was demonstrated
to be similar to that of a radiative field mainly composed
of protons, proving the suitability of using CHARM for
qualification of electronics to be used in proton- or neutron-
dominated environments.
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Abstract—Proton direct ionization (PDI) from low-energy
protons has been shown to have a potentially significant impact
on the accuracy of prediction methods used to calculate the
upset rates (URs) of memory devices in space applications
for state-of-the-art deep submicron technologies. The general
approach nowadays is to consider a safety margin to apply
over the UR computed from high-energy proton and heavy-ion
experimental data. The data reported here present a challenge
to this approach. Different UR prediction methods are used
and compared in order to establish the impact of PDI on
the total UR. Regardless of the method employed, the findings
suggest that PDI can contribute to up to 90% of the total UR,
on average, for a general selection of space orbits, with peaks of
up to 99%. Such results suggest that an approach based on
the characterization of the low-energy portion of the proton
spectrum would be more convenient for similar technologies
than the application of a general safety margin. Based on data
presented here, the previously proposed margin of 5 is exceeded,
by large amounts in some cases.
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I. INTRODUCTION

HE potential impact of direct ionization phenomena aris-

ing from singly charged particles, such as protons [1],
[2], electrons [3], and muons [4], on the upset rate (UR) of
memory devices has been a matter of concern for more than
a decade. When it comes to space applications, low-energy
protons (LEPs) are one of the main threats challenging the
standard UR prediction methodologies based on high-energy
proton (HEP) and heavy-ion (HI) single-event upset (SEU)
characterizations. Although not specifying how to calculate the
UR from LEPs, space standards for single-event effects [5] are
starting to mention procedures for SEU characterization under
LEP irradiation.

While it is common to refer to HEPs as those protons
with energy above 20 MeV, the energy range for LEPs is not
clearly defined. One of the reference studies in this subject [6]
suggests to account only for protons having energies in the
0-3 MeV range because these are the only energies relevant
for direct ionization. Such an observation arose from those
previous experimental observations.

An additional source of uncertainty on the total UR may
arise from proton elastic scattering, occurring at energies
below 20 MeV [7]-[9], which is generally neglected as well.

Both direct ionization and elastic scattering are phenom-
ena that can cause SEUs in deep submicron technologies,
regardless of whether they are based on bulk Si or silicon-
on-insulator (SOI) processes [10]. Angular dependence was
also shown to be an important factor for the triggering of
SEU mechanisms. Normal incidence is considered worst case
for bulk silicon and 90° tilting worst case for SOI [10].

SEUs from proton direct ionization (PDI) are triggered
by the energy directly deposited by protons within the
device-sensitive volume (SV). This mechanism becomes more
and more remarkable for those protons having an energy near
the Bragg peak, that is, those protons that either stop within
the SV or that pass through it while depositing most of their
energy. These are protons that enter the SV with energies on
the order of 50 keV.

In terms of radiation hardness assurance (RHA) for space
missions, several approaches have been proposed in the past

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/
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years for PDI UR predictions starting from ground test data
[6], [10]-[13]. One of the main studies [6] proposes the use
of a degraded HEP beam as an enabler for LEP SEU ground
testing. In this case, the main advantage is the possibility to
exploit the energetic spread introduced by the degraders in the
beamline to irradiate the device with a spectra replicating that
found in a typical Earth space mission in the 0-3 MeV energy
range.

The main conclusion of the study was that for static random
access memories (SRAM) operated down to 10% undervolt-
age, the PDI contribution to the total UR could be counted by
applying a conservative margin of 5 to the UR calculated from
the conventional HEP and HI SEU cross sections determined
through ground testing [10].

The present work explores very strong PDI enhancements
observed in the SEU cross sections of a few SRAMs that can
break the previous assumptions about the severity of PDI for
space missions RHA. When considering the two commercial
devices in the accelerator context [14], it was found that UR
enhancements due to PDI up to a factor of 5 were expected.
This despite the minor contribution of LEPs to the overall
accelerator radiative environment (largely neutron-dominated)
if compared to the larger abundance of LEPs in the space
environment. Thus, the objective is to determine whether the
standard RHA approaches for PDI are challenged by this
specific set of devices and by how much the previous safety
margins might be violated.

This article is structured as follows. The experimental
investigation performed for this work is briefly introduced.
The experimental data are fed into models to be used in
Monte-Carlo (MC) simulation tools. These are used, along
with other prediction tools to estimate the UR of the char-
acterized devices for a few selected space orbits in order to
evaluate the impact of PDI UR in typical space missions.

II. EXPERIMENTAL INVESTIGATION

One of the three characterized devices 1is a
custom-developed SRAM designed by one of the authors
of this article and the other two are commercial SRAMs.
The custom-developed SRAM will henceforth be referred
as RADSAGA 65-nm SRAM. As the name suggests, it is
based on a 65-nm technology and it was manufactured
according to the standard commercial Taiwan Semiconductor
Manufacturing Company (TSMC) process. The only
difference is that the cell size is three times larger than
that of the standard. One of the commercially available
SRAMs, reference CY62167GE30-45ZXI (henceforth called
Cypress SRAM), is also based on this technology. The other
commercial SRAM, reference IS61WV204816BLL-10TLI
(henceforth called Integrated Silicon Solutions Inc. (ISSI)
SRAM), is based on a 40-nm technology. The main features
of these memories are summarized in Table I.

Note that the RADSAGA 65-nm SRAM [15] has a tunable
core voltage that can be used to vary the sensitivity of the
memory chip, spanning in the 0.3—1.2 V range. For the scope
of this article, the presented data and the main focus will
be devoted to a core voltage of 0.3 V. The data presented
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TABLE 1
SRAMS UNDER CONSIDERATION IN THIS WORK

Name Technology (nm) | Size (bits) | Core Voltage (V)
RADSAGA 65 32k 0.3
ISSI 40 32M 1.1
Cypress 65 16M 1.1
TABLE 1T

MAIN CHARACTERISTICS OF THE HIS USED TO CHARACTERIZE THE SEU
CROSS SECTIONS

Ener LET
Ton MeV) (MeV/(mg/em?) | Range (mm)
C 1080 00 1178
C 720 031 573
C 360 0.52 167
Ar 1050 52 0.55
Ar 548 8.1 0.20
Xe 2700 B35 0.2

for the commercial SRAMs all refer to their nominal core
voltages of 1.1 V. Note that the Cypress SRAM has an internal
error-correction code (ECC), which has been disabled for the
purposes of this study.

The SRAMs have been tested with several beams [16] and
most of the experimental details are reported in that article.
All the SRAMs have been irradiated through the back-end-
of-line (BEOL). This was shown to have an impact for SOI
SRAMs [17] with respect to irradiation from the substrate. For
the presented bulk SRAMs, however, such configuration could
not be achieved.

For the purpose of this work, data referring to LEP, HEP, and
HI irradiations are reported. Concerning LEPs, the core of the
experimental work was completed at the Centro Nacional de
Aceleradores (CNA) [18]. There, the SRAMs have been irra-
diated with mono-energetic proton beams in the 0.5-5 MeV
energy range. LEP data for the ISSI SRAM were collected
at the Radiation Effects Facility (RADEF) [19], [20] at the
University of Jyviskyld. HEP testing was accomplished at the
Kernfysisch Versneller Instituut (KVI) [21] for the ISSI and
Cypress SRAMs and at the Paul Scherrer Institute (PSI) [22]
for the RADSAGA 65-nm SRAM. HI testing was performed
at KVI for all the SRAMs. Table II reports the HI charac-
teristics in terms of species, energy, linear energy transfer
(LET), and range. Only the LEP testing at CNA and RADEF
were performed in vacuum. All the data have been obtained
at normal incidence and room temperature. Different from
other experiments and measurement techniques [23], [24],
mono-energetic LEP data have not been obtained by beam
degradation.

Error bars for all experimental data are calculated at 95%
confidence level, assuming a fluence uncertainty of 10% and
based on the actual number of events. If not visible in the
plots, they are smaller than the markers.

The experimental proton cross sections as a function
of energy for the RADSAGA 65-nm SRAM are depicted
in Fig. 1. The peak direct ionization cross section was found
for 900 keV and it reaches up to 4 x 10~° cm?/bit. The
cross section is still higher than 107'> cm?/bit at 5 MeV.
The HEP cross section lowers down to 1.5 x 10713 cm?/bit
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Fig. 1. Low and HEP experimental cross sections as a function of
proton energy for the RADSAGA 65-nm SRAM when tuned at 0.3 V.
The HEP data are fit with a Weibull with the following parameters:
ot = 1.8 x 10713 em?/bit, Eg = 0 MeV, W = 10 MeV, s = 1.8. The data
are compared with the FLUKA simulated cross sections.

at 200 MeV. It is seen to grow from below 100 MeV to
reach up to 4.7 x 10713 cm?/bit at 18 MeV. This may indicate
a potential influence of direct ionization at energies around
20 MeV. For the Weibull fit, the saturation cross section is
taken to be 1.8 x 107!* cm?/bit to better account for this
enhancement below 100 MeV. Overall, the peak PDI cross
section is about 2.2 x 10* times the HEP saturation cross
section used for the Weibull fit.

The experimental proton cross sections as a function of
energy for the ISSI SRAM are depicted in Fig. 2. The peak
direct ionization cross section was observed at 600-800 keV,
probably indicating a thinner BEOL than the previous SRAM.
The fact that the LEP cross section is almost constant for
an interval of energies (600-800 keV) more strongly points
out the reaching of the physical limit imposed by the SV
size. The peak cross section is 5 x 107! cm?/bit. The HEP
saturation cross section is 1.5 x 107'* cm?/bit, resulting in a
ratio between the peak PDI and high-energy saturation cross
sections of 3.3 x 10%

The indicated ratios are among the highest that could be
found in the literature. In one case [25], ratios up to a factor
of 10°-10° were observed. However, different from these data,
the peaks were quite steep and narrow, indicating a higher
critical charge than for the devices here considered.

The experimental proton cross sections as a function of
energy for the Cypress SRAM are depicted in Fig. 3. The
peak direct ionization cross section is seen to occur between
800 keV and 1 MeV, stretching up to 1.2 x 1072 cm?/bit.
The HEP saturation cross section is 8 x 10~'* cm?/bit. As a
result, the ratio between the peak PDI and high-energy satu-
ration cross sections is 1.5 x 10%.

Fig. 4 presents the same PDI data for the RADSAGA 65-nm
SRAM as a function of LET compared to cross sections
obtained with long range ions. Other than the data points
at high LET, which define the HI saturation cross section,
the main purpose of the figure is to compare the cross sections
of LEPs with those of long-range high-energy light ions
(carbon in the 30-90 MeV/u energy range).
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Fig. 2. Low and HEP experimental cross sections as a function of

proton energy for the ISSI SRAM. The HEP data are fit with a Weibull
with the following parameters: og = 1.5 % 10~ cm?/bit, Eg = 10 MeV,
W = 0 MeV, s = 1.8. The data are compared with the FLUKA simulated
cross sections.
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Fig. 3. Low and HEP experimental cross sections as a function of

proton energy for the Cypress SRAM. The HEP data are fit with a Weibull
with the following parameters: og = 8 X 10~ em?/bit, Ey = 10 MeV,
W = 0 MeV, s = 1.8. The data are compared with the FLUKA simulated
cross sections.

In the figure, ion data points have been placed at an LET
corresponding to that before the BEOL. It is assumed that,
given their longer range, the ions will reach the SV while
losing a negligible amount of energy in the BEOL. On the
contrary, LEPs have a shorter range that may bring them to
stop either inside the SV or in its vicinity. Thus, LEP data
points have not been placed at the tabulated LET [26] for that
primary energy before the BEOL. A more realistic LET has
been estimated based on the interaction with the BEOL. While
the latter cannot be known for the commercial memories,
the experimental cross section helped deducing their SiO,
equivalent BEOL thicknesses. On the other hand, for the
RADSAGA 65-nm SRAM, it is known from manufacturing
documentation that the BEOL would be equivalent to a layer
of SiO, 12-um thick.

Whether known or deduced from the data, this equivalent
thickness was used to calculate the energy lost by the primary
protons while passing through the BEOL by means of the
stopping and range of ions in matter (SRIM) software [27].
Once this was known, SRIM was again used to determine the
range in silicon of a proton having the residual kinetic energy
and calculate an LET based on this residual kinetic energy
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and the range. This LET is exclusively used to show the LEP
points in the plots.

Note that this method introduces an approximation, since
it considers that all the protons transiting through the BEOL
will experience the same identical energy loss. Fluktuierende
Kaskade (FLUKA) 4.0 [28], [29] was used to simulate
mono-energetic 900-keV protons traveling through the BEOL
oxide. Due to straggling, the resulting spectra after the BEOL
and at the entry of the SV were found to be continuous
between 0 and 200 keV. This was also observed in [30].
At the same time, the residual kinetic energy obtained from
SRIM for this case was about 290 keV. Considering the
energy straggling, using a single LET derived from a single
proton energy may result in an underestimation of the LET of
less than 0.1 MeV/(mg/cm?), which will not alter the general
picture.

Coming back to Fig. 4, it is clear that the peak PDI cross
sections are not fully reproduced by long-range light ions,
as was found before [31]. In this case, the peak PDI cross
section can be three times higher than the respective carbon
cross section at a similar LET.

Fig. 5 shows the LEP and HI cross sections as a function
of LET for the ISSI SRAM. The same procedure, as for the
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Fig. 6. LEP and HI cross sections as a function of LET for the
Cypress SRAM. Weibull parameters: g = 1 X 10=7 cm?/bit, LETy =
0.09 MeV/(mg/cm?), W = 12 MeV/(mg/cm?), and s = 1.9. The data are
compared with the FLUKA simulated cross sections.

previous case, was implemented for the LEP LET
determination, this time with a BEOL as thick as 6 ym.
The PDI peak is seen to exceed the carbon cross sections
for similar LET by even a factor of 50. Indeed, the peak
PDI cross sections are even closer to the argon ion cross
sections obtained with LETs above 5 MeV/(mg/cm?) than to
the carbon ion cross sections.

Fig. 6 depicts the LEP and HI cross sections as a function
of LET for the Cypress SRAM. The LETs for LEPs were
calculated assuming a BEOL 10-xm thick. This was chosen
because the PDI peak cross section is maximum between
0.8 and 1 MeV and it starts fading only below 800 keV.
Hence, at an energy lower than where the fading is observed
for the RADSAGA 65-nm SRAM. The situation is similar
to the RADSAGA 65-nm SRAM, with a maximum difference
among peak PDI and carbon ion cross sections of a factor of 3.

The reason for the observed experimental behaviors is not
fully clear, but it is not caused by the presence of multiple-bit
upsets (MBUs, occurring in the same word), while nothing
can be said about multiple-cell upsets (MCUs, occurring in
physically adjacent cells) given that the physical mapping of
the memories is not available. It may be a topic of future inves-
tigations. The presented HI LET Weibull functions are derived
to follow the HI data at both low and high LET and will be
later used to calculate the HI contributions to the total UR.

Carbon and argon ion interactions were also simulated with
FLUKA and are reported in the figures. For all the models,
the FLUKA-simulated cross sections for carbon (low LET)
tend to follow the LEP experimental data rather than the
carbon experimental data at similar LET. This is particularly
evident for the ISSI SRAM (Fig. 5). On the other hand,
the agreement between argon experimental data and simulated
data is within a factor of 2 for all the models.

III. MODELING OF THE SVS

SV models are proposed for the memory cells of the three
SRAMs. They will be used as input in the MC simulations
used to determine the UR of the SRAMs in the space
environment.
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TABLE III

NESTED RPP DATA OF THE SVS OF EACH SRAM ALONG WITH THE
COLLECTION EFFICIENCY (ALPHA), BEOL THICKNESS,
AND CRITICAL CHARGE

RADSAGA 65 nm SRAM
BEOL 12 pum, Qepiz = 0.55 IC

SV side (nm) SV thickness (nm) alpha
638 250 1
996 250 0.077
1304 250 0.050
ISSI SRAM
BEOL 6 pum, Q.ri¢ = 0.96 fC
SV side (nm) SV thickness (nm) alpha

310 310 1

Cypress SRAM
BEOL 10 pm, Q.rit = 0.86 fC

SV side (nm) SV thickness (nm) alpha
360 360 1
984 360 0.057
1612 360 0.037
3160 360 0.007

All the SRAM models here considered are based on rec-
tangular parallelepiped (RPP) that are built based on the
experimental data. LEP data are very useful when building
such models since they can give direct indications of the SV
size, that is, the direct ionization cross section tends to be equal
to the SV surface normal to the beam. In addition, the lowering
of the cross section at energies below the PDI peak can give
indications about the BEOL thickness. Finally, the slope of the
cross section curve from the PDI peak toward higher energies
can give indications about the SV thickness and the critical
Charge chit [14]

Even when these LEP data are correctly fit, often a single
RPP can be representative of the LEP cross section, but it can
underestimate the HEP cross section. Given that the models
will be used for the estimations of the UR due to LEPs and
HEPs, as well as HIs, it is crucial to build models that could
reproduce in the best possible way also the high-energy part
of the proton cross section. A nested RPP technique [11], [32]
based on HI data can be used to better fit the HEP cross section
while not affecting the low-energy part.

The nested RPP technique was used for the RADSAGA
65-nm and Cypress SRAMs. On the other hand, a single RPP
was found to be suitable for the ISSI SRAM since it fairly
reproduces both the LEP and HEP responses. The data of the
RPP models for all the SRAMs are reported in Table III. The
BEOL are assumed to be made with SiO, for all the cases.

For the nested RPPs, the external volume sides are obtained
directly by a few high-LET HI (>5 MeV/(mg/cm?)) cross
section data points. The collection efficiency (alpha) is
obtained by making the ratio between the LET of the PDI peak
data point and the LET of that HI. For the RADSAGA 65-nm
SRAM, the reference proton LET is 0.4 MeV/(mg/cm?),
whereas for the Cypress SRAM, this is 0.3 MeV/(mg/cm?).
The thickness is kept constant [33] and equal to that of the
innermost SV (targeted to reproduce the PDI enhancement).

The RADSAGA 65-nm SRAM has the largest SV side
(640 nm) for the innermost volume. At the same time, this
is the only model for which the SV thickness (250 nm) did
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TABLE IV

COMPARISON OF THE ENERGY CONVOLUTION OF THE EXPERIMEN-
TAL AND RPP MODEL PROTON RESPONSES FOR LOow- (0-3 MeV),
INTERMEDIATE- (3-20 MeV), AND HIGH-ENERGY (>20 MeV)
REGIONS FOR THE THREE SRAMS WITH THE ISS ENVIRON-
MENT AND 100 MILS OF ALUMINUM SHIELDING. DATA ARE
REPORTED IN SEU/bit/day

Data | 0-3MeV | 320 MeV | > 20 MeV_| Total
RADSAGA 65 nm SRAM
Exp 8.00x 106 [ 437x10~7 [ 590x 10~ 7 [ 9.03x 10~ ©
RPP | 9.06x 107% | 294x10~7 | 459x 10~7 | 981 x 10~ ©
ISST SRAM
Exp 622x 1077 [ 538x 1079 [ 414x10°% | 6.69 x 107
RPP 676 x 10=7 | 3.80x 1079 | 453 x10~% | 725x 10~7
Cypress SRAM
Exp 1.89x 1076 [ 234x10°% | 222x 107 | 2.14x 10°©
RPP | 211x10° % | 7.64x 109 | 208x 10 7 | 233 x 10 ©

not coincide with the SV side. The reason is the matching
of the proton cross section at energies of 1-5 MeV. Using a
larger thickness would lead the simulated cross section to fall
down much quicker with increasing energy. The critical charge
is also the lowest (0.55 fC), given the lower core voltage. For
the outermost volumes, only the argon ion data are retained,
since the xenon data point has the same cross section as the
argon ion with the highest LET.

The ISSI SRAM has the lowest PDI peak cross section,
hence the lowest RPP side (310 nm). It also has the thinner
BEOL (6 xm) since the memory was experimentally observed
to be sensitive down to just 600 keV. Finally, it also relies
on the highest critical charge (0.96 fC), which, in spite of
the smaller technology, is likely due to differences in the
manufacturing processes among companies.

For the innermost volume, the Cypress SRAM model has
the SV side and thickness of 360 nm. The critical charge is
0.86 fC. To complete the model, three larger volumes are
added based on the argon and xenon cross sections. In this
case, the HI saturation cross section is much larger than that
of the RADSAGA 65-nm SRAM, resulting in volumes with
sides as large as 3 um.

FLUKA MC simulations were performed for all the models
and for several mono-energetic proton cases to assess the
consistency of the model with respect to the experimental
data. The uncertainty on the calculated cross sections varies
with each energy. On average, an uncertainty of +35% can be
taken for all the data points and models based on the energy
deposition distributions. Other uncertainties may be present
on the parameters chosen for the SV such as BEOL thickness,
critical charge, SV size, and thickness.

Figs. 1-3 present the comparison among the mono-energetic
experimental and simulated cross sections for the RADSAGA
65-nm SRAM, ISSI SRAM, and Cypress SRAM, respectively.

For the RADSAGA 65-nm SRAM, the consistency is
verified at low (0-3 MeV), intermediate (3-20 MeV), and
high energy (>20 MeV). For the ISSI and Cypress SRAMs,
the agreement between the models and the experiments is
good for LEPs and HEPs. For the intermediate-energy region,
the agreements are less optimal. However, this region is not an
important contributor when it comes to the proton UR since
it contributes less than 1%, at least for these two SRAMs.
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As a further verification of the validity of the proposed
RPP models to describe the proton cross section response over
different sets of energies, a first UR calculation was performed.
cosmic-ray environment and effects models (CREME) 96 [34]
was used to determine the trapped proton flux for the Inter-
national Space Station (ISS) orbit. The flux was transported
by means of the online tool through 100 mils of aluminum.
The data were then divided into the three energy regions
described before. Both the experimental data and the RPP
model data were convolved along with the proton fluxes in the
three energy regions. Both data sets are determined for normal
incidence only, for both the data and the radiation field. For
this simple calculation, the angular response is not considered
because no such experimental data were collected and a fair
comparison would not be possible.

Table IV reports the comparison of all three devices and
for each energy region. The agreement for each region is quite
satisfactory. The largest discrepancies are seen for the ISSI and
Cypress SRAMs for intermediate-energy protons. However,
given that, for these memories, this region is expected to
contribute 1% or less to the total UR, the related inaccuracy
can be assumed to be negligible. Globally, the total URs from
these models are about 10% higher than their experimental
counterparts.

IV. UR PREDICTION METHODS

UR prediction methods based on the measurements of HEP
and HI cross sections are nowadays well standardized, for
example, the Weibull [35] method, among others. Existing
methods on HEPs and HIs are all based on the assumptions
made from the typical test results that cross section curves
are null below the energy/LET threshold and tend to reach a
saturation cross section at high energy/LET while maintaining
a monotonic dependence with energy/LET.

PDI, however, introduces the problem that the cross section
is no longer monotonic with energy. Hence, the established
prediction methods can hardly help out in predicting the
UR from LEPs. In principle, some of these methods can be
mimicked in some other way, because they are basically con-
volutions of a cross section function defined as a function of
energy/LET with an environmental particle spectrum, similarly
defined as a function of energy/LET.

The LEP experimental mono-energetic cross sections can,
for instance, be convolved with the environmental flux without
a need to define a function that would describe the whole cross
section curve as a function of energy, that is, by performing
linear interpolation for intermediate points. This is supposed
to provide a more accurate estimation than that obtained by
multiplying the cross section peak for the proton flux in the
relevant energy range, as proposed in [36].

Still, among the problems introduced by energy convolution,
there is the assumption that the proton will reach the SV
with normal incidence, which is not the case since the space
environmental proton fluxes are isotropic. For instance, when
folding the cross sections presented in Fig. 1, all protons
within the environment having an energy below 700 keV will
not contribute to the response. However, when considering an
isotropic spectrum, there will always be protons arriving at the
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SV with an energy in the 0-700-keV range, which, in principle,
are associated with a cross section similar with that of the PDI
peak. Such a method, based on the energy and range of protons
arriving at the SV, was also proposed in the past [37].

Another possibility would be to treat the LEPs in a similar
fashion as HIs and to perform an LET convolution. However,
in this case, determining the LET of the protons used during
the experiments can, as was shown before, be complicated
and the uncertainty introduced by the straggling may lead
to much higher inaccuracy than for the determination of the
actual proton energy.

A promising method, proposed by Dodds [6], to calculate
the UR from PDI consists of measuring the cross section of
a degraded high-energy beam containing a known spectrum
of LEPs. The method also requires performing measurements
at various angles of incidence to cover the effects related to
the isotropic nature of the space spectra. The PDI UR is then
compared to those attained through the Weibull method for
HEPs and HIs. However, when data from such an experiment
are not available, approximate methods may be introduced
based on the observed mono-energetic proton cross sections
in order to retrieve the UR.

Finally, MC simulations can also be considered for UR
predictions. The earlier introduced RPP models of the SV
can be used to extract the cross sections derived from the
environmental proton and HI spectra. The advantage of MC
simulations is that the models used are assumed to be a
valid representation of the device response regardless of the
particle or energy. In addition, they may also provide further
indications about potential variations introduced by varying
the parameters in the chosen models. Note that the MC
simulations are run with isotropic spectra as input, hence
accounting for the angular response of the modeled compo-
nent. A certain degree of uncertainty, which is not so easy
to quantify, is present, anyhow. This is due to the lack of
experimental data at different angles of incidence. That is,
the angular dependence here considered is that emerging as a
result of the modeling at normal incidence, but no verification
with respect to experimental data was possible.

For this first assessment, the data refer to a single orbit
and a single shielding configuration. The environment under
consideration is that of the ISS for solar minimum conditions.
Both proton and HI fluxes are transported through 100 mils of
aluminum with the CREME/universal heavy ion propagation
code (UPROP) online tool. The fluxes are then used to
perform energy convolution calculations (applicable only
to protons), the Weibull fit calculations (applicable only to
HEPs and HIs), FLUKA MC simulations (applicable to every
particle and energy), and an approximated Dodds’ method
(applicable only to LEPs).

For the heavy-ion Weibull methods, the Weibull curves
presented in Figs. 4-6 were used. For the HEPs, the same
identical Weibull functions were used for the three devices,
but with a different saturation cross section (Eg = 0 MeV,
W = 10 MeV, s = 1.8). The saturation cross sections were
1.8 x 10713, 1.5 x 10714, and 8 x 10713 cm?/bit for the
RADSAGA 65-nm ISSI and Cypress SRAMs, respectively
(Figs. 1-3).
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TABLE V

COMPARISON OF UR PREDICTION METHODS FOR LOW AND HEPS AND
HISs FOR THE THREE SRAMS AT 0.3 V FOR THE LISTED METHODS.
THE ISS ENVIRONMENT Is USED FOR ALL METHODS (500 km,
51.6°, SOLAR MIN, 100 MILS ALUMINUM). THE UR UNITS
ARE SEU/bit/day

RADSAGA 65 nm SRAM
Method High-E protons | Low-E protons Heavy ions
Energy convolution 542 x 1077 8.49 x 106 X
Weibull 457 x 10~7 X 2.65x 10~ 7
Monte-Carlo 3.04 x 10=7 147 x 10> 4.07 x 107
Approx. Dodds’ 457 x 10~7 143 x 107° 2.65x 1077
ISST SRAM
Method High-E protons | Low-E protons | Heavy ions
Energy convolution 406 x 10~8 6.27 x 10~ 7 X
Weibull 3.81x 1073 X 3.90 x 10~°
Monte-Carlo 233x 108 576 x 10— 7 5.34 x 10—
Approx. Dodds’ 381 x 1078 1.20 x 10~© 3.90 x 1079
Cypress SRAM
Method High-E protons | Low-E protons Heavy ions
Energy convolution 225x 10~ 7 1.92 x 106 X
Weibull 2.03 x 10~7 X 4.02 x 10~
Monte-Carlo 1.58 x 10~ 1.88 x 10~© 1.10 x 10— 7
Approx. Dodds’ 2.03x 1077 341 x10°6 4.02 x 10~

The idea behind the approximated Dodds’ method is to
retrieve a rough estimate of the cross section that would
have been measured for the devices presented in this work if
experimental measurements in a high-energy degraded beam
were performed. Note that the Dodds’ method can be used to
calculate the LEP contribution to the UR, whereas for the HEP
and HI contributions, the method also relies on the Weibull fits.

The approximated Dodds’ method consists in the con-
volution of the experimental LEP cross section with the
spectrum experimentally measured at Tri-University Meson
Facility (TRIUMF) [6] when degrading the 70-MeV proton
beam to an average energy of 6 MeV. Once this cross section
is estimated, the approximated method follows the same steps
as the original Dodds’ method.

Table V presents the UR calculated for the three contrib-
utors: LEPs, HEPs, and HIs with the various methods. Note
that in this case all protons in the environment below 20 MeV
are considered as LEPs, as they are typically irrelevant in the
traditional methods based on HEP and HI characterizations
only.

For all three devices, the energy convolution, Weibull, and
MC methods deliver very similar HEP URs, always within
less than a factor of 2 difference. For HIs, the Weibull and the
MC methods are quite in disagreement for the ISSI SRAM,
with even one order of magnitude lower UR delivered by the
Weibull fit. For the other two SRAMs, the differences are
much smaller, within a factor of 1.5 for the RADSAGA 65-nm
SRAM and less than a factor of 3 for the Cypress SRAM. The
larger HI UR arising from MC simulations is due to the fact
that the RPP models of the SVs are built so that they follow the
experimental LEP cross sections at low LET rather than the
light ion cross sections. As was shown earlier, the difference
is not negligible, in particular, for the ISSI SRAM, for which
the discrepancy between different HI UR estimation methods
is the highest.

Concerning the comparison among LEP UR prediction
methods, the results are not always consistent among devices.
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For the RADSAGA 65-nm SRAM, the energy convolution
delivers a UR which is about half that of the MC simulations
and the approximated Dodds’ method, which, in turn, are very
similar. This effect may be related to the isotropic nature of
the environment, which is neglected in the energy convolution
method. However, although this is indeed always the case
for all the memories when comparing energy convolution
and approximated Dodds’ method, for the ISSI and Cypress
SRAMs, the MC LEP UR is similar to that obtained through
energy convolution.

Since the combined Weibull/Dodds’ method and the MC
simulations provide data for all three contributors to the
total UR, these two approaches are followed to perform the
following RHA assessments. One of the main differences
between the two methods is that the approximated Dodds’
method considers only protons with energy below 3 MeV,
whereas the MC simulations consider the full proton spectra
below 20 MeV.

V. PDI IMPACT ON THE TOTAL UR

Generally, the UR of a digital device in any space orbit is
defined by two main contributions, that is, direct HI ionization
and proton indirect ionization. PDI can be considered as a
separate contributor since the proton-induced SEUs are, in this
case, triggered in a similar fashion as those from HIs. In order
to evaluate the impact of PDI on the total UR, let us define a
parameter D as

_ URpyr + URypp + URLEp
URpr + URggp

The D factor will define the relative contribution of PDI
to the UR with respect to the UR estimated when PDI is
neglected. It can also be seen as a safety margin to apply
to the estimated UR when LEP data are not available.

The analysis is made considering the three devices presented
in this article, four different space radiation environments, and
two different shielding configurations. All the environments
are calculated through the CREMEO96 online tools. The ISS
environment (I1 and I5) is calculated at 500-km altitude,
51.6° inclination, solar minimum, quiet conditions; the low-
Earth orbit (LEO) environment (L1 and L5) at 1400-km alti-
tude, 52°, solar minimum, quiet conditions; the geostationary
orbit (GEO) environment is calculated for both quiet (GQ1 and
GQ5) and stormy solar conditions (GW1 and GWS5, worst
day). The shielding configurations are with 100 and 500 mils
of aluminum.

For the RADSAGA 65-nm SRAM, the contributions to
the UR (both in absolute and percentage terms) are reported
in Table VI for both the MC simulations and for the approxi-
mated Dodds” method. PDI effects are found to be negligible
only for the GEO quiet conditions, for which both methods,
regardless of the shielding, yield a PDI UR in the order of 1%.
For all other radiation environments, the PDI contribution to
the UR is never below 85%. The most affected orbits are
the LEO and GEO in stormy conditions and the situation
does not change much when a thicker shielding is considered.
Generally, the two methods yield very similar results for

ey
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TABLE VI

UR oF THE RADSAGA 65 -nm SRAM FROM PROTON INDIRECT AND
DIRECT IONIZATION AND HIS (WITH PERCENTAGE CONTRIBUTIONS
TO THE TOTAL UR IN BRACKETS) FOR EIGHT COMBINATIONS OF
ORBITS AND SHIELDING CONFIGURATIONS. UR IN SEU/bit/day
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TABLE VIII

UR OF THE CYPRESS SRAM FROM PROTON INDIRECT AND DIRECT
IONIZATION AND HIS (WITH PERCENTAGE CONTRIBUTIONS TO THE
TOTAL UR IN BRACKETS) FOR EIGHT COMBINATIONS OF ORBITS
AND SHIELDING CONFIGURATIONS. UR IN SEU/bit/day

Monte-Carlo
Monte-Carlo Env. URHEP (%) URLEP (%) URHI (%)
Env. URgEep (%) URLzp (%) URy; (%) Il 1.58x 10~ 7 (8%) | 1.88x 100 (91%) | 4.02x 10~3 (1%)
il 3.04x 1077 2%) | 147 x 1077 (96%) | 2.65 x 10~7 2%) 5 121 x 10-7 21%) | 417 x 10~ 7 (713%) | 3.58 x 103 (6%)
5 241 x 10-7 (6%) | 3.72 x 10-% (89%) | 2.39 x 107 (6%) L1 746 x 1076 5%) | 137 x 1002 (95%) | 1.63 x 10~ 7 (0%)
L1 238 x 107° 2%) | 1.03 x 1073 (98%) | 3.98 x 10~ 7 (0%) L5 7.32x 1075 (23%) | 2.41 x 107° (77%) | 5.37 x 10~3 (0%)
L5 | 7.72x 100 (4%) | 2.07 x 10~ % (96%) | 3.59 x 10—7 (0%) GQI [ 2.98x 10 ¥ (11%) | 1.14x 107° (0%) [ 2.44 x 107 (89%)
GQI | 394x 10 8 (2%) | 1.89x 10 8 (1%) | 1.84 x 10 ° (97%) GQ5 | 2.66 x 10-5 (12%) | 231 x 10~V (1%) [ 1.87 x 10~7 (87%)
GQ5 | 4.09x 105 3%) | 1.79x 10-8 (1%) | 1.46 x 10-° (96%) GWI1 [ 270x10-7 2%) [ 1.54x10-% (96%) | 3.34 x 10-% 2%)
GWI1 | 392 x 10-2 (0%) | 1.44 x 10~ T (96%) | 6.04 x 10—3 (4%) GW5 | 721 x 1077 (11%) | 548 x 10-% (88%) | 429 x 10~% (1%)
GW5 | 5.98x 1077 (1%) | 5.04 x 1073 (98%) | 627 x 10~° (1%) Approximated Dodds’ method
Approximated Dodds’ method Env. URnep (%) URLEp (%) URpy; (%)

Env. URypp (%) URrep (%) URy; (%) 1 2.03x 1077 (6%) | 3.41 x 1076 (93%) | 4.02 x 10_% (1%)
11 457 x 10~7 (3%) | 1.43x 107° (95%) | 2.65x 10~ 7 2%) 15 1.48 x 10~7 (14%) | 8.65 x 10~7 (83%) | 3.58 x 10~% (3%)
5 332 x 10-7 (9%) | 332 x 10-° (85%) | 2.39 x 107 (6%) L1 1.02x 1075 (4%) | 233 x 10~% (96%) | 1.63 x 10~7 (0%)
L1 229x 10°° 2%) | 9.79 x 10~ % (98%) 3.98 x 10~ 7 (0%) L5 731 x 107% (15%) | 4.20 x 10~° (85%) 5.37 x 1073 (0%)
L5 164 x 10—° 9%) 176 x 10~ % 91%) 359 x 10— 7 0%) GQl1 3.09 x 10°8 (11%) 3.54x 1079 (1%) 244 x 1077 (88%)
GQ1 596 x 10-8 (3%) 148 x 10~ % (1%) 184 x 10-© (96%) GQ5 299 x 108 (14%) 410x 1079 (2%) 1.87 x 10=7 (84%)
GQ5 577 x 10~8 (4%) 172 x 10-8 (1%) 1.46 x 10~ © (95%) GWI1 1.73 x 1071L (1%) 325x 102 (98%) 334x 10°4 (1%)
GWI | 389 x 10-7 (0%) | 136 x 10-T (96%) | 6.04 x 10-7 (4%) GW5 | 425x10°° (4%) | 1.18 x 103 (96%) | 4.29 x 10~ % (0%)
GW5 | 965x 107° 2%) | 494x 1073 (97%) | 627 x 10~° (1%)

UR OF THE ISSI SRAM FROM PROTON INDIRECT AND DIRECT IONIZA-
TION AND HIS (WITH PERCENTAGE CONTRIBUTIONS TO THE TOTAL

TABLE VII

UR IN BRACKETS) FOR EIGHT COMBINATIONS OF ORBITS AND
SHIELDING CONFIGURATIONS. UR IN SEU/bit/day

Monte-Carlo
Env. URpggp (%) URLgp (%) URp71 (%)
11 233x 108 (4%) | 576 x 10~ 7 (96%) | 3.90 x 10~ 9 (1%))
5 394 x 10-% (32%) | 8.13 x 108 (65%) | 3.45x 10-9 (3%)
L1 247 x10°% (6%) | 400 x 10~° (94%) | 5.77 x 10~ 9 (0%)
L5 827 x 1077 (14%) | 5.54 x 10~% (86%) | 5.14 x 109 (0%)
GQl | 6.01 x 1079 (14%) | 2.50 x 10~7 (6%) | 3.50 x 10—3 (80%)
GQ5 | 240x 1077 8%) | 3.44x 1079 (11%) | 2.49 x 103 (81%)
GWI1 | 881 x10°° 2%) | 504 x 1075 (97%) | 446 x 10~ ° (1%)
GW5 | 862x 10 % (4%) | 414 x 10~ % (96%) | 4.35x 107 (0%)
Approximated Dodds’ method
Env. URygp (%) URpgp (%) URp1 (%)
11 381 x 1078 (3%) | 120 x 10=% (97%) | 3.90 x 109 (0%)
5 277x 1078 (8%) | 3.04 x 10~ 7 (91%) | 3.45x 10~9 (1%)
L1 191 x 107% (6%) | 820 x 10~° (94%) | 5.77 x 10~9 (0%)
L5 137x 10°% 8%) | 1.48x 10~ (92%) | 5.14 x 10~ 9 (0%)
GQl | 544x 1079 (13%) | 1.24x 1079 3%) | 3.50 x 10~ (84%)
GQ5 | 526x 1079 (17%) | 144 x 10~ 9 (5%) | 2.49 x 10~ ® (78%)
GWI1 | 324x107° (1%) | 1.14x 1072 (99%) | 4.46 x 10~5 (0%)
GW5 | 797x10°%(2%) | 414 x 10-%(98%) | 4.35x 10~7 (0%)

the PDI contribution to the UR, pointing out the potential
dominance of PDI over the other two SEU mechanisms.

For the ISSI SRAM, the contributions to the UR (both in
absolute and percentage terms) are reported in Table VII for
both the MC simulations and for the approximated Dodds’
method. PDI UR for GEO quiet conditions is found to con-
tribute for a maximum of 11% to the total UR, again pointing
out that PDI effects can be considered negligible in this envi-
ronment. For the other three environments, when considering
the MC simulations, PDI is still the major contributor to the
UR. However, it is not dominant in all the cases. At the lowest,
PDI contributes to 65% for the I5 orbit and can reach 97% for
the GW1 environment. The situation is quite different when

considering the approximated Dodds’ method. In this case,
PDI never contributes less than 91% for each orbit, with a
peak of 99% for GW1.

For the Cypress SRAM, the contributions to the UR (both
in absolute and percentage terms) are reported in Table VIII
for both the MC simulations and for the approximated Dodds’
method. In this case as well, PDI contributes to the GQ UR
by 0%—-2%, pointing out that PDI will not contribute to the
total UR in this environment. For the other three environments,
when considering MC simulations, PDI is the main contributor
to the UR, it is never below 73% and it can peak at 96%
for the GW1 environment. One peculiarity for the Cypress
SRAM is that the HEP component of the UR is, in percentage,
higher than for the other two memories. Similar to the ISSI
SRAM, when considering the approximated Dodds’ method,
the PDI contribution to the UR becomes dominant, with an
83% lowest percentage contribution for the I5 orbit and a
maximum of 98% for the GW1 environment.

The D factors for the RADSAGA 65-nm SRAM for both
the MC and the approximated Dodds’ methods are reported
in Fig. 7. The plot is made to compare how the D factor
changes with orbit, shielding, and calculation method. The
RADSAGA 65-nm SRAM shows quite consistent D factors
for almost all the orbits when calculated either using MC or
with the approximated Dodds’ method. Letting the GEO quiet
conditions aside, regardless of the calculation method, the orbit
or the shielding, the D factor is never below 5 and can reach
up to 43 for the L1 and GWS5 orbits.

The D factors for the ISSI SRAM for both the MC and
the approximated Dodds’ method are reported in Fig. 8.
Note that, in this case, the data are reported in logarithmic
scale to improve readability. In the case of the ISSI SRAM,
the two methods may disagree by even a factor of 4 for the
I5 and GW1 environments. The approximated Dodds’ method
predicts the highest D factor to be roughly 150 (for the
GW1 environment). For the same orbit, the MC simulations
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binations of orbit and shielding with the MC simulations and the approximated
Dodds’ method.
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Fig. 8. D factors of the ISSI SRAM calculated for eight combinations of

orbit and shielding with the MC simulations and the approximated Dodds’
method.

predicts a factor of 39. The minimum D factors are found
for the GQ conditions (just above 1). Letting this environment
aside, the minimum would otherwise be 3 for the I5 orbit. For
this same orbit, the approximated Dodds’ method provides the
lowest D factor, which is as high as 11.

The D factors for the Cypress SRAM for both the MC and
the approximated Dodds’ method are reported in Fig. 9, also in
logarithmic scale. The comparison between the two methods
yields similar observations as for the ISSI SRAM, though the
difference, in this case, is moderate, that is, the approximated
Dodds’ method yields less than a factor of 2 higher D factors
than MC for the ISS and LEO cases, with the only exception
of GEO worst day. With the exception of the GQ cases, for
which the D factor is 1 or just above, all other D factors
are higher than 5. For MC, the highest D factor is 27 for
the GW1 orbit and the lowest is 4 for the IS5 orbit. For the
approximated Dodds’ method, the highest D factor is 65 for
the GW1 orbit and the lowest is 6 for the IS orbit.

The two methods point out quite heterogeneous contribu-
tions to the UR. In general, the MC simulations bring factors
which are equal to or lower than the approximated Dodds’
method. Despite representing the most optimistic prediction

945

65.1
I Monte-Carlo

I Approx. Dodds

23.71

D-factor
=
2

1.0 1.01 1.01 1.02

0
10 11 15 L1 L5 GQ1

Orbit

GQ5 GW1 GW5
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case, the MC simulations still yield D factors that violate the
safety margin of 5 established in the literature [10].

The shielding is almost always seen to provide a benefit in
terms of UR in absolute value. However, it does have a quite
limited impact on the D factors. At best, for the ISST SRAM,
the D factor for IS was 7 times smaller than for I1. For the
other conditions, the effect is no higher than a factor of 2. The
RADSAGA 65-nm SRAM and the GEO stormy environment
represent the only exception. For this case alone, the D factor
for 500 mils is seen to be higher than for 100 mils for both
methods. The reason is likely related to the wider PDI cross
section peak of the RADSAGA 65-nm SRAM with respect to
the other two devices, which render the RADSAGA 65-nm
SRAM also more sensitive to intermediate-energy protons.
Hence, 500 mils of aluminum are likely not enough to mitigate
the effects of a large part of the intermediate-energy protons.
In the literature [38], more realistic shielding configurations
were found to yield a reduction in the PDI UR by up to a
factor of 25 with respect to the spherical 100 mils aluminum
shielding.

VI. D FACTOR AS A FUNCTION OF THE
CRITICAL CHARGE

One advantage of the MC simulations is that they provide
data over a wide range of critical charges. While losing the
link to the data of these specific devices, such analysis can
allow exploring how the D factor would vary when changing
the critical charge of the model, which can be used to assess
whether the device may be sensitive to direct ionization from
HEPs and how the picture may change for other devices having
a different critical charge. Note that the other parameters of the
modeled SVs may also play a role, so this analysis will focus
strictly on common observations among devices and models.

In order to use the MC data as a function of critical charge,
the L1 orbit was chosen. The HI contribution to the UR was
found to be negligible for this orbit. This allows neglecting
the overestimated (but still negligible) low-LET HI response
from MC, so that the D factor simplifies further

+ _ URkep(Qerit) + URLEP(Qerit)
DQen) = URnep(Qerit) . @
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100 mils of aluminum shielding with the MC simulations as a function of the
critical charge.

In general terms, the D factor will converge to 1 at high
critical charge because LEPs would not deposit enough charge
to trigger SEUs. At the same time, it will converge to 1 also at
very low critical charge (below 0.1 fC) because such a device
would also be sensitive to direct ionization from HEPs. The
latter would be covered through HEP testing and would make
the LEP contribution less important in relative terms.

Thus, the D factor is expected to reach an absolute maxi-
mum, usually at critical charges in between 0.1 and 1 fC. If the
chosen critical charge is lower than that corresponding to the
absolute maximum, direct ionization effects may be relevant
also at energies above 20 MeV.

Fig. 10 reports the D factor as a function of critical charge
for the three devices under consideration. For the RADSAGA
65-nm SRAM, the chosen critical charge falls very close to
the peak region (which is at around 0.5 fC). This shows that
this device is likely sensitive to direct ionization effects above
3 MeV and, potentially, up to 20 MeV.

For the ISSI SRAM, the chosen critical charge is just
placed at the onset of the range of critical charges for which
PDI becomes dominant. However, the ISSI SRAM shows an
absolute maximum that can stretch up to more than 100.

The Cypress SRAM has the lowest peak in absolute value
among the three devices. Another peculiarity is represented
by the secondary peak located at the chosen critical charge
(0.86 fC), for which the D factor reaches a relative maxi-
mum, which is as high as 60% of the absolute maximum at
0.4 £C. The chosen critical charge (0.86 fC) places the model
almost halfway between the absolute maximum and the onset,
indicating that direct ionization from HEPs is unlikely for this
device.

In general, the critical charge at which the D factor reaches
the absolute maximum is seen not to vary much among the
different SV models and it occurs for a critical charge of
0.4-0.5 fC. However, the absolute value of the D factor may
vary by far, from 35 for the Cypress SRAM to 110 for the
ISSI SRAM and it seems to be strictly related to the ratio
between the PDI cross section peak and the HEP saturation
cross section observed experimentally.
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VII. DISCUSSION

The three devices under consideration have all proved,
to different extents, to be very susceptible to direct ionization
from LEPs. Experiments with mono-energetic protons exhibit
ratios between the peak PDI cross sections and the high-energy
saturation cross sections higher than 10*,

When brought into an environmental context, such high
and wide PDI effects were predicted to provide not only a
significant contribution to the total UR, but, in most of the
cases, they dominated the total UR response. Regardless of the
prediction method used, the considered orbit or the shielding,
PDI was found to contribute about 90% of the total UR on
average, with maxima of 99%.

The corresponding D factors calculated for these devices in
the considered environments were always on the order of a
few tens, reaching maximum values above 100 for the worst
case orbits. These were either low-Earth orbits for which the
trapped proton fluxes are quite high or the GEO environments
under the intensification of the proton fluxes provided by a
strong solar activity. Shielding (varying from 100 to 500 mils
of Al) was seen to have an impact, but just to a limited extent,
often sufficient to reduce the D factor by a factor of 2.

The D factor is assumed to be a safety margin that one
can apply to the UR calculated through Weibull fitting of
the HEP and HI experimental cross sections. It is clear that
safety margins make sense if they are small compared to the
quantity that is margined. At least for the considered devices,
this is not the case for basically any space environment
(even the supposedly mild ISS environment). Considering the
potential uncertainty of the UR calculation methods for PDI
effects, a method based on the application of safety margins
over the UR calculated from HEPs and HIs is unlikely to
work. Bounding the UR with the highest D factor found
among all the devices would mean applying always a factor
of 150 to the UR calculated excluding LEPs, which will often
be unrealistically pessimistic.

From the experimental data reported in other works [6],
[13], it is clear that such a safety margin would provide a
huge overshoot over the actual contribution of PDI to the UR
of memory devices in general. More than providing a revision
to the required safety margins to account for PDI when
calculating the UR from HEP and HI responses, the presented
data rather reinforce the need to perform experimental charac-
terization of memory devices with either mono-energetic LEPs
[31] or degraded HEP beams [6].

Some further considerations can be made on the accuracy of
the proposed calculation methods. The RPP models calibrated
over LEPs and HEPs proved to be very accurate for the two
proton contributors, but provided some overestimation of the
HI contribution with respect to the Weibull-predicted UR,
which, in turn, would have reduced the D factor. However,
for the RADSAGA 65-nm SRAM, the D factor would have
not reduced by more than a factor of 1.5, still pointing out a
quite strong PDI enhancement.

Concerning the approximated Dodds’ method, it is clear
that it would not exactly correspond to the experimental
measurements attained by degradation of a high-energy beam.
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However, this approximated method is likely not overestimat-
ing the UR by more than a factor of 5. Even when considering
such a strong inaccuracy, it would still yield D factors higher
than 10 for certain devices and certain orbits.

In this respect, the simplicity of the approximated Dodds’
method is counterbalanced by a higher degree of inaccuracy
in the UR prediction, whereas the MC simulations can be
considered to provide a higher-fidelity estimation within a
factor of £2.

As a matter of fact, it will not be possible to draw conclusion
about the accuracy of current UR prediction methods for PDI
unless the devices are actually tested in the space environment.
Currently, the devices analyzed in this work have been con-
sidered for launch in LEO space missions. If proved to be that
sensitive to the actual space radiation environment, they could
be considered as a baseline to have very sensitive radiation
monitors to characterize the LEP fluxes in space.

The analysis of the D factor as a function of critical charge
showed that for the RADSAGA 65-nm SRAM, the worst case
scenario was already reached, being the chosen critical charge
so close to that of the D factor absolute maximum. This may
point out an influence from direct ionization above 3 MeV,
potentially extending up to 20 MeV and above. The analysis
for the other two devices showed that they are still positioned
at about the onset of the PDI sensitivity and still quite far from
the absolute maximum.

VIII. CONCLUSION

Novel data and soft error prediction methods on the impact
of PDI in SRAMs based on deep submicron technology and
bulk Si were presented to report on the strong enhancement
to the UR that would come from the observed PDI effects.
The big impact seems to be related to both the relatively
high peak PDI cross section, compared to the HEP saturation
cross section, and to the wide energy range for which direct
ionization phenomena play a role, which may extend even
above 3 MeV.

Regardless of the calculation method employed, PDI con-
tributes, on average, about 90% of the total UR. The resulting
safety margins (D factors) to be applied to the UR calculated
from HEP and HI experimental data generally exceed the
factor of 5 previously established in the literature and can
get as high as 150. Although the analyzed devices could just
represent a worst case for PDI, it is suggested to pursue
experimental characterization for PDI effects whenever the HI
LET threshold of the device is lower than 0.4 MeV/(mg/cm?),
rather than stick to the application of a general safety margin.
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Abstract— Functional verification schemes at a level different
from component-level testing are emerging as a cost-effective tool
for those space systems for which the risk associated with a lower
level of assurance can be accepted. Despite the promising poten-
tial, system-level radiation testing can be applied to the functional
verification of systems under restricted intrinsic boundaries.
Most of them are related to the use of hadrons as opposed to
heavy ions. Hadrons are preferred for the irradiation of any
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bulky system, in general, because of their deeper penetration
capabilities. General guidelines about the test preparation and
procedure for a high-level radiation test are provided to allow
understanding which information can be extracted from these
kinds of functional verification schemes in order to compare them
with the reliability and availability requirements. The use of a
general scaling factor for the observed high-level cross sections
allows converting test cross sections into orbit rates.

Index Terms— Commercial off-the-shelf (COTS), facilities,
neutrons, protons, radiation hardness assurance, risk acceptance,
single-event effect (SEE), small satellites, system-level testing, test
methodology, total ionizing dose (TID).

I. INTRODUCTION

OMMERCIAL OFF-THE-SHELF (COTS) devices have

been gaining popularity within the radiation community
during the last two decades, thanks to their higher electri-
cal and electronic performance, when compared to similar
rad-hard parts, and to their reduced price and lead time.
Similarly, interest has been growing around highly integrated
solutions manufactured within the same package (e.g., system-
on-chip, SoC) or assemblies of discrete devices and inte-
grated circuits (ICs) on printed circuit boards (PCBs), boxes,
or modules.

The radiation testing single-event effect (SEE) [1], [2] and
total ionizing dose (TID) [3] standards developed by the
community are in a continuous struggle when it comes to
keeping up with the innovation introduced by brand new
devices (e.g., flip-chips, multiple chips stacked within the
same package, 3-D layouts) which outperform those devices
the standards were tailored for. Among the main criticalities
stands the necessity of making the sensitive volumes (SVs) of
the devices and ICs accessible to those beams, such as heavy
ions, which are typically characterized by high linear energy

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



CORONETTI et al.: RADIATION HARDNESS ASSURANCE THROUGH SYSTEM-LEVEL TESTING 959

transfer (LET), but short range in matter. It is noted that for
some of these layouts, decapsulation may be unachievable in
some cases.

In view of the emerging challenges, the radiation commu-
nity started questioning whether it was possible to perform
qualification of devices and ICs that could overcome the
usual inconveniences associated with standard testing (e.g.,
use of vacuum chambers, decapsulation) by using deeper
penetrating beams, such as high-energy protons, as a proxy
for heavy ions. An effort that started more than two decades
ago [4], [5] and whose potentialities and limitations are
summarized in a book-of-knowledge for proton board-level
irradiation [6], [7].

Among the potentialities stands the verification of the soft
error response of an entire set of devices at a reduced cost.
At the same time, very loose bounds can be applied to hard
and destructive SEEs (DSEEs) coverage without heavy-ion
testing [8], [9] and, likely, the information extracted is not suf-
ficient to perform a rigorous TID worst case analysis (WCA)
for the considered devices [10].

Nevertheless, due to its cost competitiveness, system-level
testing may find wider applications when it comes to space
missions associated with higher risk acceptance, for example,
CubeSats and NanoSats. Due to schedule and cost con-
straints, such space missions may not afford the cumber-
some qualification based on component-level testing and the
mentioned standards, often running into the highly disputable
no-testing approach. For such missions, system-level testing
on either a radiation model or the flight model itself may
provide a higher level of confidence on the mission success
likelihood while being compatible with schedule and cost
restrictions.

Approaches based on system-level testing are nowadays
already in use for terrestrial applications, for which neutrons
can provide a sufficient coverage for DSEEs, and TID degrada-
tion is not an issue. In the accelerator field [11], system-level
testing is used in a complementary fashion with respect to
component-level testing in that it is used as a qualification
tool only for those devices which are not critical within the
design of the system and as a final verification of the system
functionality.

A few examples for space applications have been reported in
the literature by CNES [12], [13], DLR [14], and University
of Montpellier [15]. System-level radiation testing may find
wider applications in the future for space missions having
criticality classes Q1 and Q2 as defined in the European Space
Agency (ESA) COTS initiative review [16].

Under such promises, this work aims at synthesizing guide-
lines on how to perform system-level radiation testing with
hadrons as a verification tool for high-risk acceptance space
missions. This will include providing a common language
among actors in system design, development, and verification,
a guidance among the various criteria to be borne in mind in
order to decide whether to go for system-level testing (and
under which conditions), the best suited facilities to perform
system-level testing, the test logic and procedure to follow,
as well as the usage of the high-level data extracted from the
test.

II. “SYSTEM” AND SYSTEM-LEVEL RADIATION TESTING

A component can be defined as any electronic device which
cannot be physically partitioned without affecting its capability
of delivering the intended functionality [17]. In this context,
anything that is manufactured on a single chip has to be
considered as a component, for example, SoC.

If the terminology “system” is applied to everything else
at a higher integration level than a component, then a system
can be anything from a PCB, with a few discrete components,
to a whole satellite. In terms of exposing such assemblies to
a radiation field, the challenges are somewhat similar over
this full scale (i.e., not easy to ensure uniform irradiation
with heavy ions, not easy to access all the SVs by decap-
sulation once all devices are placed within the system layout,
not easy to perform standard TID testing). In addition, any
assembly of two or more devices can lead to the generation
of radiation-chain effects, that is, malfunctioning of a device
which is caused from a radiation effect occurring in another
device, which is feeding signals or information to the device
in which the malfunctioning is observed (e.g., data corruption
in a memory fed to a microprocessor).

Systems can be classified according to the following
categories:

1) custom-designed based on COTS, graded, or rad-hard
components;

2) modified off-the-shelf (MOTS) systems;

3) fully commercial.

Custom-designed systems based on COTS are built in-house
by the satellite designer/integrator. In this case, the developer
has control over part screening and selection, traceability of
components, architecture, and can include radiation effects
tolerance and mitigation within the system design. A typical
example is the Function Generator Controller Lite (FGCLite)
system for the CERN large hadron collider [18].

Fully commercial systems are manufactured by a third party
(likewise components) and are intended to be used as they are.
Similar to COTS devices, the satellite designer/integrator may
not be provided with more information than those listed in the
data sheet. Thus, part selection and traceability as well as the
system architecture are often not available.

MOTS systems are an intermediate category. They are
commercial systems whose radiation tolerance is improved
by the end-user, thanks to collaboration agreements with the
manufacturer allowing access to information related to the
internal architecture and the Bill-of-Materials (BoM) to either
apply mitigations or part replacement.

In general, a satellite can be thought of as a custom-designed
system. However, this does not exclude some of its subsystems
from being based on MOTS or fully commercial solutions.
The radiation tolerance of custom-designed systems in space
is generally attained through component-level testing and
screening. At the other end of the spectrum, the radiation
response of fully commercial systems can be established only
though system-level testing, with the only alternative of a
cumbersome reverse engineering process.

System-level radiation testing consists in the experimental
verification of the compliance of the system to the reliability
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and availability requirements defined for the mission by oper-
ating the finished system under radiation. The extent to which
the previous definition can be applied depends on whether
the system-level test can provide the necessary insight to the
radiation performances.

System-level radiation testing can be, in general, used to
shed light upon:

1) functional reliability with the existing set of components
and architecture;

2) functional availability with the embedded software and
firmware and for the selected space environment;

3) criticalities arising from the radiation effects of single
components or dependent faults and failures;

4) criticalities due to the design itself;

5) whether the system can perform self-recovery;

6) whether other implemented mitigation techniques (e.g.,
derating, transient filtering, error correction codes) are
effective;

7) additional system-level mitigations to be implemented at
hardware or software level.

Other than a verification tool for high-risk acceptance space
missions that would alternatively follow a no-testing scheme,
system-level testing can also be considered as a complement
to component-level characterization for noncritical subsystems
and as a final verification tool for very complex systems whose
components previously sustained a complete component-level
screening. For the latter, it is noted that the radiation response
of complex systems in the working configuration (although
they are designed following a rigorous qualification) may still
be dominated by dependent faults and failures or synergistic
effects that were not easy to anticipate by modeling (e.g.,
fault-tree analysis or failure mechanism effects and analysis).
In this case, system-level testing can exercise the system as
a stochastic fault injection tool in accordance with the actual
probability of fault occurrence. Fig. 1 summarizes some of
these concepts by positioning the various available options in
terms of risk acceptance and costs.

III. RISK ACCEPTANCE

When facing the decision on whether to go for system-level
radiation testing, the user shall carefully assess what kind
of coverage is achievable through system testing and what
are its limitations. NASA provides recommendations on this
subject [19] while accounting for mission environment, appli-
cation, and lifetime.

System-level radiation testing with respect to risk acceptance and cost.

The mission environment plays a significant role in defining
the risk acceptance. The two main threats to the mission
reliability and success are 1) cumulative TID and total non-
ionizing dose (TNID) effects and 2) the stochastic DSEEs
related to a single particle strike. Note that not all DSEEs
are stimulated by hadrons (due to the limited energy imparted
to the secondary ions [20]), whereas they can be stimulated by
heavy ions provided that the LET is high enough. The reasons
why these two threats may be very critical when it comes to
system-level radiation testing are that:

1) this test cannot provide the wide insight necessary to

perform WCA following parametric drifts induced by
TID and TNID;

2) the use of hadrons does not cover the full spectra
of particles encountered in the space environment and
responsible for DSEEs.

These radiation effects are not only critical when it comes
to determining and verifying the radiation response, but have
implications on the design of the system itself by, for example,
derating [21] of the components in order to avoid DSEEs.
That is why whenever components susceptible to DSEEs
[such as single-event burnout (SEB) or single-event gate
rupture (SEGR)] have to be used in the system, a prelimi-
nary characterization at component level is always mandatory.
This is in order to establish the correct derating to apply
to the system. Use of default derating factors, for example,
50% in the case of aviation [22] may not provide sufficient
coverage due to the presence of heavy ions in the space
environment. The costs associated with a change in the design
upon discovery of a failure at a late stage in the development,
as it would be for verification by system-level testing only,
would overpass the initially predicted cost benefits of the
verification [23].

The radiation response variability over different technolo-
gies and semiconductor materials is also an important factor
to consider because of several subtle radiation effects that may
characterize certain devices. One of them is the enhanced low-
dose-rate sensitivity (ELDRS) [24], the effect of which is to
produce a larger degradation when the dose rate is lower (like
in the application) than usually applied in accelerated testing.
Component-level standards [3] provide recommendations for
testing devices that may be susceptible to ELDRS. However,
if the system-level radiation testing is performed through a
single verification in a hadronic environment (i.e., an environ-
ment obtained by nuclear spallation of a high-energy proton
beam with a high-Z target and usually composed of a wide
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spectra of protons, neutrons, and pions or a selection of them),
the dose rate may represent a lower constraint than the suitable
hadron flux for the SEE screening. Thus, ELDRS may end
up being untested and unassessed. At the same time, ELDRS
does not usually appear below a TID of 10 krad(Si) [25].
Hence, there are space missions for which it can be
neglected.

Variability in the degradation among materials may be a
big deal when it comes to displacement damage (DD) [26]
where variability cannot only be observed in how the materials
degrade, but also in the different effects produced by different
particles, for example, protons as opposed to neutrons, making
the non-ionizing energy loss (NIEL) approximation fall apart.
Once again, these effects are likely to happen when significant
TNID has to be delivered to the devices, which may not be
the case for most of the systems whose reliability could be
verified through system-level radiation testing.

Similar to component-level radiation testing, the outcome
of a system-level radiation test is described on a pass/fail
basis when it comes to reliability. The main difference is
the severity that a “fail” outcome has on the system design
choices. Discarding a component through prescreening comes
mainly at the cost of the beam time and test preparation. A fail
outcome for the entire system may, in the best case, lead to a
reiteration in the design in order to solve the issue encountered
during the test by mitigation and, in the worst case, may
require a full redesign of an already developed prototype.

Observing only high-level radiation effects on the system
without delving deeper into the component characterization
may also be problematic when it comes to implement solutions
that could mitigate or solve a potential source of unreliability
emerging as an outcome of the test. The failure of a device
in the system makes it quite easy to identify the culprit.
However, there may be other failures for which clear root
causes may be hard to spot, for example, when failures
are caused by the concurrent degradation of several devices
or by other SEE-related dependent failures. Hence, also the
depth of observability in system-level radiation testing may
need to be calibrated in order to increase the number of
observable parameters for a correct outcome interpretation.
Clearly, this may lead to longer test-bench preparations and
potential compatibility issues with the facility.

Generally, a “pass” outcome from system-level radiation
testing comes with a limited level of confidence. The afore-
mentioned component-level testing standards for TID suggest
performing tests over 10 parts to assess and account for
the intralot variability. The outcome of a single system-level
test may not be replicable over other units (even when the
traceability of the single components is respected) due to:

1) one or more units may fail due to unlikely radiation
effects that cannot be reproduced on all units with the
targeted fluence;

2) the units may be tested under different conditions of
voltage, frequency, temperature, and application, which
can impact both cumulative degradation and stochastic
event probability [27].

For TID and TNID, the only possibility to increase the

confidence on the outcome would be to test up to margined

TABLE 1
CRITICALITY CLASSES TO DEFINE SYSTEM-LEVEL EFFECTS

Class Impact on the Action Radlatml.l
system effect naming
Transparent to the
0 system No action needed

functionality

No action or simple
mitigation through
existing equipment
Supervisory circuitry
added to have only
temporary impact
May require
intervention on the
system design and parts

Soft loss of
functionality

Temporary impact
on functionality

Availability
2 impacted, but no
mission loss

Hard loss of
functionality

Permanent loss
of functionality

Mission reliability
not achieved

doses, whereas for SEEs, as long as the irradiation source
provides negligible levels of TID and TNID, testing the flight
model may mitigate the associated risk (although testing flight
equipment shall also be carefully assessed and traded based
on the risk of suffering DSEEs during the verification test
itself).

IV. RADIATION EFFECTS AT SYSTEM-LEVEL AND
RADIATION-TOLERANT SYSTEM

Similar to component-level effects, a common language for
system-level radiation effects, may be introduced to facilitate
information exchange and data portability. The aim is to
describe the radiation effects so that they are strictly connected
to the functional reliability and availability of the system
(hence, more promptly linked to the system requirements).

The main system-level radiation effect is the loss of func-
tionality, that is, the condition under which the system stops
either temporarily or permanently to deliver its intended
top-level functionality or starts delivering it outside of speci-
fications. A classification can be made based on the criticality
chart in Table L.

Class 0 effects are radiation effects occurring on a device
that do not propagate up to the top-level functionality because
they are either filtered, masked, or unasserted at the moment
they happen. All such effects will not have any impact on the
system availability or reliability. Class O effects are generally
attained once system mitigation is implemented.

Class 1 effects can produce visible, though very mild, effects
on the system functionality, which in turn may affect the
system availability. They are usually originated at component
level by either single-event upsets (SEUs), single-event tran-
sients (SETs), multiple-cell upsets (MCUs), or single-event
functional interrupts (SEFIs). Their limited impact is due to
the fact that they may last one iteration in a digital processing
system or that they can last for a few fractions of a second
as analog signals. Note that not all SEFIs can be included
in this category. SEFIs will be classified as soft losses of
functionality (SLF) only if the system can recover from them
without relying on power cycling.

Class 2 effects differ from class 1 because they may have
a stronger impact, mainly due to the fact that the associated
downtime for the system is longer. The larger downtime is
usually associated with the need of performing a power cycle



962

of the whole system in order to remove the undesired radiation
effect. This is the case of single-event latchups (SELs) and
SEFIs. Note that both these events require the use of super-
vising circuitry to be removed. For the SEL, to detect the
current increase and, for the SEFI, to detect the interruption
of the function. Unless mitigated (by, e.g., scrubbing), some
SEUs in the configuration logic and memory of digital devices
may lead to continuous malfunctioning of the system that
may not result in an SEFI. In this case, probably a power
cycling will be needed as well to remove these uncorrectable
SEUs. Hence, they may also be considered as hard losses of
functionality (HLF).

Class 3 effects can affect the reliability of the system.
Class 3 effects can have as root causes the degradation induced
by TID and TNID, DSEEs, unmitigated milder SEEs, or even
dependent failures. This includes SEBs, SEGRs, unprotected
SELs, and unrecoverable SEFIs. In any case, the end effect
observed during the test or the mission is that the system
functionality is lost and cannot be recovered by any means.
Note that this does not apply only to sudden failures due to
stochastic events, but it also applies to continuous degradation
imparted by TID and TNID. That is, the system may still
be operating, but outside of the specifications that are set in
the requirements (e.g., system unable to provide high enough
voltage, provided output signals with too low margin with
respect to noise).

The proposed classification is meant to provide a common
taxonomy among users. However, other classifications [28] can
be considered given their complementarity.

Other than the various degrees of loss of functionality,
several degraded modes can be observed during a test. The
simplest is the degradation of performance due to the para-
metric degradation from TID and TNID. That is, the system
keeps on providing its full functionality, but nominally, this is
provided at lower speed, with the system working at higher
temperature or with the system requiring a higher power
consumption. As long as the variations are still within the
specifications, these effects are not to be considered losses,
but just degradations.

Other degraded modes may be more impactful, but still not
bring to end effects comparable to a loss of functionality. For
instance, a few stuck bits in a memory device may reduce
the total throughput of the memory, but this may be tolerable
because the system does not make full use of the memory
resources available. Even the failure of a single device due to
SEB can be considered only a degradation if either the impact
to the global functionality is limited (because the system used
several of those same devices to accomplish its duty) or if
there are redundancies.

Based on the pure top-level radiation effects,
a radiation-tolerant system is a system that can provide
its functionality under the declared specifications in the
defined radiation environment while not suffering from
permanent loss of functionality (PLF), that is, it is compliant
with the reliability requirements. A radiation-tolerant system
may suffer from HLF and SLF and manifest degraded modes
of operation as long as their impact is compliant with the
availability requirements.
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Fig. 2. Range and LET of heavy ions at various energies that are within the
current ground test capabilities.

V. BEAM AND FACILITY REQUIREMENTS FOR
SYSTEM-LEVEL RADIATION TESTING

Concerning the most suitable beam conditions, some
requirements are provided based on the cases for which the
system under consideration can be as complex as a small
satellite having a 3-D layout arrangement resulting in a volume
of 50 x 50 x 50 cm®. The considerations made and beam
requirements proposed for such kind of system can be relaxed
depending on the geometry and layout configuration of the
system the user is willing to test.

Since the space environment cannot be reproduced with
fidelity at ground-level accelerators (in terms of the full spectra
of particles involved as well as dose rate over proton and
heavy-ion fluxes ratio), some compromises have to be made in
order to propose a system-level radiation testing methodology
which can be applicable to the existing facilities.

The main driver for facility selection is the beam homogene-
ity, both depth-wise and over a wide enough surface. In order
to ensure uniformity of the irradiation of the system, what
standards typically require is that the homogeneity is kept
within +10%.

Homogeneous depth-wise irradiation is quite critical, as it
can be ensured only by highly energetic and highly penetrating
beams. In addition, the selected beam shall not be prone
to strong fragmentation while traversing various layers of
material at the penalty of decreasing the beam intensity and
significantly altering its composition.

Fig. 2 reports the main features of protons and ions avail-
able at ground-level facilities (considering Europe and North
America, although the whole state space is achieved only at
NASA Space Radiation Laboratory (NSRL) [29]) nowadays
based on the ion species and the primary energy. The LETs and
ranges reported in the figure were calculated with Stopping and
Range of Ions in Matter (SRIM) [30] using silicon as reference
material. Note that if the range is used as a metric to qualify
which ions may be suitable, no ions can be found that have
both a surface LET of 30 MeV/(mg/cm?) and a penetration in
silicon of 5 mm. This means that it is not very likely to find
ions suitable for the radiation testing of systems having an even
not so deep volume. Suitable ions in terms of range would have
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LETs which can indeed be found in hadron secondary ions in
silicon.

Note that considering only range and surface LET of the
ions is not sufficient. Indeed, the figure does not provide any
information about:

1) the ion beam fragmentation as the ions traverse the var-
ious layers of material, which results in a high-intensity
reduction of the primary beam;

2) the fact that even for a single one-sided PCB, the various
SVs may be under diverse thicknesses of packaging and
shielding material, resulting in a nonhomogeneity of the
surface LET at the SV [31];

3) the SVs of the devices may be shallower or deeper,
resulting in further variable energy deposition event
probability.

As a result, when using ions to irradiate a system,
the devices composing the system will be subjected to spectra
of particles, whose LET, Bragg peak distribution, and local
flux will not guarantee homogeneity.

In terms of depth-wise homogeneity, high-energy protons
are a better fit for energies of a few hundreds of MeV. In this
case, it is not the primary LET of the proton that matters, rather
itis the LET of the secondary ions generated by hadron—silicon
interactions, which can be in the range 0-15 MeV/(mg/cmz).
In addition, these ions are generated within the SV itself or
in its close proximities. Protons do well for soft SEE testing;
however, the initial LET of the secondary ions can often be
insufficient to trigger those events requiring deep ionization
tracks such as SEL, SEB, and SEGR [8], [9] because they
would result in lower energy deposition events than with
shallower volumes. That is why DSEE coverage cannot be
ensured with proton testing.

Other than mono-energetic protons, depth-wise homogene-
ity can be ensured by beams with similar characteristics. This
is the case of neutrons produced through nuclear spallation and
of mixed fields made of protons, neutrons, and pions. This is,
for instance, the case of the Chiplr [32] and the CERN Highly-
AcceleRated Mixed-field (CHARM) [33] facilities. Both facil-
ities are characterized by spectra of particles from very low
energies to very high energies (up to 800 MeV at Chiplr and
up to 24 GeV at CHARM).

Fig. 3 provides a comparison of penetration capabilities
of the hadronic beams available in a few selected facilities
with respect to the penetration capabilities of the low-Earth
orbit (LEO) proton environment. The LEO proton environment
was calculated with the Cosmic-Ray Environment and Effects
Models (CREME) online tool [34]. It accounts for both
trapped proton and galactic cosmic proton spectra determined
for an orbit with 800-km altitude, 98° inclination, and solar
minimum conditions. Note that for the considered CHARM
spectrum in the figure, the maximum hadron energy is 3 GeV.
Also, for both the LEO environment and the facilities, the plot-
ted beam intensity accounts only for hadrons having a mini-
mum energy of 20 MeV.

The figure is meant to compare the penetration capabilities
of the various fields into growing thickness of aluminum,
which is taken as a representative of the diverse shielding
provided by the various layers of materials of a typical space
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Fig. 3.  Penetration depth of protons in aluminum in the LEO proton

environment compared to that of the mixed field available at CHARM,
that of spallation neutrons available at Chiplr and that from a 200-MeV
mono-energetic proton beam. Only hadrons with energy above 20 MeV are
considered for both space and facility environments.

system. The LEO proton spectrum decays very fast. After 2
cm of aluminum, its intensity is reduced to just 40% of that
of the original. This is mainly due to the limited energy of
trapped protons, making the most part of the environment.
The three facility beams are not as strongly affected. After 2
cm of aluminum, the 200-MeV proton and Chiplr field will
preserve more than 95% of the intensity of the primary beam,
whereas CHARM is above 90%.

Hence, when irradiating a system in these facilities, and
provided there is no more than 2 cm of aluminum of equivalent
material between the front face and the back face, the beam
intensity would reduce by less than 10%, ensuring depth-wise
homogeneity. For 200-MeV protons and Chiplr that homo-
geneity would be maintained for up to 4 cm of equivalent
aluminum.

Other than depth-wise homogeneity, beams produced by
nuclear spallation are widely emitted in every direction. Hence,
at sufficient distance from the source, the resulting beam will
be homogeneous over a large surface. This is quantified in
70 x 70 cm? for Chiplr and 100 x 100 cm? for CHARM.
Mono-energetic proton beams are usually developed to irradi-
ate devices and are associated with small field sizes. The only
mono-energetic proton beam facility that can provide a field
up to 60 x 60 cm? is NSRL.

Flux is also an important parameter for the selection of
facilities for system-level radiation testing, in particular, for
digital architectures. However, it is not always easy to find
facilities that can provide the most appropriate test conditions.
The problem is dual, since it may be due to (i) the pulsed time
structure of the beam (that all the mentioned facilities have to
various extents) and (ii) to the average flux itself, which is
not always tunable over several orders of magnitude, thus not
allowing to find an optimum for the system under test (SUT).
For these two reasons, radiation effects strictly related to the
beam configuration may occur that are not relevant for the
final application. While it is still possible (in some cases) to
have some play on the average flux, not much can be done for
the time structure of the beam. This is because it is very rare
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(and quite impractical) to build accelerating structures reaching
1-GeV energy with continuous beam acceleration.

In conclusion, an optimal fit for all the parameters at play
to perform system-level radiation testing could not be found
and, in the context of this guideline, best trade-offs have been
selected in order to propose a methodology that could be
implemented with what is nowadays available in terms of
facilities.

If the purpose of the system-level radiation test is TID,
most of the classic Co-60 sources can provide both depth-wise
and surface-wide homogeneity for irradiation of a system
having the aforementioned volume. The existing standard for
devices [3] may be of direct application in this case.

VI. DESIGN OF THE TEST

System-level testing can be quite challenging also in terms
of test preparation. At a minimum, even when using the flight
model as is, the user may be capable of observing and logging
the following parameters (depending on the system input and
output):

1) system-level SELs (sudden current increase over one of
the power domains of the system);

2) SEFIs on the main control element;

3) SETs on the output voltage/current;

4) data corruption of output data streams;

5) frequency reduction;

6) drifts of input voltage and current.

Other localized effects leading to the failure of the system
(e.g., device failure due to SEB) may be identified after
the test.

Increasing the radiation effect observability at a lower level
(i.e., down to single critical devices) would be desirable
in order to better understand radiation effects and potential
remedies. However, a balance has to be kept. Overloading
the system with points of measurement or code-level instru-
mentation may alter the original system functionality and,
thus, either produce new artificial radiation effects or alter
the severity or rate of occurrence of the actual system-level
effects. Hence, proper testing of the radiation model of the
system prior to irradiation shall be accomplished in order to
exclude any malfunctioning arising from the setup itself.

Other than the intrinsic non-observability of some effects
(e.g., TID-induced drifts in worst case scenarios), some effects
may not be observed due to constraints imposed by how
the test equipment should comply with the facility interfaces
and regulations. Usually, test equipment has to be kept far
from the beam, thus relying on long cables. These may lead
to two undesired effects: voltage drop and signal-to-noise
ratio decrease. The former resulting in an insufficient biasing
of the system that may even trigger undesired setup-related
effects [35]. The latter resulting in data reception corruption
that is not produced within the system as a radiation effect,
but rather in the cable as a parasitic setup effect.

DSEE mitigation at test-bench level should be implemented
when possible, or, as an alternative, at the level of the
equipment in order to avoid that unprotected effects may end
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the test very early. Several mitigations can be implemented
directly within the system or at the equipment level [36].

VII. TEST LOoGIC

One of the main challenges for the execution of a proper
system-level radiation test is under which conditions the
system has to be tested in order to provide representative infor-
mation about reliability and availability, while not masking
fault/failure modes due to the way the system is operated.
In component-level testing, one can perform device radiation
testing and data analysis based on worst case conditions (e.g.,
of biasing, temperature, frequency). However, when operated
in a system, the devices are set to work under a specific
envelope of conditions (if not just a single one that can be
quite far from worst case).

While it is sometimes suggested to test under real work-
ing conditions, it is also true that systems are very rarely
designed to work under a unique set of parameters or modes.
For instance, when testing a satellite, this may have several
different modes of operation (scientific acquisition, data down-
link, telemetry and command uplink and downlink, battery
recharging, etc.), which may not employ all parts of the system
at the same time or may employ those parts under different
loads.

At the same time, even finding a single system, worst case
condition may not be so easy due to competing effects and
sensitivities among devices within the system. For instance,
device-level standards [1], [2] mention that the worst case for
SEL would be high temperature, whereas for SEB it would be
room temperature.

The situation becomes even more critical when only one
SUT is available and the radiation source also provides cumu-
lative degradation by TID/TNID. Some drivers that can help
defining the best test configuration within the operating state
space that would provide a representative insight for a system
functional verification are:

1) the types of radiation effects that the system is expected
to be prone to during the test and whose occurrence
would potentially set a critical situation for the system;

2) the conditions under which the system is supposed to
be operated for most of the time during its intended
mission;

3) the conditions imposing the largest electrical loads on
the widest set of devices;

4) performing a multipurpose test
TID/TNID is deposited in the system):

a) to exclude DSEEs;
b) running under highest data load and frequency to
find upper bounds to data corruption rates.

(whenever low

Generally, performing a “duty-cycle” radiation testing of
the satellite encompassing the various operating modes may
be suitable in order to exercise the system under representative
conditions whenever a clear worst case condition for the whole
system cannot be found. Defining a parametric envelope for
the set of variables under test can also provide a valuable
option.
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One critical aspect of the system-level test is to select a
flux that does not lead the system into HLF with a too high
rate. In addition, a moderate flux can ensure that the observed
events are linear with the fluence and not the combination of
accumulated events over a short time period due to the high
flux of the accelerated test, which would not be representative
of the low-flux conditions found in space.

The last two points are particularly critical when testing a
system whose component radiation data are not known because
it would be much harder to interpret whether the observed
radiation effects are caused by the beam configuration or actual
system faults. In order to mitigate that it is strongly advised
to start the test with a low flux and then ramp it up and decide
upon the observed system response. Generally, full analog
systems can sustain stronger fluxes than digital systems, but
it is advised not to go above 107 hadrons/cm?/s. Full digital
systems, on the other hand, are often plagued by flux-induced
effects for fluxes higher than 10° hadrons/cm?/s.

Additionally, when using the duty-cycle radiation testing
scheme, it is recommended to set the flux so that, on average,
at least ten consecutive duty cycles can be completed between
two consecutive HLFs. For other cases, in general, it is
recommended to set the flux so that the time between two
HLFs is, on average, at least a 100 times the recovery time of
the system.

When more than one SUT unit is available for testing (in
general, for systems to be produced in hundreds or thousands
of units), the worst case condition for the system can be
found empirically by testing the various SUTs under different
conditions. Some of the facilities previously mentioned allow
performing the parallel irradiation of many systems, thanks to
their broad beam. A few additional units can then be tested
under the identified worst case condition to improve the level
of confidence on the positive outcome of the first SUT unit.

VIII. TEST OUTCOME AND DATA EXPLOITATION
A. Functional Reliability

As earlier said, the test outcome on reliability is defined
on a pass/fail basis. For the pass case (no PLF) against
stochastic events of radiation, a cross section with 2¢ level of
confidence can be determined based on the statistical Poisson
distribution [37] and the test fluence

3.7

opLp < > cm? /system. (1)

HEH

The high-energy hadron (HEH) fluence ®pygpy can be used as
a general measurement of the flux for a hadronic environment.
The general approximation behind the definition of HEH [38]
is that all hadrons (in N, amount) from an energy above
20 MeV can be considered equivalent for SEE triggering,
so that

Np o

o= [ oEE. @)
i=1 Y 20MeV

The main justification is that DSEEs can be triggered only

by hadrons with energy above 20 MeV. Note that when com-

bined with this fluence, the previously defined opr is assumed

TABLE I

ALPHA FACTORS (UNITS OF cm™2 day ') FOR THE CONSIDERED
TEST FACILITIES WITH RESPECT TO THE LEO ENVIRONMENT
(800 km, 98°, SOLAR MINIMUM, 100 MILS OF AL, TRAPPED
PROTONS, AND GALACTIC COSMIC RAYS) FOR THE
SEL-LIKE AND SEU-LIKE VOLUMES

SEL SV SEU SV

CHARM 1.03 x 107 8.82 x 108
Chiplr 1.35 x 107 7.25 x 10°

200 MeV protons 1.08 x 107 1.05 x 107

to be a step function starting at 20 MeV. This may generally
yield higher rates than expected, although it was shown that
usually these are within a factor of 1.5 for irradiations done
at CHARM [39], [40].

When it comes to TID/TNID, the test outcome is pass if
the system did not experience PLF up to the targeted (and
potentially margined) doses. The level of confidence on the
outcome can even be increased if the test is prolonged to the
ultimate dose required to observe the ultimate failure of the
system.

Only for failures due to unprotected SELs and unmitigated
SEFIs can the user easily implement mitigation out of a
fail outcome. Failure by TID/TNID and DSEEs may, on the
other hand, require either part replacement or system design
reiteration, which are not straightforward.

B. Functional Availability

Cross sections for HLF and SLF can be determined similar
to component-level cross sections. The actual root cause of
the system-level effect may not be required to be determined
(e.g., whether it was an SEFI or SEL) as long as the system is
protected against permanent damage. Root causes may, on the
other hand, be crucial whenever the loss of functionality rate
is too high and a reduction or solution could be found by
mitigation.

Other than the cross section, the typical system downtime
associated with the observed interruption can be used to
determine the actual availability of the system. Note that the
calculated availability for the mission based on environmental
fluxes, test cross sections, and downtime may be strongly
impacted by the mode of operation set for the system. Hence,
calculating a rate for each mode of operation may be better.

C. Environmental Similitude for Stochastic Events

The similitude in terms of energy deposition event response
among space proton-dominated environments and the pro-
posed facility hadronic environments can allow calculation
of the expected on-orbit rates whenever events are observed
during the test [41], [42]. This concerns only those events
that can be triggered by hadron-silicon nuclear recoils, that
is, it is applicable to those devices with a low enough volume
equivalent LET (LET., ) threshold. Not much can be said
about those events that cannot be stimulated by the hadronic
environment of the test and only very weak upper bounds
on the worst device response to heavy ions can be applied,
typically in the order of 0.01 event/device/day for mild envi-
ronments and even weaker for harsher ion environments.
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The on-orbit event rate can be directly obtained from the
measured cross section during the test in the proposed facilities
by multiplication of the latter for an appropriate factor called
o [42] obtained from the following derivation:

Riey[day™'] = @upn[day 'em™?] - oppy[cm’] (3)

thest(> LET;‘q’V)
Dypace (> LET?, V)
Riest [day_1 ]

acc. factor

4)

Rspace [da}ﬁl ] =

acc. factor
Dypace (> LETS, V)
= - OygH - OHEH (5)
e (>LET, )
®
a(LET:q,V) = (I)Space(>LET:q’V) MM ()
thest(>LET;‘q,V)

Note that this can be applied also to heavy-ion on-orbit rate
predictions whenever the LET threshold of the device is low
enough.

Fluktuierende Kaskade (FLUKA) 4.0 [43], [44] is used
to perform Monte-Carlo (MC) simulations of the energy
deposition event response of a LEO environment for an
orbit of 800 km, 98°, solar minimum conditions, 100 mils
of aluminum, and including both the trapped protons and
the galactic cosmic-ray heavy ions with angular isotropic
distribution. MC simulations are also used to extract the
energy deposition event response for the CHARM mixed field,
the Chiplr spallation neutron beam, and a mono-energetic
200-MeV proton beam. The SVs under consideration are two:
a first one is representative of certain SEL structures (20 x 4
um surface with 3 gm thickness [45]) and the second one is
representative of highly scaled SEU structures (0.31 x 0.31
um surface with 0.31-um thickness [46]).

Note that, unlike soft errors, the use of hadrons for the
test is insufficient to screen against SELs for all those devices
that may be characterized by either a low heavy-ion saturation
cross section or a high LET threshold. This limitation mainly
comes from the fact that hadrons are quite inefficient at
producing secondary ions of sufficient LET.q y. For instance,
about 10* ions/cm® having a LETeq v > 3 MeV/(mg/cm?) will
be generated for a fluence of 10'"" HEH/cm? and a volume
with 3-um thickness, that is, much lower than the typical ion
fluence used for standard heavy-ion component-level testing.
More ions can be produced with a higher fluence, but this has
to be traded off with the increased ionizing and non-ionizing
dose deposited by the primary charged hadrons. In this respect,
10'" HEH/cm? can be considered a good trade-off value
considering the deposited dose of 56 Gy(Si) for a pure
proton beam and the amount of secondary ions generated, also
considering that little can be gained in terms of LET,q v of
the secondary ions themselves. The same neutron fluence will
deposit less than 5 Gy(Si) while providing secondary ions in
similar amount.

The choice of 3-um thickness for the SEL SV is also
representative of only a few devices, but it can be considered
representative for those devices that can suffer from SELs in
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Fig. 4. Event rate normalized to a device surface of 1 cm? per day for
the LEO environment (800 km, 98°, solar minimum, 100 mils of Al, trapped
protons, and galactic cosmic rays) compared with those from CHARM, Chiplr,
and 200-MeV protons scaled by the respective alpha factors. The volume
considered for the MC calculations is typical of certain SEL structures.

hadronic environment as this size would be quite compatible
with typical secondary ion ranges from hadrons’ inelastic
reactions. In other words, devices with thicker SVs would
typically not experience events in hadronic environments,
unless having an extremely low LET onset.

For these reasons, the proposed analysis has to be taken as a
reliable event rate prediction tool for the space environment of
concern only and solely when a significant amount of events
are seen with hadron testing.

The purpose of using very different structures is to check
whether a general alpha factor can be derived no matter the
SV and whether this can be used to calculate on-orbit rates
affecting availability even whenever the originating cause of
the observed system-level fault is unknown.

One of the main assumptions is the choice of the LET,
at which the facility energy deposition distributions have to be
scaled with respect to that of the space environment. However,
o weakly varies for LET; , in the 1-10 MeV/(mg/cm?)
range, regardless of the considered facility. Thus, a value of
3 MeV/(mg/cm?) [42] can suitably represent both the events
originating from proton indirect ionization and heavy-ion
direct ionization.

The alpha factors for the two SVs and the three facilities
for the mentioned LEO environment are reported in Table II.
From these calculations, 200-MeV protons provide basically
the same o regardless of the considered volumes, whereas
CHARM and Chiplr are supposed to provide a lower estimate
for SEU than SEL.

The respective a are used to calculate the plots in
Figs. 4 and 5, for the SEL SV and the SEU SV, respectively.
The plots show the event rate in units of SEE/day normalized
to a device-sensitive surface of 1 cm?. The facility rates are
also divided by the acceleration factors of the test. By selecting
LET, y =3 MeV/(mg/cm?) for a, the event rate curves tend
to overlap for LETeq v > 1 MeV/(mg/cm?) with just a small
bunch of heavy-ion events at high LET.q v not covered.

Fig. 6 shows the alpha factor as a function of LET,y y for
various facilities and SEL SVs with 3- and 10-xm thicknesses.
Other than reinforcing the generality for the choice of the
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Fig. 5. Event rate normalized to a device surface of 1 cm? per day for
the LEO environment (800 km, 98°, solar minimum, 100 mils of Al, trapped
protons, and galactic cosmic rays) compared with those from CHARM, Chiplr,
and 200-MeV protons scaled by the respective alpha factors. The volume
considered for the MC calculations is typical of certain highly scaled SEU
structures.
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Fig. 6. Alpha factor as a function of the volume equivalent LET for the SEL
SV with 3 gm and 10 xm thicknesses for the various facilities.

LET:q,V for the 3-um thickness, the plot shows that for thicker
volumes, the alpha factor diverges rather swiftly above 3
MeV/(mg/cm?). This shows that the method works well for
those devices whose SEL SV is rather thin. These are usually
the devices for which SELs in hadron environment can be
observed. So, the validity of the method is not compromised.
Devices having thicker volumes, on the other hand, usually
do not display SELs in hadron environment. To this end, it is
reminded that the alpha method can be considered accurate
only if events are seen with hadrons, whereas not much can
be concluded for 0 events.

All in all, despite the use of very different volumes and test
environments, the a is not seen to vary much, to the point
that a general value of (1 & 0.3) x 107 cm™2 day~! can be
assumed for the derivation of on-orbit rates from the event
cross section attained at one of the proposed test facilities.

As a verification of the suitability of this method for
predicting on-orbit event rates, a couple of comparisons
are performed. In the first, for SEU, a few state-of-the-art
devices are chosen [46]. Both the heavy-ion and high-energy
proton responses of these devices are known, so that it is
possible to calculate the predicted event rates through the
standard Weibull fits [47] and then compare them with those

TABLE III

EXPECTED EVENT RATES (IN UNITS OF EVENTS/DEVICE/DAY) FOR SOME
DEVICES SENSITIVE TO SEU [46] BASED ON THE WEIBULL FITS OF
THE KNOWN HEAVY-ION AND HIGH-ENERGY PROTON CROSS SEC-
TIONS AND ON THE USE OF THE a FACTOR FROM THE CROSS
SECTIONS MEASURED IN A 200-MeV PROTON FACILITY

Weibull ions and protons QA X Oproton—200MeV
ISSI 6.08
Cypress 16.84 13.42
RADSAGA 1.63 1.42
TABLE IV

COMPARISON OF THE EVENT RATES (IN UNITS OF EVENTS/DEVICE/DAY)
FOR SOME DEVICES SENSITIVE TO SEL [42] WITH THE EXPECTED
EVENT RATES FROM THE MULTIPLICATION OF THE a FACTOR AND
THE CROSS SECTIONS MEASURED AT CHARM

On-orbit rate aX OHEH—CHARM
IS61LV5128AL-12 1.81 x 1071 1.46 x 10~ 1
K6R4008V1D 257 x 1073 2.66 x 10~3
AS7C34096A 136 x 103 1.73 x 10~3

calculated with & = 1 x 107 cm™2 day~! and the 200-MeV
proton data-point. The data are compared in Table III. For
all the considered devices, the rate calculated through o is
within £30%, which is in agreement with the earlier specified
uncertainty.

For SEL, on-orbit event rates are available [42], so that
it is possible to compare the proposed prediction method
with actual in-space observations. In this case, the same
a =1 x 10" cm™? day~' is used to predict the event rate
from the cross section measured at the CHARM facility.
The data are compared in Table IV. The agreement with
the predicted data and the in-space measured data is again
within £30%.

Note that the o changes with the orbit, although it is possible
to calculate it for various orbits and just perform a rescaling
of the value here proposed. The other limitation is that this
method can work well for proton-dominated environments,
which are usually those for which system-level testing is
anyway best suited. Finally, the coverage is not guaranteed for
SEL associated with thicker volumes (e.g., 10 xm), although
it is also quite unlikely to observe any event during hadron
testing for such deep SVs.

This method can be generally extended to high-level losses
of functionality observed during the test to calculate their
expected rate on orbit and the impact on availability.

IX. SUMMARY AND CONCLUSION

Cost-effective radiation testing schemes adapted to the func-
tional verification of large ensembles of devices, subsystems,
and full small satellites are flourishing. A general top-down
approach to functional verification through system-level radi-
ation testing that can be employed for higher risk acceptance
space missions was proposed.

Risk acceptance is the key parameter when it comes to
decide whether to pursue a system-level radiation verification
scheme. Several aspects of standard space qualification are
intrinsically overlooked for this kind of qualification scheme,
including TID WCA, ELDRS, and DD deviations from the
NIEL scaling among different materials and DSEE coverage.
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In addition, system-level testing of one or a few units is
associated with limited level of confidence even following
a pass outcome, and observability of root cause events may
not always be achieved. For all these reasons, system-level
radiation testing shall be seen as a tool that can cover for
the functional verification of those systems lying in the gray
area between “no-testing” and qualification based on standards
for component-level testing. Given the long list of intrinsic
limitations associated with system-level radiation testing, this
methodology shall not be seen as a cheap replacement of
standard qualification whenever risk acceptance would not
allow so.

A taxonomy for system-level radiation effects based on
their criticality was proposed. The state space of system-level
radiation testing is wider than the proposed top-level functional
verification given that the latter can be combined with some
standard component-level qualification. However, the scope
of this work was to take the very opposite end of the state
space and propose guidelines on how to extract precious
information about functional verification even when using the
simplest radiation model possible, that is, the system ‘“as
is.” Engineering and radiation models of the system shall be
consistent and should be carefully verified prior to irradiation
as well as the test setup.

The proposed methodology is based on the use of deeply
penetrating beams (i.e., protons, neutrons, or mixed fields) due
to the intrinsic low penetration and fragmentation of ions and
to the relatively large volumes considered. Currently, there
are only a handful of facilities fulfilling the requirements for
the irradiation of bulky systems. Other considerations related
to beam characteristics such as the flux may have to be
assessed when choosing the most suitable facility for the test.
Sometimes, even the test infrastructure available at the facility
(e.g., cabling length, test equipment shielding) may play a role
on whether to pursue this kind of qualification due to radiation
effects observability limitations. Other test methodologies can
be built upon these general considerations to, for instance,
irradiate portions of the system or by making use of heavy
ions for the irradiation of single boards.

Test preparation for these kinds of tests may be as critical as
the test itself. A good balance between what it is expected to be
observed and in-depth observability shall be kept in order not
to affect the system radiation response in other ways. When-
ever the system itself is not equipped with protections from
potentially destructive radiation effects, it is good practice to
protect it at the level of the monitoring equipment.

Tailoring an effective test plan to fulfill all the objective
of the test is also similarly important. Testing the system in
a large enough set of configurations may help in identifying
worst case conditions and may provide more confidence than
simply testing the system in the “real” condition (which is
probably just an educated guess of how the system will most
likely be used). Whenever radiation data of the system and its
components are not available, it is suggested to always start
from a low enough flux and ramp up only when flux-dependent
events cannot be observed. In addition, the frequency of HLFs
shall be much smaller than the standard duty-cycle execution
time of the system.
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Data exploitation in terms of reliability comes with a limited
level of confidence whenever a single unit is tested. More
confidence can be built on availability provided a sufficient
amount of events is observed with hadrons and for those mis-
sion environments dominated by protons. The environmental
similitude among the test facility energy deposition environ-
ments and those of certain space orbits (both in terms of
proton and heavy-ion energy depositions) can, if events are
seen during the test, allow the calculation of expected on-orbit
rates relying on the use of the alpha factor method. This
was shown to return mission rates compatible with actual
on-orbit measurements and the classic Weibull prediction.
While the alpha factor varies with the orbit, it was shown
to vary just slightly among the different hadronic beams and
SVs considered, meaning that the alpha factor could be easily
rescaled just based on the orbit. Nonetheless, it shall be
borne in mind that the hadron test may be blind to certain
potentially destructive events triggered by heavy ions and that
the proposed rate calculation method can be used to predict
only and solely events that could be observed during the test
with hadrons.
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The pion single-event latch-up cross-section
enhancement: mechanisms and consequences for
accelerator hardness assurance

Andrea Coronetti, Rubén Garcia Alia, Francesco Cerutti, Wojtek Hajdas, Daniel Séderstrom, Arto Javanainen,
and Frédéric Saigné

Abstract—Pions make up a large part of the hadronic
environment typical of accelerator mixed-fields. Characterizing
device cross-sections against pions is usually disregarded in
favour of tests with protons, whose single-event latch-up cross-
section is, nonetheless, experimentally found to be lower than
that of pions for all energies below 250 MeV. While Monte-
Carlo simulations are capable of reproducing such behavior,
the reason of the observed pion cross-section enhancement
can only be explained by a deeper analysis of the underlying
mechanisms dominating proton-silicon and pion-silicon reactions.
The mechanisms dominating the single-event latchup response
are found to vary with the energy under consideration. While a
higher pion nuclear reaction rate, i.e., probability of interaction,
can explain the observed latchup cross-section enhancement at
energies > 100 MeV, it is the volume-equivalent linear energy
transfer (LETzq) of the secondary ions that keeps the pion
latchup response high at lower energies. The higher LETg(q
of secondary ions from pion-silicon interactions are caused by
the pion absorption mechanism, which is highly exothermic. In
spite of the observed higher cross-section for pions, the high-
energy hadron approximation is found to still provide reliable
estimations of the latch-up response of a device in mixed-field.

Index Terms—Pions, protons, neutrons, accelerator, SEL,
cross-section, radiation hardness assurance, FLUKA, nuclear
interactions.

I. INTRODUCTION

HARGED pions are hadrons which, by inelastic interaction
with the target nuclei, can release secondary ions capable

of causing hazards as critical as single-event latch-up (SEL) in
electronic devices. Although SEL hardening techniques exist
[1], they are rarely applied in commercial static random access
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memories (SRAMs), which are typically characterized by very
high heavy ion cross-sections [2] and can exhibit latchup also
in hadron environments [3], [4].

An experimental study on pion single-event upset (SEU)
and SEL cross-sections was performed in [5]. For SEU, the
pion cross-section shape directly reflected the typical reaction
cross section resonance in silicon in the 75-250 MeV energy
region [6]. However, for SEL, the measured pion cross-section
enhancement was not limited to the established resonance
region, but extended at lower energies without any straight-
forward explanation.

While there are at least a few papers in the literature

[7], [8] dealing with pion cross-section measurements, and
one [5] directly dealing with their impact in an accelerator
environment, all these studies focused on SEUs. SEL rate
predictions in the accelerator environment were shown to be
quite a concern for certain memories characterized by strong
energy dependence in the proton cross section [9], [10]. This
was shown to be caused by the fragments released by the
primary particles interacting with the tungsten layers nearby
the sensitive volume (SV) of the device [11], [12]. The effect
was very relevant at energies above the typical 200 MeV
proton energy, used as a reference for testing, and extended
up to 3 GeV.

For typical accelerator environments, the pion fluxes peak
at 1 GeV [13]. For the SEU case [5] it was concluded that
the effect on the soft error rate (SER) was limited because the
pion resonance was not extending beyond 250 MeV. However,
this conclusion has to be verified for SELs in order to confirm
that their rates in the accelerator are not underestimated.

Furthermore, the high-energy hadron equivalence approxi-
mation [14] neglects the impact of charged hadrons at energies
below 20 MeV. There is no experimental indication that the
pion SEL cross-section would reduce similarly to that of
protons around and below this energy. Hence, this may provide
a further source of inaccuracy.

This work delves in more detail into the nuclear mecha-
nisms with the aim of understanding what stands behind the
experimentally observed enhancement of the pion SEL cross-
section with respect to that of protons. In order to achieve that,
this work strongly relies on the numerical analysis of SEL
cross-section responses as well as on the study of basic pion-
silicon and proton-silicon nuclear interactions. The obtained
simulation benchmarks are also used to calculate the SEL rate
expected in mixed-field environments and to assess the conse-



quences of the extended pion SEL cross-section enhancement
on the high-energy hadron (HEH) equivalence.

II. EXPERIMENTAL INVESTIGATION

SRAMs are extensively used in the CERN Large Hadron
Collider (LHC) complex for radiation detection purposes [15]
as well as in the equipment exposed to the harsh radiation
environment [16]. In the former case, components having a
rather weak radiation tolerance are a better fit, in the latter,
harder devices are more suited. Nevertheless, in both cases,
the pion SEL cross-section enhancement may have a negative
impact. On the one hand, by overpredicting the hadronic
flux, and, on the other hand, by underestimating the rate of
power-cycles in the electronic equipment, which would result
in an availability underperformance for fundamental physics
experiments.

The pion experimental tests have been performed at the
Paul Scherrer Institute (PSI), at the piM1 facility. The facility
and the flux calibration are extensively described in [5], [17].
Currently, the facility cannot provide pion fluxes well suited
for extensive SEL testing. This limited the number of devices
for which a statistically significant amount of events at various
energies could be collected in reasonable time.

Information on the tested references is reported in Table I.
The rather high cross-section of the two tested references
allowed covering the whole available energy range at the
facility (51-233 MeV).

The high-energy proton SEL measurements were per-
formed at KVI-CART [18] in an energy range of 50-186 MeV
and at PSI [19] for 30 and 230 MeV. The data acquisition
procedure was the same as for the pions.

During the tests the SRAM were biased at 3.3 V, irradiated
with the package on and at room temperature. One device
per reference was tested with both pions and protons. The
input current was monitored with a Keysight E3648A, whose
maximum current was set to 0.5 A in order to protect the
devices under test (DUT). The nominal current of these
memories is typically below 1 mA. A latchup was recorded
whenever the input current increased above 10 mA. In order
for the event to be counted as a SEL, the high-current state
was kept for 600 ms. Then, the equipment automatically cut
the supply to the memory for 900 ms in order to remove the
high-current state. Typically, the observed high-current states
were between 300 and 500 mA for both devices no matter the
primary particle or its energy. The tests were stopped whenever
about 100 SELs were detected for each tested particle and
energy. No device characterization was performed after the
test to check whether it was still possible to correctly write
and read the DUTs, but no power consumption variations were
observed.

The experimental data are reported with error bars with
95% confidence level. For both the pion and the proton error
bars an uncertainty on the fluence of £ 10% is considered.

Fig. 1 reports the SEL cross-section of the Brilliance
SRAM as a function of the tested energies for both pions
and protons. The pion SEL cross-section is a factor of 2-2.5
higher than that of protons for the entire tested energy range.

TABLE 1
LIST OF TESTED DEVICES AND THEIR FEATURES.
Manufacturer Reference Datecode | Technology
Brilliance BS62LV 1600EIP55 9254 180 nm
Lyontek LY62W20488ML 1529 180 nm
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Fig. 1. Negative pion and proton SEL cross-sections for the Brilliance SRAM
with 95% confidence level error bars [5].

Fig. 2 shows the SEL cross-section of the Lyontek SRAM
as a function of the tested energies for both pions and protons.
In this case, the pion SEL cross-section is more than a factor
of 3 higher at 50 MeV and is generally up to a factor of 2
higher for the other energies.

III. MODELING AND MONTE-CARLO SIMUALTIONS OF
PION SEL CROSS-SECTIONS

An integral rectangular parallelepiped (IRPP) model can
be used to replicate the sensitive volume (SV) of the device
and determine the energy deposition events contributing to the
SEL response. The heavy ion SEL cross-section as a function
of LET (described in terms of its Weibull function [20]) is
convolved with the energy deposition distribution probability,
produced by secondary ions of protons or pions, to retrieve
the numerical SEL cross-section from a beam of protons or
pions. For the Brilliance SRAM, the heavy ion Weibull fitting
parameters are: oy = 0.6 cm?, LETy = 2.4 MeV/(mg/cm?),
W =137 MeV/(mg/ch), s = 1.8. However, they are not
known for the Lyontek SRAM. Hence, the following analysis
focuses on the Brilliance SRAM.

The sensitive size for the memory in the model was derived
from the observations on SEL induction regions achieved
on SRAM structures of 180 nm [21] performed with laser
testing, which was proven to provide reliable results for proton
and neutrons [9]. Laser testing was shown to be a valuable
complementary tool in the qualification process of integrated
circuits as it can enable determining the characteristics of the
sensitive volume such as the size [21], [22], and the thickness
[23] as well as to correlate it with the heavy ion response for
determining the LET threshold [24], the cross-section [25] or
even the number of sensitive cells within the device [26]. All
these information can be used to retrieve a better estimation
of expected SEL rates in application.
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Fig. 3. Proton and negative pion SEL cross-sections simulated with FLUKA
for a SV thickness of 3.0 and 1.8 pm and compared to the Brilliance
experimental data.

A surface of 20x4 um?, representative of an array of
10x2 cells, is then used. Other than that, the simulations em-
ploy a 6 um silicon back-end-of-line (BEOL) and a tungsten
overlayer 0.4 pm thick. The thickness of the SV is kept as
the free parameter for fitting the energy deposition events
into an actual SEL hadron cross-section. A SV thickness
between 1.8 and 3 pum can fairly represent the SRAM SEL
response and is compatible with thicknesses proposed for
similar models in SRAMs manufactured in 180 nm technology
[27] and it is also in good agreement with the observation that
SEL strcutures in SRAMs are usually wider and longer rather
than thicker [28].

Fig. 3 presents the FLUKA 4.0 [29], [30] simulations
data for two thicknesses and the two particles compared to
experimental data. No perfect thickness matching for both the
lower (< 100 MeV) and higher (> 100 MeV) energy part of
the cross-section curves was found.

The largest thickness was found to better describe the
lower energy part, whereas the smallest was found to better
replicate the higher energy part. These observations both apply
to protons and negative pions. The disagreement between the
models is small, i.e., the model based on the smaller thickness
returns, on average, cross-sections which are 33% higher than
those from the model with the larger thickness.
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Fig. 4. FLUKA simulated SEL cross-sections as a function of energy for
protons, charged pions and neutrons. The energy range is meant to cover that
of the CHARM facility.

The larger thickness model is taken as a baseline, which
will be verified in the nuclear interaction mechanisms and
used for the accelerator radiation hardness assurance (RHA)
considerations.

SEL cross-sections are simulated for other particles mak-
ing up the accelerator mixed-field, i.e., positive pions and
neutrons and for an extended range of energies meant to cover
the whole spectra of spallation products typically found in the
accelerator environment. Those cross-sections are reported in
Fig. 4. No significant differences are found between protons
and neutrons all along the energy range (except at 21 MeV).
On the other hand, the pion cross-sections are always higher
than those from the other two hadrons starting from well below
20 MeV up to 1 GeV, where the pion, proton and neutron SEL
cross-section finally match.

Note that while the proton and neutron cross-sections fade
by more than one order of magnitude at 20 MeV with respect
to their high-energy value, the negative pion cross-section
remains as high as the 50 MeV proton cross-section even down
to 5 MeV.

In the HEH approximation, the cross-section of all hadrons
is taken to be a step function starting at 20 MeV and equal
to the proton cross-section at 200 MeV. This would be quite
conservative when considering protons and neutrons due to
the observed fallout. However, ignoring the fact that pions
can induce SEL even at energies below 20 MeV may lead to
underestimations of the expected SEL cross-section in mixed-
fields, although the presence of packaging may compensate
for that.

The other interesting observation is that, while positive
pions have the same charge as protons, their SEL cross-section
is about ten times higher at 21 MeV than that of proton and
fades by one order of magnitude with respect to high-energies
only at 10 MeV.

IV. NUCLEAR INTERACTION MECHANISMS BEHIND THE
OBSERVED ENHANCEMENTS

A. Nuclear reaction cross-section

One of the main parameters that can affect the SEL cross-
section response of pions with respect to protons is the nuclear
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Fig. 5. Reaction cross-section in millibarns (1 mb = 10~27 e¢m?) of protons,

neutrons, negative pions and positive pions when interacting with Silicon
nuclei as a function of energy.

reaction cross-section. This is the probability that a pion or a
proton of a certain energy will interact by either elastic or
inelastic scattering with a silicon nucleus.

Fig. 5 reports the reaction cross-sections of protons, neu-
trons and charged pions in silicon as a function of the primary
energy. Protons and pions exhibit very contrasting behaviours
when it comes to their primary energy. At 200 MeV, both
negative pions and positive pions have a reaction cross-
section which is at least 50% higher than that of protons. At
21 MeV, the situation is reversed with protons now having a
cross-sections more than twice as high as that at 200 MeV,
whereas the negative pion reaction cross-section halves and the
positive pion reaction cross-section is four times lower than
at 200 MeV. As a result, the proton reaction cross-section is
about a factor of 2.5 higher than that of negative pions and a
factor of 7 higher than that of positive pions.

Higher probability of interaction means higher yield of
secondary ions capable of depositing a sufficiently high
amount of energy to trigger a single-event effect (SEE) at
the same primary particle fluence. What the reaction cross-
section by itself does not say is how many secondary particles
are released due to the nuclear interaction and which are
their properties. For instance, the interaction may release a
proton and an aluminum ion, of which only the second (if
provided with enough kinetic energy) can directly deposit
enough charge to trigger a SEE. On the other hand, there may
be reactions breaking up the silicon nucleus so that an alpha
particle, a carbon ion and an oxygen ion are released and all
of them may deposit enough energy to trigger a SEE.

B. Scoring of secondary ions by atomic number

The preex tool available in FLUKA allows resolving for all
the possible nuclear interactions between primary particles and
target nuclei on a statistical basis. The underlying physics is
based on pre-equilibrium and evaporation models. The physics
model for pion nuclear interaction in FLUKA are described
in detail in [31] and [32]. Preex allows the extrapolation
of distributions of by-products in terms of species, kinetic
energy, linear energy transfer (LET) and range. The numerical

TABLE II
AVERAGE NUMBER OF REACTION PRODUCTS RELEASED BY PROTON,
NEGATIVE PION AND POSITIVE PION INTERCATIONS WITH SILICON
NUCLEI FOR UNIT NUCLEAR REACTION.

Primary energy By-products By-products By-products
[MeV] pT-Si 7w~ -Si wt-Si
21 2.60 5.17 4.95
200 5.11 6.13 6.10
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Fig. 6. Yield of secondary ions produced by nuclear reactions as a function
of their atomic number normalized to the number of interactions for mono-
energetic protons, negative pions and positive pions at 200 MeV.

simulations are performed by forcing the interaction of one
million primary particles with one million silicon nuclei.
Natural silicon is used as a target material. Hence, its isotopic
composition is: 92.23% of 28Si, 4.67% of 2°Si and 3.10% of
308,

Table II reports the average number of reaction products
produced by forcing the nuclear interaction of one million
primaries with the silicon nuclei as a function of the primary
particle and its energy.

Note that the minimum number of reaction products for
each nuclear reaction is two, for which the products would be
the original primary particle and the Si nucleus after having
exchanged momentum. Clearly, the value of 2.6 for 21-MeV
protons indicates that it is quite common for protons of this
energy, and the nuclei they interact with, to simply experience
an exchange of momentum. Both charged pions at 21 MeV
release on average 5 by-products.

The situation is more homogeneous among protons and
pions at 200 MeV, with protons releasing up to 5 by-products
and pions up to 6, in average. The open inelastic interaction
channels are probably similar among protons and pions at
high-energy, yielding the release of similar amounts of reaction
products (mainly secondary ions).

Figs. 6-7 propose the comparison of the yield of secondary
ions released in proton-silicon and pion-silicon nuclear interac-
tions at 200 and 21 MeV, respectively. The ions are identified
by their atomic number and the yield is normalized by the one
million simulated reactions.

There are not many differences at 200 MeV among the
secondary ions released by p-Si and 7-Si interactions. That
is, similar reaction channels are open. Note that pions seem to
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Fig. 7. Yield of secondary ions produced by nuclear reactions as a function
of their atomic number normalized to the number of interactions for mono-
energetic protons, negative pions and positive pions at 21 MeV.

produce a larger amount of lighter ions (from Z < 8), which is
quite evident for alphas. On the other hand, protons release a
slightly higher amount of heavier ions (Z > 11). This indicates
that protons are more likely to just knock a proton, a neutron
or an alpha particle out of the Si nucleus, whereas pions are
likely to induce a higher level of fragmentation.

Such effects become even more evident when considering
a primary energy of 21 MeV. At this energy, all the proton-
silicon interactions seem to belong to a handful of reactions.
On the other hand, for pions, basically all the reaction channels
that were open at 200 MeV are still open at 21 MeV. As a
result, both lighter and heavier ions are produced in similar
quantities to the 200 MeV case.

For the 200 MeV case, when considering both the amount
of reaction products and the relative nuclear reaction cross-
section (which was about 50% higher for the pions), one can
conclude that the number of reaction products produced by
the same number of primary protons and pions would be,
when normalized to a single proton interaction, about 5 for
the protons and about 9 for the pions. As a result, the number
of secondary ions generated by pions will be about twice
those released by protons, yielding the factor of 2 difference
observed in the SEL cross-section response at 200 MeV.

At 21 MeV, the positive and negative pions have rather
similar average amounts of reaction products. However, when
combined with the respective nuclear reaction cross-sections,
the negative pions would yield twice as many secondary ions
as the positive pions. This is reflected in the simulated positive
pion SEL cross-section, which is about half that of negative
pions at 21 MeV.

Note that the combination of the average number of
reaction products and the nuclear reaction cross-section alone
is not enough to describe the enhanced pion cross-section at
21 MeV with respect to that of protons. Hence, analysing other
properties of the secondary ions, such as their kinetic energy,
LET and range may help shed light on this difference.

C. Pion absorption impact on secondary ion kinetic energy

In spite of their common hadronic nature, pions interact
differently with heavy nuclei than protons. One of the main
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Fig. 8. Yield of secondary protons normalized to the number of interactions as
a function of their kinetic energy for mono-energetic protons, negative pions
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Fig. 9. Yield of secondary Mg ions normalized to the number of interactions
as a function of their kinetic energy for mono-energetic protons, negative
pions and positive pions at 21 MeV.

mechanisms in pion-silicon interactions, no matter the charge
of the pion, is the pion absorption. This results in the emission
of a few additional secondary particles. The main peculiarity of
these secondary particles is that, even at low primary energy of
the incident pion, they may be emitted with quite high kinetic
energy.

One example of the consequences of the pion absorption
on the kinetic energy of secondary particles is shown in Fig. 8.
The yield of secondary protons emitted by proton-silicon and
pion-silicon interactions as a function of their energy is shown
for a primary particle energy of 21 MeV. Note that the protons
emitted have a hard limit in the energy which corresponds to
the energy of the primary. On the other hand, the secondary
protons emitted by pion-silicon interactions have a continuous
distribution in energy up to about 140 MeV. This behavior is
known from past experimental measurements [33]. Basically,
when absorbed, a pion can excite the nucleus to the point that
highly exothermic reactions are triggered, releasing secondary
particles with high kinetic content.

Fig. 9 reports the yield of magnesium ions released by
proton-silicon and pion-silicon interactions as a function of
their energy for a primary particle energy of 21 MeV. The
same behavior observed for protons occurs for ions of any
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atomic number. However, the kinetic energy transferred to ions
of growing atomic mass is lower. For magnesium, pions can
provide up to 13 MeV of kinetic energy, whereas protons can
only provide up to 4 MeV.

As shown, thanks to this absorption mechanism, pions are
capable of emitting a spectra of secondary ions which are more
than twice as energetic as those emitted by protons.

D. LET and range of secondary ions

Fig. 10 shows the yield of secondary ions as a function
of their LET upon generation normalized to the number of
interactions for protons, negative pions and positive pions at
21 MeV. When considering LET, the atomic number of the
ion is disregarded assuming that all ions of similar LET will
behave similarly.

No big differences are seen between negative pions and
positive pions. On the other hand, the proton LET distribution
is much different as it is missing the discrete peaks. This is
due to the lack of secondary ions with intermediate and low Z
(< 12). On the other hand, magnesium, aluminum and silicon
ions are produced in a rather wide range of energies that lead
to a quite smooth LET distribution.

Although having quite distinct shapes, proton and pion
LET distributions do not seem to indicate that the SEL cross-
section for protons would be that much lower than those
of charged pions. In particular, when considering that these
distributions have to be multiplied by the nuclear reaction
cross-section to represent the full picture.

The range of secondary ions is an important parameter. For
instance, it was shown that the range distribution of secondary
ions can explain the angular dependency of proton and neutron
SEL cross-sections in SRAMs [3].

Fig. 11 reports the yield of secondary ions as a function of
their range normalized to the number of reactions for protons,
negative pions and positive pions at 21 MeV. Note that the
plot does not include all secondary ions. Ions with LET upon
generation below 2.4 MeV/(mg/cm?) have been filtered out
since this is the heavy ion LET threshold of the Brilliance
SRAM.

1072

P —pt
c N\ —
3 '“\ b n*
@ 1073 %
5
2 e
® h
o107 u
* N
) N
-E -5 ) Hl!
5 10 h i
S L
"
107 | I
10° 10t
Range (um)
Fig. 11. Yield of secondary ions normalized to the number of interactions

as a function of their range for mono-energetic protons, negative pions and
positive pions at 21 MeV.
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Fig. 12. Yield of secondary ions normalized to the number of interactions
as a function of their range for mono-energetic protons, negative pions and
positive pions at 200 MeV.

With the imposed filtering based on the ion LET threshold,
all secondary ions have range above 500 nm for both proton
and pion distributions.

The range distributions are very different for proton and
pion secondary ions. All secondary ions from proton-siicon
interactions and a sufficiently high LET have ranges below
3.5 um. On the other hand, the pion-silicon interactions can
release ions with range as high as 40 ym. The pion distri-
butions are also seen to peak just above 3.5 pum, where the
proton distribution fades.

Fig. 12 depicts the yield of secondary ions as a function
of their range normalized to the number of reactions for
protons, negative pions and positive pions at 200 MeV. At this
energy protons and pions generate secondary ions with very
similar range distributions. Therefore, considering that pions
yield twice as many secondaries as protons at 200 MeV, it
is confirmed that the nuclear reaction rate alone is enough
to explain the SEL cross-section increase of a factor of 2
observed experimentally.

E. LET equivalent as key metric

The differences in range distributions at 21 MeV would
not have a significant impact when considering typical SEU
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TABLE III
SEL CROSS-SECTIONS CALCULATED BY CONVOLUTING THE HEAVY ION
WEIBULL CURVE WITH THE LET SPECTRA OF FIG. 10 AND WITH THE
LET g SPECTRA OF FIG. 13. THE SEL CROSS-SECTIONS OBTAINED
FROM THE MONTE-CARLO SIMULATIONS FOR PROTONS AND CHARGED
PIONS ARE ALSO REPORTED. THE SEL CROSS-SECTION UNITS ARE

CM?2/DEV.
Method o SEL protons 7 SEIT 7 SELT
negative pions | positive pions
LET 296 - 107 336 - 107 1.32-10~7
LETEgq 9.90 - 1077 227 - 1077 8.99 - 10~8
Monte-Carlo 5341079 147 - 1077 538 - 10~%

10-°

Counts/# reactions/(MeV/(mg/cm?))

LETeo (MeV/(mg/cm?))

Fig. 13. Yield of secondary ions normalized to the number of interactions as
a function of their LETg¢q for mono-energetic protons, negative pions and
positive pions at 21 MeV.

sensitive volumes, as these can even have dimensions smaller
than 500 nm [34]. However, they are central when it comes
to converting the energy given to the secondary ion and
deposited in the sensitive volume into a latch-up event. This
is a characteristic of thick sensitive volumes associated with
large-scale events, such as SEL. In this case, the LET of the
secondary ions is not a good metric to determine the hadron
response [35], [36] because most of the secondary ions will not
have a range long enough to transverse a significant portion
of the sensitive volume and deposit enough energy to trigger
a SEL.

In such context, a different metric has to be used, that is
the volume equivalent LET (LETgg) [35], [37]. This metric
can be used to perform a new scoring of the secondary ion
distributions from protons and pions when the range R of the
secondary ion is shorter than the SV thickness, as indicated
below:

LETpg =% R<t
LETgg=LET R>t

Eix is the kinetic energy of the secondary ion upon
generation, p is the density of the material where the energy
deposition occurs (in this case silicon) and t is the thickness
of the sensitive volume. Hence, this metric classifies the
secondary ions depending on the properties of the sensitive
volume. In accordance with the SV proposed for the Monte-
Carlo (MC) simulations, the thickness is taken to be 3 um.

Note that when an ion has a range long enough to go
through the whole SV thickness and beyond, its LETgq is
assumed to be equal to the LET upon generation.

Fig. 13 reports the yield of secondary ions as a function
of LETgg normalized to the number of interactions for
protons and pions at 21 MeV. As done for the range, the
plot reports only the secondary ions having a LETgq above
2.4 MeV/(mg/cm?).

The pion distributions in terms of LETgg have pre-
served somewhat the shape that was shown in the LET-upon-
generation distributions in Fig. 10. Indeed, there are still
particles having LET as high as 12 MeV/(mg/cm?), though in
lower abundance. The biggest difference is the deeper lowering

on the left side of each peak, which shows that secondary ions
generated with LET in defect of that at the peak are often
associated with a range shorter than the SV thickness.

The differences between the proton LET and LETgq
distributions are much more evident. The previous continuous
distribution is now replaced by a first continuous distribution
fading at an LETgq just above 5 MeV/(mg/cm?) and a
secondary peak at LETg¢ of 9-10 MeV/(mg/cm?). The latter
represents the residual amount of magnesium, aluminum and
silicon ions having a long enough range.

The LETE( distributions represent a more faithful picture
of what is happening inside the SV. As a cross-check, the
heavy ion Weibull curve, that is used in the MC IRPP method
to calculate the cross-section response, can be convoluted
along with the spectra reported in Fig. 13 and multiplied by
the respective nuclear reaction rates to get a SEL cross-section.

Table III reports the SEL cross-sections determined with
this method for the LET distributions and for the LETgq
distributions for the three primary particles as well as the
SEL cross-sections obtained from the MC simulations. When
convoluting with the pure LET spectra, the proton SEL cross-
section is predicted to be as high as that of negative pions.
However, when using the LETgq spectra, both the proton
and the pion SEL cross-sections are much closer to those
calculated through a full transport Monte-Carlo analysis.

The residual differences between the LET g spectra and
the MC simulations is due to the fact that the angular distribu-
tion of the emitted secondary ions is neglected in the LET ¢
calculation. Hence, secondary ions may have, within the SV,
ionization tracks longer or shorter than the SV thickness.

In addition, the LETgg calculation takes all ions as
emitted at the top surface of the SV, whereas in the MC
simulations the events generating secondary ions can occur
at any point inside or outside the SV and the relative distance
to the SV edge can play a role on whether an ion will deposit
sufficient energy to trigger a SEL or not.

V. RADIATION HARDNESS ASSURANCE IMPLICATIONS

The CHARM facility [38] is taken as a study case for
the RHA considerations given its wide representativeness of
the various mixed-field radiation environments at CERN. The
fluxes used for the computations have been calculated by
means of FLUKA simulations of the facility [13]. Table IV
reports the hadronic abundance in percentage of all hadrons
generated in mixed-fields. The pion contribution to the total



TABLE IV
HADRONIC ABUNDANCE OF HADRONS FOR SOME TEST POSITIONS INSIDE
CHARM [13]. ALL CHARGED PIONS ARE GROUPED TOGETHER.
PROTONS, NEUTRONS AND KAONS FLUXES ARE INTEGRATED ABOVE
20 MEV, PION FLUXES ABOVE 1 MEV.

Position Pions Protons Neutrons Kaons
RS 15.9% 13.8% 69.8% 0.6%
RI10 22.8% 17.3% 58.8% 1.1%
RI3 37.1% 20.2% 42.8% 0.0%

N 20-200 MeV
3 200-1000 MeV
I > 1000 MeV

v
o
o

N
o
o

N
o
o

SEL Rate (Events/dev/hour)
= w
o o
o o

R5 R10
CHARM Position

R13

Fig. 14. SEL rates from pions from three energy ranges and three CHARM
positions.

flux can be as low as 16% for the R5 test position in the
CHARM facility and as high as 37% for the R13 position.

Fig. 14 depicts the pion SEL rate contributions for various
CHARM position by subdividing their contributions into three
energy ranges: 20-200 MeV, 200-1000 MeV and > 1 GeV.
As the plot shows, contributions to the total pion SEL rate
may vary widely depending on the position. Typically, the
200-1000 MeV pion fluxes provide a higher contribution than
the 20-200 MeV pion fluxes to the total SEL rate by up to a
factor of 4. Pion fluxes with energy > 1 GeV are an important
contributor only for position R13.

The HEH approximation in mixed-field for the calculation
of the SEL rate is based on the assumption that all particles
have the same exact response no matter their nature and
energy. In addition, that response would be equal to a step
function starting at 20 MeV and with the proton cross-section
at 200 MeV as step value. The actual SEL response in mixed-
field can more precisely be calculated by convolution of each
particle spectrum with the respective SEL cross-section as a
function of energy. For this purpose, the numerical SEL cross-
sections shown in Fig. 4 are used since they allow covering a
wider range of energies than the experimental cross-sections.

Fig. 15 shows the contribution of each particle to the
total SEL rate (positive and negative pion contributions are
shown together) for three CHARM characteristic test positions
representative of the low-Earth orbit trapped proton (RS),
accelerator- and atmospheric-like (R10) and accelerator highly
energetic (R13) environments, respectively.

For all the three environments, the pion contribution to
the total SEL rate is underestimated when using the HEH
approximation by factors of 1.6 to 2, depending on the pion

p SEL rate HEH approx.
p SEL rate p XS folding
n SEL rate HEH approx.
n SEL rate i XS folding
n SEL rate HEH approx.
n SEL rate n XS folding

=
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Fig. 15. SEL rate comparison between the HEH approximation approach and
the full particle folding approach (XS = cross-section). Data are reported by
CHARM position and further subdivided for protons (blue), pions (red) and
neutrons (green)

abundance. For protons and neutrons, the HEH approximation
provides either a fair or a conservative estimation. For the
total SEL rate, while underestimating the pion contribution,
the HEH approximation provides a fair estimation for RS and
R10, being the ratios between the actual-fluxes SEL rate and
that delivered by the HEH approximation equal to 0.87 and
1.07, respectively. For the R13 position, the underestimation
from the HEH approximation is stronger, since this ratio is
1.43.

Following these results, the HEH approximation still pro-
vides valuable estimations of the device SEL response in
mixed-field in most of the application cases. Hence, char-
acterizing the SEL cross-section out of the single 200 MeV
proton data-point remains a valuable qualification scheme
for accelerator applications. At the same time, the SEL rate
predicted by experimental testing at CHARM and determined
through the HEH approximation for other environments will
be a fair representation of that obtained by proton testing.

For the only exception (R13), which concerns a small
amount of accelerator equipment, the underestimation obtained
by the single 200 MeV proton testing can be accounted for
by assuming a margin of less than 50% on the predicted rate
obtained through the HEH approximation.

VI. CONCLUSIONS

A pion SEL cross-section enhancement was experimen-
tally observed on two SRAMs for the whole energy range
under test. The enhancement was confirmed through Monte-
Carlo simulations of the sensitive volume energy deposition
responses based on an IRPP model.

Differently from SEU, the pion SEL cross-section was
found to be higher than those of protons and neutrons
for a wider range of energies. For the high-energy region
(> 100 MeV) it was shown that the factor of 2 higher
pion cross-section is due to the higher probability of pion
interaction with silicon nuclei, i.e., to the nuclear reaction
cross-section. At such energies, proton-silicon and pion-silicon
reactions and their secondary products do not differ that much.



At lower energies (< 100 MeV) and, in particular, for
the 21-MeV case, it was shown that the nuclear reaction
cross-section alone cannot explain the observed enhancement,
as it would lead to a similar SEL cross-section for protons
and pions. Secondary products were studied in terms of their
main characteristics, such as kinetic energy, LET and range.
However, it was only when the sensitive volume dimensions
were added to the context and the LETpg was introduced
that the higher pion SEL cross-section could be explained.
The observed differences can be related to the higher energy
provided to secondary products by the pion absorption mech-
anism, which occurs for both positive and negative pions.

Finally, the HEH approximation for mixed-fields was
tested against the pion SEL cross-section enhancement. The
data for representative accelerator environments showed that
the effect of the pion enhancement becomes significant only
when pions are in larger amount. Even in those rare cases,
a small margin on the SEL cross-section measured with
200 MeV protons can be enough to account for the inaccuracy
introduced by neglecting the pion cross-section enhancement.
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