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ABSTRACT 

Mohammadnazar, Hojat 
Disentangling a complicated relationship: information technology and 
consideration of harm in information security 
Jyväskylä: University of Jyväskylä, 2021, 108 p. 
(JYU Dissertations 
ISSN 2489-9003; 408) 
ISBN 978-951-39-8761-9 (PDF) 

Information Systems Security (ISS) risks have the capacity to harm others; thus, 
behaviors carrying such risks may raise moral concerns. Existing research shows 
that moral considerations of users could play an inhibitory role, discouraging 
users from engaging in activities that undermine ISS. However, information 
technology (IT) may create difficulties for users to understand and perceive the 
moral implications of their ISS decisions. If such difficulties distract or confuse 
users regarding the potential harm and ways to prevent such harm, moral 
considerations may not play the inhibitory role that previous ISS research has 
reported. Therefore, examining the role of IT characteristics in users’ moral 
considerations is of necessity.  

With this in mind, this dissertation aims to conceptualize and examine the 
potential means via which IT characteristics could introduce challenges to moral 
considerations of users. It will achieve this through a literature review and 
conceptualization of the role of IT characteristics in moral considerations of ISS, 
followed by an empirical study. The empirical examination concerns the process 
whereby individuals become aware of the potential harmful consequences of 
their actions for the welfare of others and realize that a decision-making situation 
is morally relevant. This process is called moral sensitivity and involves 
recognition of the parties involved, potential consequences for those involved 
and the possible courses of action in a given situation. By examining moral 
sensitivity, several IT characteristics are unearthed, perceptions of which could 
be linked with recognition of harm and users’ emotional engagement in ISS 
decisions. In doing so, this dissertation contributes to the disentanglement of 
links between users’ understanding of harm, their perceptions of IT 
characteristics, and their affective experiences in ISS decisions. 

Keywords: information security, moral sensitivity, IT characteristics 



TIIVISTELMÄ (ABSTRACT IN FINNISH) 

Mohammadnazar, Hojat 
Monimutkaisen suhteen purkaminen: IT ja tietojärjestelmäturvallisuuden mo-
raaliset näkökohdat 
Jyväskylä: University of Jyväskylä, 2021, 108 p. 
(JYU Dissertations 
ISSN 2489-9003; 408) 
ISBN 978-951-39-8761-9 (PDF) 

Tietojärjestelmäturvallisuuteen liittyvät riskit voivat vahingoittaa muita; näin ol-
len tällaisia riskejä kantava käyttäytyminen voi herättää moraalisia huolenaiheita. 
Olemassa olevat tutkimukset osoittavat, että käyttäjien moraaliset näkökohdat 
voivat olla estävässä roolissa, mikä estää käyttäjiä osallistumasta tietojärjestelmä-
turvallisuutta heikentävään toimintaan. Tietotekniikka voi kuitenkin aiheuttaa 
käyttäjille vaikeuksia ymmärtää ja havaita tietojärjestelmäturvallisuuspäätös-
tensä moraalisia vaikutuksia. Jos tällaiset vaikeudet häiritsevät tai hämmentävät 
käyttäjiä mahdollisista haitoista ja tavoista estää tällainen vahinko, moraaliset 
näkökohdat eivät välttämättä ole siinä estävässä roolissa, jonka aiempi tietojär-
jestelmäturvallisuustutkimus on raportoinut. Siksi on välttämätöntä tarkastella 
IT-ominaisuuksien roolia käyttäjien moraalisissa näkökohdissa.  

Tätä varten väitöskirjan tavoitteena on käsitteellistää ja tutkia mahdollisia 
tapoja, joilla IT-ominaisuudet saattavat tuoda haasteita käyttäjien moraalisille 
näkökohdille. Se saavuttaa tämän tekemällä kirjallisuuskatsauksen ja käsitteel-
listämällä IT-ominaisuuksien roolin tietojärjestelmäturvallisuuden moraalisissa 
näkökohdissa. Tätä seuraa empiirinen tutkimus. Empiirinen tarkastelu koskee 
prosessia, jossa yksilöt tiedostavat tekojensa mahdolliset haitalliset seuraukset 
muiden hyvinvoinnille ja ymmärtävät, että päätöksentekotilanne on moraalisesti 
merkityksellinen. Tätä prosessia kutsutaan moraaliseksi herkkyydeksi, ja siihen 
kuuluu asianosaisten tunnistaminen, mahdolliset seuraukset asianosaisille ja 
mahdolliset toimintatavat tilanteessa. Moraalista herkkyyttä tutkimalla kaive-
taan esiin useita IT-ominaisuuksia, joiden käsitykset voivat liittyä haittojen tun-
nistamiseen ja käyttäjien emotionaaliseen sitoutumiseen tietojärjestelmäturvalli-
suuspäätöksiin. Näin tehdessään tämä väitöskirja edistää linkkien selvittämistä 
käyttäjien haittojen ymmärtämisen, heidän käsitystensä IT-ominaisuuksista ja 
heidän affektiivisten kokemustensa välillä tietojärjestelmäturvallisuuspäätök-
sissä. 

Avainsanat: tietojärjestelmäturvallisuus, moraali, IT-ominaisuus 
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11 

Information Systems Security (ISS) refers to the protection of information assets 
in terms of confidentiality, integrity, and availability. ISS decisions may carry 
moral concerns (Siponen 2001). Imagine an online gaming company that 
produces services for children. In order to operate their services, this company 
collects names, genders, birthdays as well as parents names, and home addresses 
of its users, that is, children. An employee at this service company who has access 
to the aforementioned information does not follow secure authentication 
procedures and chooses a weak password for accessing the system. In the event 
of an ISS attack, this employee becomes a weak link in the secure system of the 
company and his weak password is cracked with relative ease, consequently 
granting an attacker access to the children’s information. At this point, the 
attacker has this information: “This is Bobby, who is 8 years old, I know his 
parents and I know where he lives”. The gravity of the consequences of such 
knowledge at the wrong hands requires little explanation. This scenario indicates 
how an employee’s ISS decision, which may at first glance appear a personal 
decision, could have consequences for the welfare of others. The decision of the 
employee to violate the ISS procedures of their employer could inflict potentially 
irreversible harm on others. 

Given the growing emergence of online services and smart devices such as 
toys and home appliances, moral decision-making in ISS has become crucial for 
the wellbeing of communities, and societies. Therefore, addressing these moral 
concerns —such as those in the afore-discussed example— is of necessity. In 
today’s networked and highly connected environment, one’s insecure actions 
could lead to harmful consequences for many. Consequences of insecure actions 
include harm to individual privacy and intellectual property, but can escalate to 
unimaginable highs. Consequently, users have a moral responsibility to maintain 
secure behavior. In a connected environment, securing information assets is a 
shared responsibility from which no one is spared (Cook 1986). In other words, 
the responsibility to secure information assets is not exclusive to the ISS experts 
but is shared by everyone (Ladd 1982). 

1 INTRODUCTION 
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Having recognized the moral concerns associated with ISS, prior research 
has examined moral considerations of users such as their beliefs, judgments, 
attitudes, and normative evaluations in ISS decisions (D’Arcy et al. 2009; Lankton 
et al. 2019; Li et al. 2014; Park et al. 2017; Vance et al. 2012; Xu and Hu 2018), and 
developed models of moral decision-making (Banerjee et al. 1998; Cronan et al. 
2005; Leonard et al. 2004; Loch and Conger 1996). Findings of these studies 
suggest that when users view an ISS decision such as ISS policy violation (Hu et 
al. 2011; Vance and Siponen 2012; Xu and Hu 2018) or Information Technology 
(IT) misuse (D’Arcy et al. 2009; D’Arcy and Devaraj 2012; Lowry et al. 2014; Park 
et al. 2017) as morally questionable, they are more likely to avoid ISS misbehavior 
and follow recommended ISS procedures (Cram et al. 2019; Moody et al. 2018; 
Sommestad et al. 2014). However, moral concerns in ISS arise in the context of IT 
use. Prior research has often overlooked IT as a facilitator (Chatterjee et al. 2015), 
or instrument (Johnson 2009) that could challenge users’ moral considerations, 
making it difficult for them to extend their sense of morality to ISS (Johnson 2009; 
Siponen and Vartiainen 2002). 

IT, due to its characteristics, creates new possible ways to perform an action 
(Johnson 2009; Wall 2010) and in doing so it could change the way users interpret, 
and understand moral issues (Loch and Conger 1996). Imagine the distance 
created between the employee and the children in the afore-discussed example 
as a result of IT use. This distance is often minimal in real-world situations 
making it more straightforward to grasp the potential harmful consequences of 
one’s decisions. In IT use context, however, the distance between the employee 
and the children may be considerable (Friedman 1997; Peslak 2008; Siponen and 
Vartiainen 2002). This IT characteristic, therefore, could make it difficult for the 
employee to perceive the extent to which they could inflict harm on the children, 
and to recognize the potential victims of their ISS decisions (Siponen and Vance 
2010), leading to a lack of attention to the potential moral issues in secure 
authentication procedures. Although the potential impact of IT on moral 
considerations of users has long been acknowledged (Gattiker and Kelley 1999; 
Johnson 2009; Pemberton 1998), efforts to investigate IT characteristics in moral 
considerations of users have been rare and far between in ISS research (Chatterjee 
et al. 2015; Dorantes et al. 2006; Loch and Conger 1996). 

The aim of this dissertation is to conceptualize and examine the potential 
means via which IT characteristics could introduce challenges to moral 
considerations of users. To do so, this dissertation conceptualizes and examines 
the potential impact of IT characteristics on moral considerations of users. 
Specifically, the dissertation focuses on moral sensitivity as a moral consideration 
whereby one realizes the moral relevance of a decision-making situation and the 
possibility that their actions could have harmful consequences for others (Rest 
1986). In doing so, the dissertation examines the impact of perceptions of IT 
characteristics on users’ understanding of the moral relevance of ISS decisions. 

This dissertation contributes to our understanding of moral sensitivity as 
one of the processes that enable and drive users’ moral decisions (Rest 1986) by 
outlining that such a process might be subject to dual processing using type1 
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processing which is characterized as quick, intuitive and autonomous and type2 
processing which is reflective, slow and resource demanding (Evans and 
Stanovich 2013; Kahneman 2011). Such an understanding of the underlying 
processes of moral decision-making is crucial if we are to provide sensible 
solutions to address moral concerns in ISS (Gattiker and Kelley 1999; Thong and 
Yap 1998). Prior research has often assumed that users are morally sensitive in 
ISS decisions, however, this dissertation shows that if users make quick and 
instantaneous decisions, they might not be aware of the moral relevance of an ISS 
decision. If users are not morally sensitive, they may not engage their moral 
schemata to begin with (Rest 1986) and the inhibitory role of moral 
considerations in their ISS decisions may become irrelevant. Therefore, this 
dissertation contributes to the development of moral interventions (Banerjee et 
al. 1998; Cook 1986; Li et al. 2014; Loch and Conger 1996; Moores and Chang 2006; 
Siponen 2001; Stahl 2012; Vance et al. 2019) that enable users to understand the 
moral implications of ISS decisions and extend their sense of morality to ISS 
issues. 

In examination of moral sensitivity, this dissertation uncovers the 
intertwined links between users’ understanding of harm, their perceptions of IT 
characteristics and their affective experiences, showing that not only perceptions 
of IT characteristics may impact users’ understanding of harm but that 
perceptions of psychological distance in IT interaction may impact their 
emotional engagement in ISS decisions. By outlining several IT characteristics 
relevant to moral considerations in ISS, this dissertation contributes to the 
uncovering of the role of the IT artifact in ISS research (Benbasat and Zmud 2003; 
Lowry et al. 2017; Orlikowski and Iacono 2001). IT artifact as a central feature of 
research on information systems has often been considered absent in ISS research 
(Lowry et al. 2017). By focusing on IT characteristics, this dissertation 
conceptualizes the potential role of IT artifact qualities and IT interaction 
qualities as well as IT-induced experiences such as anxiety in moral 
considerations of users in ISS decisions. In doing so, the dissertation contributes 
to paving the path for development of context-specific theory (Hong et al. 2014), 
specifically, theories of moral considerations in the ISS context.  

1.1 Research objectives 

Moral beliefs, judgments, obligations, and ideologies have been shown to have 
an inhibitory role, discouraging users from engaging in policy violation (Hu et 
al. 2011; Vance and Siponen 2012; Xu and Hu 2018) and IT misuse (Banerjee et al. 
1998; D’Arcy et al. 2009; D’Arcy and Devaraj 2012; Lowry et al. 2014; Park et al. 
2017). Furthermore, moral considerations have been shown to encourage policy 
compliance (D’Arcy and Lowry 2019; Li et al. 2014; Yazdanmehr and Wang 2016). 
However, moral decision-making presupposes the realization that one is facing 
a moral problem. Without such realization, one might not examine a situation in 
moral terms at all. In other words, in the absence of the realization that one is 
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facing a moral problem, moral beliefs, judgments, obligations, and ideologies 
may become irrelevant. This realization occurs in a process referred to as moral 
sensitivity (Rest 1986). 

Moral sensitivity regards one’s ability to perceive a situation as morally 
relevant (Rest 1986). It entails consideration of parties involved in a given 
situation, courses of action possible and the consequences of actions on the 
involved parties (Rest 1986). As such, moral sensitivity addresses one’s 
understanding of harmful consequences for potential victims in a given situation 
and the means to avoid harm. Previous research has shown that moral sensitivity 
is context-specific (McNeel 1994). Furthermore, affective responses such as 
experience of emotions like empathy and guilt have been shown to be conducive 
to moral sensitivity (Decety et al. 2011, 2012; Morton et al. 2006). 

IT, however, could challenge the realization that an ISS decision is morally 
relevant as it creates challenges for users to extend their sense of morality to such 
decisions (Siponen and Vartiainen 2002) and to identify potential victims 
(Siponen and Vance 2010). Therefore, IT could challenge the moral sensitivity 
process in an ISS decision-making situation by making it difficult for users to 
understand the harmful consequences of ISS decisions for potential victims. If 
users are not able to understand the harmful consequences of ISS violations, 
whether moral beliefs, judgments, obligations, and ideologies play an inhibitory 
role in their decision-making becomes irrelevant. 

Given that lack of moral sensitivity in ISS decisions could raise questions 
regarding the inhibitory role of morality in such decisions, and bearing in mind 
its context-specificity, this dissertation examines the moral sensitivity process in 
ISS decision-making situations. Despite previous attempts to examine moral 
sensitivity in ISS decisions (Dorantes et al. 2006; Goles et al. 2006) a context-
specific understanding of this process is lacking. In doing so, the role of IT 
characteristics is highlighted as IT could create difficulties for moral 
considerations of users. Furthermore, bearing in mind the difficulty of users to 
recognize potential victims in ISS decisions (Siponen and Vance 2010) —which 
may affect their emotional engagement in ISS decisions— and considering the 
conducive role of emotional engagement such as experience of feelings of 
empathy to moral sensitivity (Decety et al. 2011, 2012; Morton et al. 2006), this 
study examines experience of emotions in ISS decision-making situations in 
order to provide further insights on the inner mechanics of the moral sensitivity 
process in ISS.  

Therefore, aligned with the aim of the dissertation, which is to 
conceptualize and examine the potential means via which IT characteristics could 
introduce challenges to moral considerations of users, the following research 
questions are examined with respect to moral sensitivity as a moral consideration: 

1) How morally sensitive are users in ISS decision-making situations?  
2) What is the role of IT characteristics in users’ moral sensitivity and 

understanding of harm in ISS decision-making situations?  
3) What is the role of emotions in users’ moral sensitivity and understanding 

of harm in ISS decision-making situations?  
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4) How does the moral sensitivity process unfold in ISS decisions? 
These questions will be addressed by conceptualizing the role of IT in moral 
considerations of ISS decisions, then conducting an empirical study on moral 
sensitivity in which respondents would listen to audio recordings of scenarios 
involving a morally relevant ISS dilemma and answer a few questions. Each 
scenario is developed based on the ISS policies of the two large Nordic 
universities where the study is conducted and the roles of the potential 
respondents in the research settings. During data collection no references to 
morality or ethics is made, nor are any questions regarding IT characteristics 
posed to the respondents. This approach could allow elicitation of respondents’ 
personal interpretations of the ISS dilemma in the scenarios.  

1.2  Scope and structure 

The aim of this dissertation is to conceptualize and examine the role of IT 
characteristics in creating difficulties for users to apply their sense of morality to 
ISS decision-making situations. In order to do so, the dissertation focuses on 
moral sensitivity. Study of moral sensitivity in ISS decisions is appropriate as 
users may have difficulties in understanding the potential harm involved in ISS 
decisions which may lead them to simply bypass moral decision-making. Moral 
sensitivity logically as well as chronologically could precede moral judgment 
(Rest 1986), that is, the judgment made by a user that an action is right or wrong. 
Without moral sensitivity one may not make a moral judgment and may not 
engage in moral decision-making at all. 

In examination of moral sensitivity, this dissertation focuses on users whose 
decisions could have harmful consequences for others such as the organization 
they are affiliated with, its staff members, and its clients. Such harmful 
consequences could involve exposure of intellectual property, information assets 
and violation of privacy. Intellectual property and privacy are topics with 
longstanding history and prominence in examination of ethics and morality 
(Culnan and Williams 2009; Hansen and Walden 2013; Higgins and Wilson 2006; 
Hinduja and Ingram 2008; Loch et al. 1998; Stahl 2004). However, in this 
dissertation, intellectual property and privacy are addressed insofar as they 
concern the consequences of a user’s ISS decisions. In other words, the 
dissertation does not address the ethical considerations of an organization 
towards its clientele regarding privacy (Culnan and Williams 2009), nor does it 
address moral considerations of a consumer regarding intellectual property 
violations of consumer goods such as unauthorized downloading of software 
and digital material (Hansen and Walden 2013). 

The remainder of this dissertation is structured as follows. Section 2 
presents a systematic review of the literature on moral considerations in ISS 
research. In this section, moral considerations examined in the extant literature 
are presented, and common patterns among these studies are discussed. Section 
3 builds on the results of the literature review to present a conceptualization of 
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the role of IT in moral considerations of users in ISS decisions. In this section, (1) 
Quality of IT artifact, (2) Quality of IT interaction, and (3) IT-induced experiences 
are discussed and their potential impact on moral considerations of users are 
outlined. Section 4 introduces the empirical study of moral sensitivity including 
methods, and findings. Next comes discussions (section 5) of findings regarding 
examination of moral sensitivity in ISS. Lastly, in section 6, concluding remarks 
are presented. 
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In this section, moral considerations examined in the extant ISS literature are 
presented, and common patterns in the research findings are discussed. Doing so 
lays the groundwork for conceptualization of the role of IT characteristics in 
moral considerations of ISS decisions and highlights the significance of 
examining moral sensitivity in such decisions. Following a structured literature 
review approach (Webster and Watson 2002), we started extraction of material 
using keyword searches in the Science Direct, and AIS Library databases in 
October 2019 after an initial search on ProQuest library. Table 1 indicates the 
keywords used and number of returned results. The keyword search was 
followed by a backward and later a forward search. Papers were included in the 
review set if they were complete empirical papers that examined a moral notion 
with respect to an ISS activity, and contained clear methodology. Studies on 
consumer ethics such as piracy were excluded when they did not focus on piracy 
as an ISS-related moral issue. Intervention studies that focused only on the 
effectiveness of an ISS solution were also excluded. However, studies on 
ethical/unethical IT use were included insofar as the scenarios examined 
represented IT misuse cases. After evaluating each study against our inclusion 
and exclusion criteria, 63 empirical studies were included in the review set. 
Summary of the literature review along with key findings is available in 
Appendix 1. 

TABLE 1  Literature review search 

Search string Database Results 
( "information security" OR cyber?security ) AND 
( moral* OR ethic* ) 

Science Direct, 
AIS library 

748,  
936 

( misuse or abuse ) AND ( moral* or ethic* ) Science Direct, 
AIS library 

209, 
116 

2 LITERATURE REVIEW 
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2.1 Moral considerations in ISS research 

Review of the literature led to the identification of several moral considerations. 
Moral considerations were coded and categorized according to definitions 
provided in each study as well as items used for their elicitation in questionnaires 
and interviews. Each moral consideration in prior research was examined and 
measured using several constructs (Table 2). While in some cases these constructs 
have slightly different questionnaire items, they often examined the same 
underlying moral consideration.  

TABLE 2  Moral consideration in ISS literature 

Moral considerations 
{Description} Constructs  Source 
Moral Sensitivity  
{Interpretation of a situation 
as morally relevant. (Rest 
1986)} 

Recognition of 
Ethical Problem  

(Dorantes et al. 2006) 

Perceived 
ethical problem  

(Goles et al. 2006) 

Moral 
recognition  

(Scilhavy and King 2009) 

Moral Judgment  
{Right/wrong judgment 
regarding an act.} 

Moral beliefs (D’Arcy and Devaraj 2012); (Vance 
and Siponen 2012); (Hovav et al. 2012); 
(Hu et al. 2011); (Bansal et al. 2016); 
(Vance et al. 2019); (Xu and Hu 2018); 
(D’Arcy and Lowry 2019) 

Moral 
judgment 

(Peslak 2008); (Dorantes et al. 2006); 
(Harrington 1997); (Kuo et al. 2010); 
(Haines and Leonard 2007); (D’Arcy 
and Hovav 2009) 

Permissiveness (Gattiker and Kelley 1999) 
Attitude (Winter et al. 2004); (Cronan et al. 

2005); (Leonard and Cronan 2005); 
(Leonard et al. 2004); (Leonard and 
Cronan 2001); (Banerjee et al. 1998); 
(Walstrom 2006); (Hsu and Kuo 2003); 
(Zhang et al. 2006); (Kowalski and 
Kowalski 1990); (Kowalski 1990) 

Ethical 
judgment 

(McMahon and Cohen 2009); (Ellis 
and Griffith 2001); (Sacco and Zureik 
1990); (Pierce and Henry 2000); 
(Harrington 1996); (Pierce and Henry 
1999); (Harris et al. 2010) 

Moral 
commitment 

(D’Arcy et al. 2009); (Son and Park 
2016) 

Act evaluation (Friedman 1997) 
Unethicalness (Khazanchi 1995) 
Moral norms (Merhi and Ahluwalia 2019) 
Abusiveness (Ugrin and Michael Pearson 2013) 
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Moral considerations 
{Description} Constructs  Source 

Personal 
norms/ethics 

(Li et al. 2010); (Li et al. 2014) 

Moral Intention 
{One’s intention to perform a 
moral act.} 

Moral intent (Harrington 1997); (Dorantes et al. 
2006); (Haines and Leonard 2007); 
(Harrington 1996) 

Ethical 
behavioral 
Intention 

(Hsu and Kuo 2003) 

Intention and 
desire in ethical 
behavior 

(Chu et al. 2015) 

Ethical/unethic
al behavioral 
intention 

(Grace 2013); (Scilhavy and King 
2009); (Peterson 2002); (Leonard et al. 
2004); (Leonard and Cronan 2001); 
(Banerjee et al. 1998); (Hsu and Kuo 
2003) 

Intention 
toward 
unethical IT use 

(Chatterjee et al. 2015); (Chatterjee et 
al. 2011) 

Moral Intensity 
{One’s understanding of the 
importance of a moral 
situation or its characteristics 
that determine its moral 
imperative (Jones 1991)} 

Moral intensity 
 

(Dorantes et al. 2006); (Grace 2013); 
(Goles et al. 2006); (Vance et al. 2015); 
(Peslak 2008) 

Perceived 
importance 
(PIE) 

(Haines and Leonard 2007); (Cronan et 
al. 2005); (Leonard et al. 2004); (Liao et 
al. 2009); (Zhang et al. 2006) 

Moral Obligation 
{One’s sense of obligation in 
a moral situation. (Schwartz 
1977)} 

Personal norms 
Moral 
obligations 
Personal ethics 

(Yazdanmehr and Wang 2016); 
(Haines and Leonard 2007); (Leonard 
et al. 2004); (Banerjee et al. 1998); 
(Leonard and Cronan 2001); (Lee et al. 
2007); (Yoon and Kim 2013); (Al-
Omari et al. 2013); (Zhang et al. 2006) 

Moral Development 
{One’s preferene for different 
types of moral reasoning 
based on level/stage of 
moral development 
(Kohlberg et al. 1983). Moral 
reasoning may lead to a 
moral judgment.} 

Moral 
development 

(Leonard and Cronan 2005); (Leonard 
et al. 2004); (Banerjee et al. 1998); 
(Leonard and Cronan 2001). (Leonard 
et al. 2004); (Myyry et al. 2009)  

Ethical orientations 
{The degree to which one’s 
believes a desirable outcome 
can be achieved by doing the 
right thing as idealism and 
the degree to which one 
believes universal moral 
rules determine right or 
wrong as relativism.(Forsyth 
1980)} 

Relativism and 
Idealism 

(Chatterjee et al. 2015); (Chatterjee et 
al. 2011); (Dorantes et al. 2006); (Ellis 
and Griffith 2001); (Scilhavy and King 
2009); (Winter et al. 2004); (D’Arcy et 
al. 2014, 2018) 
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Moral considerations 
{Description} Constructs  Source 
Normative beliefs 
{Deontology as the degree to 
which an act is morally 
right/wrong due to its 
inherent features and 
Teleology as the degree to 
which as act is right/wrong 
due to its outcomes 
(Normative theories in 
philosophy)} 

Deontology 
and Teleology 

(Al-Omari et al. 2013); (Grace 2013); 
(Lowry et al. 2014) 

2.1.1 Components of moral behavior 

According to Rest (1986), moral behavior is a collection of four interrelated 
processes, rather than a unitary process. These four processes that are known as 
components of moral behavior are: 1) moral sensitivity, 2) moral judgment, 3) 
moral motivation, and 4) moral character (Rest 1986). Within the framework of 
this four-component model, moral sensitivity is a component in which one 
becomes aware of the moral relevance of a situation, moral judgment is a 
component in which a user makes a wrong/right judgment, moral motivation 
refers to prioritization of a moral course of action over other possible courses of 
action, and moral character is a matter having the strength, courage and skills to 
implement a moral course of action (Rest 1986). Failure in any of the 
aforementioned components could result in non-realization of a moral act (Rest 
1986).  

It should be noted that the four-component model applies to activities in 
which one could exercise volition. Furthermore, although the order of the 
components is logical rather than chronological, chronological order of the 
components might still be important (Rest 1994). For instance, moral sensitivity 
could both logically as well as chronologically precede moral judgment and is 
thus crucial for making a moral decision. While capturing the processes of moral 
behavior, the four-component model is not limited to a certain philosophical 
doctrine, such as teleology or deontology. Furthermore, the four-component 
model could accommodate different standpoints, such as the affective and 
cognitive understanding of moral behavior (Rest 1983). Typically only two of the 
components of the four-component model are studied at the same time, although 
in some studies three of them have been investigated (Hardy 2006; Morton et al. 
2006). In ISS literature three components, namely, moral sensitivity, moral 
judgment, and moral motivation have received scholarly attention as users’ 
moral considerations are concerned. 

Moral sensitivity refers to one’s awareness of moral situations and the effect 
of their actions on other people (Rest 1986). It involves perceiving a situation as 
morally relevant, identifying the parties involved, and envisioning the possible 
courses of action and the consequences of the actions for those involved (Rest 
1986). Previous research shows that moral sensitivity is context-specific (McNeel 
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1994) and that it can be primed (Sparks 2015) and enhanced by education (Baab 
and Bebeau 1990; Clarkeburn 2002; Myyry and Helkama 2002). In ISS literature, 
moral sensitivity has been studied by examining users’ moral recognition, that is, 
users’ understanding that a given scenario has moral content. In this respect, 
perception of moral content was found to be related to moral judgments in IT 
misuse scenarios (Dorantes et al. 2006; Goles et al. 2006; Scilhavy and King 2009). 

The moral judgement component of the four-component model refers to the 
process whereby an individual makes a right/wrong judgment on an issue. 
Moral judgment is the most widely studied component of Rest’s model and many 
of the afore-discussed moral considerations in this section such as moral 
development, moral obligations, ethical orientations, and normative beliefs fall 
under this component insofar as they concern the process of making a 
right/wrong judgment. In addition to examination of the process of moral 
judgment, prior ISS research has examined the right/wrong judgment of users 
when they face ISS decisions in different capacities and using constructs such as 
attitude, moral beliefs, ethical judgment, permissiveness, and moral norms 
(Table 2). The results of these studies predominantly point to the role of moral 
judgments in discouraging ISS policy violations (Vance and Siponen 2012; Xu 
and Hu 2018) and IT misuse (Banerjee et al. 1998; D’Arcy and Devaraj 2012). 

Moral motivation, as the third component in the model, refers to one’s 
prioritization of a moral course of action over other possibilities. A user might 
decide to carry out or refrain from certain acts in order to pursue objectives that 
might not necessarily be in line with their moral judgment. In doing so, the user 
would prioritize the possible courses of action. Rest (1986) defined moral 
motivation as pertaining to an individual’s value priorities and, more specifically, 
to the importance they give to moral values in contrast to other values. Identity 
(Hardy 2006) and moral emotions, such as empathy and guilt (Silfver-Kuhalampi 
2009), have been identified as sources of moral motivation. In ISS research, moral 
motivation is often examined as moral intention (Harrington 1996, 1997) as the 
dependent variable in research models. Findings regarding moral intention 
suggests that moral considerations such as moral judgments, moral obligations 
and moral intensity exert an influence on moral intentions of users (Banerjee et 
al. 1998; Chatterjee et al. 2011; Dorantes et al. 2006; Haines and Leonard 2007; 
Scilhavy and King 2009). Other factors that could affect moral intention in the 
literature have been subjective norms (Chatterjee et al. 2011, 2015) and 
responsibility denial (Harrington 1996, 1997). 

Moral character has not been under investigation in ISS research despite 
several studies examining personality characteristics and traits such as 
Machiavellianism (Scilhavy and King 2009; Winter et al. 2004). This is because 
moral character is related to implementation of a course of action. In ISS research, 
behavior or implementation of a course of action has rarely been studied and 
prior research often examines users’ intention rather than implementation of an 
act (behavior) rather than the act itself. 
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2.1.2 Moral development 

One’s level of moral development indicates their capacity and preference to 
utilize different reasoning schemata when they make a moral judgment (Rest et 
al. 2000). Research on moral development levels pioneered by Piaget and 
Kohlberg focuses on cognition and provides a framework of the structure of 
moral thought based on which individual moral reasoning is assessed. According 
to the theory of cognitive moral development (Colby et al. 1983) moral 
development levels are pre-conventional, conventional, and post-conventional, 
each comprising two stages of development which an individual (typically a 
child) progresses through in a stage-by-stage manner as their moral reasoning 
develops. More recent interpretations of moral development emphasize that 
rather than a strong stage model, one’s moral development indicates a preference 
for a particular type of reasoning (Rest et al. 2000).  

According to the theory (Rest et al. 1969), the pre-conventional level of 
moral development reflects obedience and egoistic reasoning, that is, the basis of 
moral reasoning at this level is avoiding punishment (stage 1) or receiving 
something in exchange (stage 2). The next level is the conventional level where 
moral reasoning is on the basis of helping and pleasing others by following 
norms and shared values (stage 3) or by showing respect for an authority (stage 
4). Lastly, in the post-conventional level, reasoning is based on consideration of 
the welfare of the majority (stage 5) or on principles of moral behavior (stage 6). 
Recent findings concerning moral development levels indicate a rather 
transformed stage model compared to the original formulation, at least among 
adults and adolescents (Rest et al. 2000; Thoma and Dong 2014). According to 
recent findings, stages 2 and 3 cluster together to represent a level of moral 
reasoning that reflects self-interest and self-preservation, while stage 4 reflects 
norm-preservation (Thoma and Dong 2014).  

Several studies have examined moral development in ISS decisions. 
Findings of one such study contested the idea that principled reasoning is used 
for making moral judgments in the ISS context (Myyry et al. 2009). This study 
reported that, when facing an ISS issue with moral underpinnings, obedient 
reasoning (lower levels of moral development) better explains the intentions and 
actions of users than principled and ideological reasoning (higher level of moral 
development). However, there is evidence suggesting that the higher-level 
principled reasoning is used in ISS decision-making under certain circumstances. 
Specifically, higher levels of moral development seem to come into play when 
one tends to have an internal locus of control, work in a rule-oriented 
organizational climate (Banerjee et al. 1998), or exhibit low ego strength (Leonard 
and Cronan 2001). Another study has reported the impact of higher levels of 
moral development in situations where a scenario is perceived as ethically 
important (Leonard et al. 2004). 
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2.1.3 Moral obligation 

Moral obligation corresponds to one’s personal feelings and obligations to refrain 
from or engage in an activity (Beck and Ajzen 1991; Schwartz 1977). According 
to Schwartz (1977), one’s experience of feelings of moral obligation manifests 
their self-expectations. One’s self-expectations, fueled by the desire to keep self-
integrity and to avoid self-concept distress, Schwartz (1977) argued, are what 
drive people to act altruistically. The feelings of moral obligation are experienced 
when one’s internalized values and norms are activated and self-expectations are 
evaluated against these internalized norms and values (Schwartz 1977). Moral 
obligations are often referred to as personal norms or personal normative beliefs. 
Several studies have shown a link between experience of feelings of moral 
obligation and intention to comply with ISS policy (Al-Omari et al. 2013; 
Yazdanmehr and Wang 2016), and to use IT securely (Yoon and Kim 2013). 
Conversely, evidence suggests moral obligation could be linked negatively to 
intention to misuse IT (Banerjee et al. 1998; Leonard and Cronan 2001).  

2.1.4 Ethical orientations 

Idealism and relativism are ethical orientations that according to Forsyth (1980), 
form the basis of individuals’ ethical ideologies for making moral judgments. 
Forsyth (1980) laid out four ethical ideologies according to one’s degree of 
relativism and idealism. In this context, idealism is understood as the extent to 
which a desirable outcome can be achieved by doing the right thing (Forsyth 
1980). Relativism, on the other hand, is the degree to which one believes universal 
moral rules rather than relative moral rules determine right or wrong (Forsyth 
1980). Forsyth’s taxonomy of ethical ideologies outlines (1) situationism, (2) 
absolutism, (3) subjectivism and (4) exceptionism as four ethical ideologies that 
differ in their extent of idealism and relativism. In this taxonomy, situationists 
and absolutists manifest high idealism. However, unlike absolutists who are low 
on relativism, situationists are high on relativism. Meanwhile, exceptionists and 
subjectivists exhibit low idealism. While exceptionists exhibit low relativism, 
however, subjectivists are high on relativism.  

In ISS research, rather than the four ethical ideologies, scholars have often 
examined ethical orientations of idealism and relativism. The findings suggest 
that while the relativistic orientation seems to encourage users to morally 
disengage from compliance with ISS requirements, idealistic orientation seems 
to have no effect in discouraging disengagement (D’Arcy et al. 2014, 2018). 
Furthermore, depending on one’s skill level in using computers, high idealism 
and low relativism have been shown to play different roles in judging the 
acceptability of an act of privacy violation (Winter et al. 2004). Others, however, 
have reported no evidence regarding the effect of relativism in ISS decisions (Ellis 
and Griffith 2001; Scilhavy and King 2009). 

Similar to Forsyth (1980) who articulated relativism and idealism as two 
sets of beliefs involved in making moral judgments, Chatterjee et al. (2011, 2015) 
proffered technological relativism and technological idealism. In this context, 
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technological idealism is the extent to which one believes technology should not 
be used to harm anyone. Technological relativism, on the other hand, is the 
degree to which one believes using technology should conform to a set of rules 
and codes. The findings with regard to this formulation of relativism and 
idealism do not provide evidence of their role in users’ ISS decisions. For instance, 
Chatterjee et al. (2011) could not find evidence of either technological idealism or 
technological relativism exerting an influence on attitude toward IT misuse either 
in their American nor Finnish sample. A subsequent study by Chatterjee et al. 
(2015) reported that only when one exhibits very high or very low degrees of 
technological idealism does it affect their attitude toward IT misuse. 

2.1.5 Normative beliefs 

Normative beliefs refer to a set of beliefs that result from evaluations based on 
normative theories in philosophy. Hunt and Vitell (1986) argued that moral 
judgement essentially boils down to a bipartite system of evaluation: 
deontological evaluation and teleological evaluation. Deontological evaluation 
refers to right/wrong judgments that are based on inherent features of an act 
regardless of its potential outcomes, while teleological evaluations refer to 
right/wrong judgments based on the potential outcomes of an act.  

Studies that examined deontological and teleological evaluations in ISS 
suggest that such moral considerations are important in ISS decisions. Grace 
(2013) reported that both deontological and teleological evaluations were 
important in shaping IT misuse intentions. Meanwhile, Al-Omari et al. (2013) 
argued that different forms of teleological and deontological evaluation such as 
egoism and formalism, respectively, exert an influence on intention to comply 
with ISS policies. Furthermore, depending on one’s collectivist or individualist 
culture, teleological and deontological evaluation could discourage engaging in 
IT misuse (Lowry et al. 2014). 

2.1.6 Moral intensity 

Moral intensity refers to one’s understanding of the importance of a moral 
situation or characteristics that determine its moral imperative (Jones 1991). Jones 
(1991) proposed moral intensity as an aggregate measure comprising six 
components: magnitude of consequences, social consensus, probability of effect, 
temporal immediacy, proximity, and concentration of effect. Jones (1991) posited 
that moral intensity of a situation could act as a vivid and salient stimuli that 
draws attention to the moral issue in a given situation, thus, emotionally or 
cognitively engaging an individual in that situation. Furthermore, moral 
intensity could underscore one’s moral responsibility, that is, it could remind an 
individual that they have a choice to make (Jones 1991). Therefore, Jones (1991) 
argued that when intensity of a situation is low, a decision maker is less likely to 
recognize the moral problem in a situation, more likely to use lower levels of 
moral reasoning and less likely to intend to act on a moral course of action.  
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ISS studies have shown evidence of the negative effect of moral intensity on 
intention to violate access policy (Vance et al. 2015) and intention to misuse IT in 
several scenarios (Dorantes et al. 2006; Goles et al. 2006). Additionally, moral 
intensity has been found to exert an influence on users’ recognition of moral 
content in IT misuse scenarios (Dorantes et al. 2006; Goles et al. 2006). The moral 
intensity of a situation has also been shown to exert an influence on the moral 
judgment of users (Dorantes et al. 2006; Grace 2013). In this respect, different 
components of moral intensity have been found to affect moral judgments about 
different IT issues (Peslak 2008). 

Moral intensity is conceptually related to the perceived importance of an 
ethical issue known as the PIE construct (Robin et al. 1996). The difference 
between the PIE construct and moral intensity, according to Robin (1996), is that 
the PIE takes perceptions of the moral agent into account given their 
organizational environment. PIE has been shown to be related to one’s moral 
judgment (Cronan et al. 2005; Haines and Leonard 2007; Liao et al. 2009; Zhang 
et al. 2006) and intention to behave ethically (Leonard et al. 2004) in IT misuse 
scenarios. 

2.2 Literature review findings 

Review of the literature on moral considerations of users in ISS decisions 
revealed several underlying patterns. These patterns concern the role of morality 
in ISS research, the focus of prior research on moral judgment, attention to 
cognition, and examination of IT characteristics in moral considerations of users. 

First, besides two studies that were conducted qualitatively (Chang 2011; 
Friedman 1997) and the study by Bauer and Bernroider (2017) that used a mixed 
method, research on users’ moral considerations has been conducted 
predominantly using cross-sectional or factorial surveys. Overall, except Lee et 
al. (2007) and Son and Park (2016), majority of the studies in the literature 
demonstrated that users’ moral considerations could discourage undesirable ISS 
behavior (e.g., ISP violations, IS misuse) (Banerjee et al. 1998; D’Arcy et al. 2009; 
D’Arcy and Devaraj 2012; Lowry et al. 2014; Park et al. 2017) and encourage 
desirable ISS behavior (e.g., ISP compliance) (D’Arcy and Lowry 2019; Li et al. 
2014; Yazdanmehr and Wang 2016). Notably, studies that did not find evidence 
of the influence of moral considerations on users’ decisions (intention or behavior) 
were examining personal web usage at work (Lee et al. 2007; Son and Park 2016). 
Findings regarding the significance of moral considerations confirmed those 
previously reported by Cram et al. (2019) and Sommestad et al. (2014).  

Second, few studies examined the process of moral decision-making; rather 
moral considerations of users have often been given an inhibitory role in research 
models. To explain ISS decisions, most studies integrate moral constructs into 
theories such as the theory of planned behavior (Lee et al. 2007; Zhang et al. 2006), 
the theory of reasoned action (Leonard and Cronan 2001; Loch and Conger 1996), 
the rational choice theory (D’Arcy and Lowry 2019; Hu et al. 2011; Li et al. 2010), 
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and deterrence theory (D’Arcy et al. 2009; D’Arcy and Devaraj 2012). Our review 
showed that in ISS studies morality is often considered an internal control 
mechanism (Bauer and Bernroider 2017; Hovav et al. 2012; Kowalski 1990; 
Kowalski and Kowalski 1990; Sacco and Zureik 1990; Yoon and Kim 2013), that 
is, a mechanism that allows individuals to regulate their behavior. Some scholars 
see morality as an internal and informal self-sanctioning mechanism (D’Arcy et 
al. 2014; Hovav et al. 2012; Park et al. 2017; Xu and Hu 2018; Yazdanmehr and 
Wang 2016). Others have considered morality as a concern that is independent 
from cost-benefit evaluations including sanctions (Li et al. 2010), an internal force 
against which economic costs and benefits are assessed (Hu et al. 2011), a concern 
that produces self-approval, virtue, or pride (Lankton et al. 2019), a societal 
concern for governance in a decentralized and borderless environment 
(McMahon and Cohen 2009) and a mechanism that motivates rule-following 
(Ugrin and Michael Pearson 2013). Overall, the understanding of morality in ISS 
research underlines its inhibitory role in ISS decisions. Morality is known to have 
long-lasting effects on decision-making due to the inseparability of moral 
integrity, and self-identity (Hardy and Carlo 2005; Lapsley and Narvaez 2004). 
Therefore, examination of the underlying processes that drive moral decisions 
and how moral evaluation of rules, policies, norms and sanctions takes place 
seems an area of great interest to ISS research. 

Third, our review of the literature indicated that much of the scholarly 
attention has been focused on users’ moral judgment or moral obligations (See 
Table 2). Moral judgment and moral obligation are conceptually similar and 
overlap in that they inquire one’s right/wrong judgment regarding a morally 
relevant act. However, moral obligations are considered the manifestation of 
one’s self-expectations which elicit their experience of feelings of obligation 
(Schwartz 1977). Notably, examination of moral obligation in the literature often 
involves elicitation of moral judgments with questions such as “It would be 
morally wrong for me to [engage in ISS behavior]” in addition to elicitation of 
sense of obligation with questions such as “I feel morally obligated to [engage in 
an ISS behavior]” (see Al-Omari et al. 2013; Yoon and Kim 2013). This focus on 
moral judgment indicates extended research attention to moral judgment 
component of moral behavior in the four-component model (Rest 1986). Moral 
behavior, however, is not a unitary process limited to moral judgment but 
according to the four-component model (Rest 1986), it is a collection of four 
interrelated processes. Therefore, further attention to other processes of moral 
behavior such as moral sensitivity in ISS research seems necessary. In order to 
highlight why examination of other processes involved in moral behavior such 
as moral sensitivity might be of interest to ISS research, consider moral sensitivity. 
If users are not morally sensitive about an ISS decision such as password sharing, 
they may not engage in moral judgement to begin with. This in turn could mean 
that despite the inhibitory effect of moral judgment on users’ intentions to avoid 
password sharing, users may fail to make a moral judgment in a password 
sharing situation.  
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Fourth, a closer look at Table 2 reveals that the studied considerations in 
prior ISS research often examine one’s reasoning or beliefs, judgments and 
intentions that could be arrived at by reasoning. For instance moral development, 
ethical orientations, normative beliefs in Table 2 seem to elicit types of reasoning 
carried out by users when they face moral issues. Meanwhile recognition of 
moral issues, intentions to act, beliefs and judgments often instruct users to 
engage in reasoning with questions such as “Is [an ISS decision] morally 
relevant”, or “Is it morally wrong to engage in [an ISS behavior]”. This pattern 
suggests that with the exception of moral intensity and some instances of moral 
obligation where ones’ feelings of moral obligation are elicited (Yazdanmehr and 
Wang 2016), examination of moral considerations in the extant literature involves 
conscious reasoning. In other words, the literature focuses primarily on cognition 
in moral considerations with little attention to affect. Studying affect, however, is 
of importance as recent findings in moral psychology have highlighted the role 
of affect in moral considerations of individuals (Blasi 1999; Haidt 2003; Tangney 
et al. 2007). Current debates suggest that experience of moral emotions such as 
prosocial moral feelings is a matter of integration of both cognition and affect 
(Moll and de Oliveira-Souza 2007) and emotions have emerged as another source 
of moral judgment (Greene et al. 2001, 2004; Hofmann and Baumert 2010). 
Furthermore, emotions such as empathy and guilt have been shown to be 
conducive to moral sensitivity (Decety et al. 2011, 2012; Morton et al. 2006). Given 
these, it is fitting that study of moral considerations in ISS highlight and examine 
affect as well as cognition. Of particular interest is the experience of moral 
emotions (Haidt 2003) such as guilt and empathy in morally relevant ISS 
situations.  

Lastly, few studies in the review set have examined IT characteristics in 
their research models particularly with respect to moral considerations of users. 
Previous discussions regarding the role of IT in users’ moral considerations 
suggest that IT could make it difficult for users to extend their sense of morality 
to IT use situations (Siponen and Vartiainen 2002). Therefore, users’ perceptions 
of IT characteristics may exert an influence on the outcome of moral decision-
making processes in situations involving IT. In this regard, morally relevant ISS 
decisions may not be an exception and users’ ISS decisions may be subject to 
influence from their perceptions of IT characteristics. Nevertheless, IT 
characteristics were rarely investigated in the extant literature and the only such 
characteristics examined were non-traceability/anonymity (Chatterjee et al. 2011, 
2015; Zhang et al. 2006), reproducibility, proximity to victim, and intangibility 
(Friedman 1997). Furthermore, a few studies in the extant literature examined 
experiences that might be induced by IT. Security-related stress (D’Arcy et al. 
2014, 2018), moral stress (Pierce and Henry 2000), and deindividuation (Hsu and 
Kuo 2003; Loch and Conger 1996) are such experiences examined. Given the 
potential role of IT in creating difficulties for moral considerations of users 
(Chatterjee et al. 2015; Johnson 2009; Siponen and Vartiainen 2002), further 
attention to IT characteristics and user experiences that they might induce seems 
necessary. 
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Given these findings, it seems that even though implications of moral 
considerations in ISS decisions have long been the subject of discussion in 
scholarly circles (D’Arcy and Lowry 2019; Johnson 2009; Kowalski and Kowalski 
1990; Pemberton 1998), ISS research may have merely scratched the surface when 
it comes to moral considerations and how appealing to a user’s sense of morality 
affects their ISS decisions. In this light, further understanding of moral 
considerations in ISS decisions to account for the role of IT characteristics seems 
crucial in order to justify and drive approaches that accommodate users’ 
difficulty in extending their sense of morality to ISS. Therefore, in the next section, 
we focus on IT characteristics and conceptualize the potential role of such 
characteristics in moral considerations of ISS decisions. 
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As reported in the previous section, the literature review revealed a number of 
IT characteristics examined in research models in relation to moral 
considerations of users. In this section, with the aim of conceptualizing the role 
of IT characteristics in moral considerations of ISS decisions, qualities of IT 
artifacts, and qualities of interaction with IT artifacts are examined. Furthermore, 
the potential difficulties that IT-induced experiences might create for moral 
considerations of users are outlined. In doing so, the aim is not to introduce new 
IT characteristics —in fact all of the characteristics and IT-induced experiences 
discussed in this section have been known in some capacity in the extant 
literature— but to draw attention to their potential significance in moral 
considerations of users.  

Figure 1 demonstrates our conceptualization of the role of IT in moral 
considerations of users. In this model, it is suggested that perceptions of qualities 
of IT artifacts, perceptions of IT interaction, as well as IT-induced experiences 
challenge users’ moral considerations. They do so by having an impact on the 
processes that underlie moral considerations, both cognitive such as moral 
reasoning as well as affective such as emotional engagement. 

 

3 CONCEPTUALIZING IT CHARACTERISTICS IN 
MORAL CONSIDERATIONS 
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FIGURE 1  Model of the role of IT in moral considerations in ISS 

3.1 Qualities of the IT artifact 

Reproducibility refers to the quality of an artifact, such as a file, that allows it to 
be copied or taken away without inflicting damage to the artifact itself or to its 
ownership (Johnson 2009). Perceptions of reproducibility have been shown to 
affect users’ justifications, evaluations, and understanding concerning privacy 
violations (Friedman 1997). Perceptions of reproducibility could obscure the 
infliction of harm as users may not recognize that their ISS-compromising acts 
may have victims. For instance, consider an act of ISS policy violation where an 
employee downloads customer personal information from a database in order to 
promote his own services. Such an act could lead to an ISS breach revealing 
personal information of many and inflicting harm. However, the employee might 
not understand the potential harm in this act if they perceive the database records 
to be reproducible. In this case, the employee may perceive the database records 
to be reproducible since taking them does remove their employer’s ownership of 
the database records and does not damage the records themselves. Therefore, the 
employee’s perceptions of reproducibility in this example could challenge them 
in understanding and interpreting the moral relevance of their copying of the 
database records. Some individuals need to “see blood flowing” before they 
realize there is a moral issue involved (Rest 1986), and the reproducible quality 
of IT artifacts, such as database records in the example, could mask the potential 
harm involved in ISS decisions.  

In a similar vein, non-excludability is another quality that has been 
attributed to IT artifacts (Sinha and Mandel 2008). IT artifacts are non-excludable 
insofar as their consumption by one party does not remove access from others 
who wish to use the same artifact (Sinha and Mandel 2008). Similar to 
reproducibility, non-excludability could challenge users’ understanding of harm 
in ISS decisions. In the example above, the employee might perceive database 

Qualities of IT 
artifact 

Moral Consid-
erations 

IT-Induced Ex-
periences 

Qualities of IT 
interaction 
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records non-excludable since using it to promote their own services does not 
block their employer’s access to the same records. The employee’s perceptions of 
non-excludability of IT artifacts, therefore, could mask the potential harm to the 
employer as a result of revealing trade secrets, leading the employee to believe 
their action is harmless and morally irrelevant. 

Reproducibility and non-excludability of IT artifacts are often associated 
with their intangibility (Weckert 1997). The quality of intangibility as the culprit 
in introducing difficulties for users have been touched upon by numerous 
scholars albeit often with respect to intellectual property and actions such as 
software piracy (Chiou et al. 2005; Lysonski and Durvasula 2008; Siponen and 
Vartiainen 2005, 2007). However, the intangibility quality may be important in 
an ISS context (Harrington 1996). Perceptions of intangibility of IT artifacts as 
mediums for transferring, accessing and storing information might transform the 
moral qualities of ISS actions. For instance, since database records are transferred 
on an intangible file, the employee might have difficulty understanding the 
volume of the information taken, and, therefore, the seriousness of exposing 
hundreds of customers’ personal information. 

Therefore, perceptions of reproducibility, non-excludability, and 
intangibility of IT artifacts could challenge the notions of damage and harm. By 
potentially disrupting users’ understanding of the seriousness of the 
consequences, victims, and ownership, these qualities could make situations 
involving IT artifacts appear morally uninteresting, unimportant or harmless. 
This chain of events could, therefore, lead to users’ difficulty of understanding 
the moral relevance of ISS decisions. Furthermore, since perceptions of qualities 
such as reproducibility and non-excludability could challenge users’ 
considerations of harm and damage, ISS decision-making situations may not 
engage users emotionally. Individuals could become emotionally engaged in a 
situation if moral emotions such as empathy or guilt are stimulated (Decety et al. 
2011, 2012; Morton et al. 2006; Silfver-Kuhalampi 2009). In the absence of 
emotional engagement, users might have difficulty in extending their sense of 
morality to ISS. 

3.2 Qualities of IT interaction 

In addition to IT artifacts, some of the IT characteristics that emerged in our 
review seemed to qualify interaction between a user and an artifact. One such 
quality was non-traceability/anonymity. The perception of non-
traceability/anonymity of use may produce a change in the moral character of 
actions in cyber environments (Johnson 2009). This change concerns the possible 
role of sanctions or expectations of others in informing moral considerations of 
users. In anonymity, users might feel secure to engage in activities that violate 
ISS procedures since their identification as perpetrators and subsequently 
suffering from sanctions may seem unimaginable. Given evidence from several 
studies that sanctions could inform moral considerations of users in ISS decisions 
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(D’Arcy and Devaraj 2012; Myyry et al. 2009), perceptions of anonymity and thus 
experiencing a (possibly false) sense of security that there is no possibility for 
sanction may challenge users’ moral considerations. For instance, in anonymity, 
the moral reasoning of the employee in the previous example might not be 
informed by the levels of moral reasoning that concern punishment avoidance 
and, therefore, the employee might not see any moral wrongdoing in 
downloading database records for his own purposes. Such an impact may 
explain findings that show the increasing effect of perceiving non-traceability on 
one’s perceived ability to engage in IT misuse and subsequently intention to do 
so (Chatterjee et al. 2015) and the impact of anonymity on encouraging users to 
misuse internet resources in cases such as using P2P software at work (Zhang et 
al. 2006).  

Distance from others is another quality of IT interaction emerging from our 
review. When using IT, users are typically away from those who could be 
affected by their actions. This distance could make it difficult to feel for the plight 
of those who could be affected (Dorantes et al. 2006; Friedman 1997; Peslak 2008; 
Siponen and Vartiainen 2002). Individuals are more likely to care for those close 
to them (Jones 1991). Greater distances from potential victims has been shown to 
affect the justifications, evaluations, and understanding of adolescents 
concerning privacy violations (Friedman 1997). This distance could make an 
action seem unimportant and uninteresting to require further attention and could 
distort the perception of victimhood and sense of damage. For example, the 
employee, in the afore-discussed example, might be uninterested in the difficulty 
that customers in another part of the world might endure if their personal 
information ends up in the wrong hands. As a result of greater distance, a 
harmful action using IT may not alarm users and may not engage them 
emotionally. Consequently, users may struggle with moral considerations 
toward that action.  

A closely relevant quality of IT interaction to far distance is 
interconnectedness. Interconnectedness in using IT (Chatterjee et al. 2015) 
underscores the large scale of possible consequences of simple IT operations. 
Interconnectedness introduces a challenge insofar as an action could have 
harmful consequences for many in an operation that takes no more than a split 
second. For example, a simple action such as downloading an email attachment 
could result in the dissemination of malware and viruses on a mass scale. A lack 
of understanding of this quality when interacting with IT artifacts could make it 
hard for users to perceive the ramifications of their actions. In the case of the 
employee who downloads database records consisting of personal information 
of customers, a lack of understanding of the interconnected nature of IT use 
might create difficulties for the employee to see how their ISS violation exposes 
database records to threats that could disseminate private personal information 
rapidly and widely. Thus, lack of understanding of the interconnected nature of 
IT interaction could distort one’s interpretations, emotional engagement and 
deliberations regarding the moral qualities of the action.  
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Lastly, interaction with IT is often characterized as morally ambiguous 
(D’Arcy et al. 2014; McMahon and Cohen 2009). IT use has often been described 
as lacking codes of behavior (Harrington 1997; Moor 2001) which some scholars 
have attributed to cultural lag (Peslak 2006; Roberts and Wasieleski 2012; 
Stylianou et al. 2013); that is a lag that occurs when material culture such as 
technology advances more rapidly than the non-material culture such as moral 
norms and code of behavior (Ogburn 1957). As such, moral ambiguity can create 
an environment in which users are left with conflicting ideas about what is 
considered acceptable behavioral norm. Users often draw on cues from their 
social environment in order to regulate their emotions, deliberations and 
behavior (Deci and Ryan 1985; Ryan and Deci 2000). In cases of moral ambiguity, 
however, such cues may not exist or may result in conflicting views which pull 
the user in different directions. Pierce and Henry (2000) reported such conflict 
when they observed inconsistencies between users’ moral judgments, their 
perceptions of their coworkers’ moral judgments, and the perceptions of 
company norms. Consequently, moral ambiguity challenges users’ sense of 
morality and creates difficulties for their moral considerations. 

3.3 IT-induced experiences 

While, as noted, interaction with IT might represent qualities that introduce 
challenges to users’ moral considerations, this interaction might induce 
experiences such as deindividuation, security-related stress, and moral stress that 
could challenge users as well. Moral stress is one such IT-induced experience 
observed by Pierce and Henry (2000). The moral ambiguity in interaction with IT 
may lead to conflicting moral considerations, such as conflicting personal, social 
and organizational moral judgments (Pierce and Henry 1999, 2000) that could 
induce an experience of moral stress (Pierce and Henry 2000). In a state of moral 
stress, it is possible that users would have difficulty with moral decision-making 
(Pierce and Henry 2000). In such a state, users might opt for a strategy whereby 
they can liberate themselves from feelings of self-blame and downplay their 
moral motivations.  

A rather similar stress-related IT-induced experience is security-related 
stress, that is, stress induced by ISS requirements (D’Arcy et al. 2014, 2018). 
D’Arcy et al. (2014) argued that overload, complexity, and uncertainty of ISS 
requirements can induce stress. D’Arcy et al. (2014) suggested that users tend to 
cope with security-related stress using techniques of moral disengagement 
(Bandura 1991). Such techniques could challenge moral considerations insofar as 
they provide users with a mechanism to deprioritize a moral decision in favor of 
others. 

In addition to experiencing stress, interaction with IT artifacts might leave 
a user in a state of isolation and alienation, particularly due to perceptions of 
anonymity in IT interaction. This feeling of isolation could manifest itself in 
experiencing deindividuation (Loch and Conger 1996). Deindividuation reflects 
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a state of lowered self-awareness and self-monitoring (Diener 1979). It represents 
the sense of losing self-identity and becoming immersed into group norms, 
particularly in antisocial behavior (Zimbardo 1969). An individual experiencing 
deindividuation might not rely on personal principles and ideologies but prefer 
to conform to group norms (Diener 1979). 

For instance, members of a sales team who work remotely and deem ISS 
procedures as an impediment to their work might experience deindividuation as 
they might feel isolated from other teams and colleagues. In the ISS context, 
deindividuation has been shown to be linked to exhibiting less concern for 
protecting the information privacy of others (Hsu and Kuo 2003) and to reading 
others’ emails (Loch and Conger 1996). Consequently, experiencing 
deindividuation induced by interactions with IT artifacts might challenge users’ 
moral considerations by lowering their reliance on moral principles and 
ideologies and increasing their reliance on group norms with which they identify. 
One should note, however, that group norms may not be congruent with 
conventional social norms. Considering that the interaction with IT is often 
described as one lacking established guidelines (Harrington 1996), it is likely that 
any potential conflict between these two sets of norms may be resolved by 
bypassing the conventional norms. Previous research in ISS has provided 
evidence that indicates such an outcome. For instance, D’Arcy and Hovav (2009) 
showed that any effect of ISS education, training, and awareness programs in 
discouraging unauthorized access to information could be diminished if an 
individual was a remote worker who was more likely to experience 
deindividuation (D’Arcy and Hovav 2009). ISS education, training, and 
awareness programs are means for communicating conventional norms; 
therefore, their reduced impact among remote workers could be a sign of the 
challenging impact of deindividuation. In a similar vein, the reported decrease in 
the deterring effect of computer monitoring in discouraging unauthorized 
modification of data among employees who spend more time working remotely 
(D’Arcy and Hovav 2009) could also be due to deindividuation. In this case, 
computer monitoring could be viewed as enforcement of conventional norms 
which the user bypasses. 
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In the absence of moral sensitivity in an ISS decision-making situation, users may 
not understand the moral relevance of their decision, thus, may not engage their 
moral schemata (Rest 1986). Prior ISS research on moral considerations of users 
has often presupposed or inadvertently triggered moral sensitivity. A common 
approach in prior ISS research is to ask users whether they find an act such as ISS 
policy violation in a given scenario “morally right”, “ethically right”, or 
“acceptable”. In doing so, it is assumed that users are able to perceive the act as 
morally relevant, and that they are able to understand the potential ramification 
of that act on the welfare of others. However, in organizational settings, users 
may be on their own to interpret an ISS decision-making situation and may not 
be able to identify potential victims of their ISS decisions (Siponen and Vance 
2010). Furthermore, the use of moral language such as “morally right”, “ethically 
right”, or “acceptable” in such questions provides users with cues indicating the 
presence of a moral problem, in turn, instructing them to reflect on the scenario 
in moral terms and triggering their moral sensitivity. Unfortunately, the few 
studies that examined moral sensitivity as a matter of recognition of “moral 
content” in prior research may have unintentionally triggered users’ sensitivity 
due to use of such moral language (Dorantes et al. 2006; Goles et al. 2006). Against 
this backdrop, this dissertation zeroes in on moral sensitivity as a moral 
consideration that is crucial to users’ moral decisions-making in ISS and 
examines how the moral sensitivity process unfolds.  

In examining moral sensitivity, this dissertation looks into users’ 
understanding of harm and means to prevent harm in ISS decisions, by 
investigating their interpretation of ISS decision-making situations without 
making any reference to the moral relevance of the situation. Additionally, the 
dissertation examines the potential impact of IT characteristics on moral 
sensitivity in ISS decision-making. As conceptualized previously (Figure 1), some 
IT artifact qualities, IT interaction qualities and IT-induced experiences could 
mask the potential harm and damage in ISS decisions. This could introduce 
challenges to users’ moral sensitivity making it difficult for them to extend their 
sense of morality to ISS decisions. 

4 EMPIRICAL STUDY OF MORAL SENSITIVITY 
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Furthermore, the role of affect in the process of moral sensitivity in ISS 
decisions is examined. Examination of affect is of interest bearing in mind that IT 
characteristics can mask potential harm in ISS decisions, leading to reduced 
emotional engagement among users. Given recent findings regarding the 
importance of affective responses such as experience of moral emotions to moral 
considerations of individuals (Blasi 1999; Haidt 2003; Tangney et al. 2007), 
particularly, their conducive role to moral sensitivity (Decety et al. 2011, 2012; 
Morton et al. 2006) reduced emotional engagement in ISS decisions could lower 
users’ moral sensitivity. The following are the research questions examined in the 
empirical study. 

1) How morally sensitive are users in ISS decision-making situations? 
2) What is the role of IT characteristics in users’ moral sensitivity and 

understanding of harm in ISS decision-making situations?  
3) What is the role of emotions in users’ moral sensitivity and understanding 

of harm in ISS decision-making situations?  
4) How does the moral sensitivity process unfold in ISS decisions?  

By attending to these research questions, this dissertation addresses some of the 
aforementioned areas in prior ISS research on moral considerations that may 
need further attention. Firstly, study of moral sensitivity shifts the focus from 
moral judgment component in the four-component model of moral behavior to 
moral sensitivity that could precede moral judgment. Secondly, this dissertation 
highlights the role of IT characteristics in moral considerations of users insofar as 
moral sensitivity is concerned. As discussed, attention to the role of IT 
characteristics has been largely absent in prior research. Furthermore, in 
examining affect in moral sensitivity, the dissertation highlights the roles of both 
affect and cognition, while prior research has been predominantly focused on 
cognition.  

4.1 Method 

In order to study moral sensitivity in ISS, a scenario approach is employed where 
respondents would listen to audio recordings of conversations between a 
protagonist and another user involving a morally relevant ISS dilemma. 
Respondents are then asked to imagine themselves in the shoes of the protagonist 
and answer a few questions. In each scenario, the protagonist is asked for a favor 
which could potentially lead to an ISS violation. To increase practical relevance, 
each scenario is developed based on the ISS policies where the study is conducted, 
and is delivered in two episodes. In episode one of each scenario, per guidelines 
provided by Vance and Siponen (2014), respondents receive information about a 
specific ISS activity and are informed that the activity in question would be a 
violation according to their ISS policy. In doing so, the stage is set for the dilemma 
itself in episode two.  



37 
 

This method is deemed suitable for several reasons. First, use of scenarios 
for examining ISS decision-making is common in the extant literature (Vance et 
al. 2015; Warkentin et al. 2011) as it allows contextualization of a situation and 
requires minimum effort from respondents (Guo et al. 2011; Vance et al. 2012). 
Additionally, respondents are required to take the role of the protagonist in the 
scenario which is particularly of value since moral sensitivity is known to be 
associated with one’s role-taking abilities (Myyry and Helkama 2002). 
Interpretation of the scenarios and the moral issues therein is left to the 
respondents as the dilemmas are not characterized as hypothetical moral 
situations, but practically relevant ISS situations. Lastly, audio recordings have 
been shown to elicit sufficient data to allow examination of moral sensitivity 
(Bebeau et al. 1985; Volker 1984). 

4.1.1 Development of scenarios 

In order to develop the scenarios1, first the ISS policies of the two large Nordic 
universities at which the study was conducted were examined. With due 
attention to the terms of the policies and the roles of the potential respondents 
within these settings, seven distinct scenarios relevant to each role were 
developed. Given the characteristics of the research settings, three different roles 
were considered for the potential respondents, namely, researchers, 
administration staff, and students. Scenarios were developed with due 
consideration of the IT resources available to, and the job descriptions and 
assignments of an individual in each role and situations that could lead to 
exposure of such resources. Realism of the scenarios were examined when audio 
recordings were in development. For each role a unique password sharing 
scenario, and an access sharing scenario was developed. For the researcher role, 
an extra email security scenario was also developed, as according to their role 
researchers in research settings had to frequently handle emails from unknown 
sources outside the organization that they could not simply ignore. This was not 
the case for the student and the administration staff roles, therefore, a 
corresponding email scenario was not developed for them. A brief synopsis of 
each of the scenarios is provided in Table 3.  

TABLE 3  Summary of developed scenarios 

Respond-
ent Role 

Scenario type 
{ISS Property} 

Synopsis 

Research-
ers 

Access sharing 
{Availability, 
Confidentiality, 
Integrity} 

Pekkonen is a researcher with access to a server for pro-
cessing large datasets. Permission to use the computa-
tional resources of the server are provided to Pekkonen 
based on their project proposal. Another researcher who 
also works with large datasets but does not have access 
to the server offers a potential collaboration opportunity 
if Pekkonen can upload a dataset and run a script on the 
server.  

                                                
1 Audio recordings are available from https://kyberper.github.io/kyberper/ 

https://kyberper.github.io/kyberper/


38 
 

Password shar-
ing  
{Confidential-
ity, 
Integrity} 
 

Smith is a researcher who is also responsible for grading 
students in a university course before a deadline set by 
the faculty. Smith has access to student personal infor-
mation and data from research participants on their lap-
top. In an incident, Smith injures their back and has to 
leave their laptop at the office. Smith receives a call from 
the faculty office asking her to either submit the grades 
or find another way. One suggestion is to share their 
password with the faculty office. 

Email security 
{Confidential-
ity, 
Integrity} 

Williamson is a researcher at the university whose posi-
tion requires them to supervise potential doctoral candi-
dates. Williamson has access to student personal infor-
mation as well as research data collected from partici-
pants. Williamson gets an email that looks like it is from 
a good doctoral candidate, however, the attached docu-
ments are sent in an unfamiliar format and the email ad-
dress is a pseudonym. 

Admin-
istration 
staff 

Access sharing 
{Confidential-
ity, 
Integrity} 
 

Pekkonen is a member of administration staff at the uni-
versity who does a lot of remote work from home. Pek-
konen is working on their laptop when a colleague ar-
rives to pay them a housewarming visit. Pekkonen 
leaves the laptop to go prepare coffee when the col-
league asks to use their laptop to show them a video 
about remote working. 

Password shar-
ing 
{Confidential-
ity, 
Integrity} 

Smith is a member of administration staff at the univer-
sity whose responsibilities involve assisting lecturers 
with study matters such as grading. In an incident, 
Smith injures their back and has to leave their laptop at 
the office. A lecturer contacts Smith and asks for assis-
tance with modifying student grades as it is only Smith 
who has access privileges for modification. One sugges-
tion is to share their password and allow the lecturer to 
modify the grades. 

Students Access sharing 
{Availability} 

Williamson is a student at the university and is provided 
with one of a few licenses available for a development 
tool in order to work on a project. A friend of William-
son’s could use the tool for delivering her course project 
but is not provided with a license as their work is con-
sidered low priority. The friend asks Williamson to al-
low them to use their license and access the tool. 

Password shar-
ing 
{Confidential-
ity, 
Integrity} 

Pekkonen is a Master’s student who in preparation for 
their thesis has collected and stored data from research 
participants on their university cloud storage account. 
Pekkonen also keeps a group assignment file on the 
same cloud storage account and is supposed to send that 
file to their group-mates for submission before a dead-
line. An incident happens where as the deadline ap-
proaches, Pekkonen is stuck on the road without access 
to the cloud. A group-mate calls and asks for Pekkonen’s 
share of the group assignment. One suggestion is to 
share the password to the cloud and allow the group-
mate to take the file. 
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4.1.2 Development of audio recordings 

In order to develop the audio recordings from the developed scenarios, we 
developed scripts of conversations between a protagonist and another user (a 
friend, a student, or a colleague). These scripts were read by English-speaking 
voice actors and recorded. None of the researchers were involved in voice acting 
in order to make sure that the respondents would not associate them with the 
characters in the audio recordings. The recordings were available only in English. 
This was deemed acceptable as the research settings represented highly 
international environments where English was commonly spoken by potential 
respondents. 

Even though potential respondents in the research settings were required 
to know and comply with the their organizational ISS policies, in order to make 
sure that the respondents were aware of what counted as an ISS violation 
(Siponen and Vance 2014), we included the relevant terms of the policy in episode 
one of each audio recording. Moreover, considering the variation in the type of 
information and other resources accessible to different respondents based on 
their roles, in episode one we outlined examples of the type of information or 
resource that was at risk. For instance, in the password sharing scenario 
developed for the researcher role, it was mentioned that the protagonist had 
access to personal information of students and research participants.  

Development of the audio recordings was done with due respect to (1) 
brevity, and understandability, (2) realism relative to the respondent’s role, (3) 
absence of unintended moral issues and (4) absence of inadvertent tip-offs 
regarding the moral issues. These were considered according to a list of 
requirements laid out by Sparks (2015) for a scenario to be effective in 
investigating moral sensitivity. In order to evaluate whether the developed audio 
recordings satisfied the aforementioned requirements, ten experts on ISS, 
psychology, criminology and information systems consisting of professors, post-
doctoral fellows and doctoral candidates were approached for evaluation. 
Evaluators considered the records sufficiently brief and understandable to avoid 
respondent fatigue. Scenarios were considered realistic and in some cases the 
evaluators reported their personal experiences of similar situations. 
Additionally, the evaluators confirmed the absence of unintended moral issues 
or inadvertent tip-offs. However, based on suggestions made by the evaluators, 
references to male/female pronouns and first names of the characters were 
removed from the scenarios in order to remove the possibility of potential gender 
bias.  

4.1.3 Development of the scoring system 

In order to examine moral sensitivity of the respondents for a given scenario, 
there was a need to develop a moral sensitivity scoring system. Several distinct 
moral sensitivity scoring systems have been reported in the literature based on 
theoretical conceptualization of moral sensitivity. Sparks (2015), for instance, 
summed up the number of moral issues identified by a respondent in a job-
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hunting dilemma as the moral sensitivity score. Bebeau et al. (1985) developed a 
scoring system in the dentistry context based on sensitivity toward the 
characteristics of a patient and awareness of actions that serve the rights of others. 
Myyry and Helkama (2002), on the other hand, developed a scoring system in 
the professional social work context based on identification of special 
characteristics of the people involved, as well as their rights, and responsibilities.  

With such scoring systems in mind and considering that in an ISS context 
—unlike the dentistry or the social work contexts— parties involved might not 
be easily identifiable (Siponen and Vance 2010), the scoring system for sensitivity 
toward moral issues in ISS was developed. This scoring system is based on two 
classes: 

1) awareness of parties involved and their rights with respect to well-known 
ISS concerns, namely: availability, confidentiality and integrity (the Party 
and Consequences Class, PCC),  

2) awareness of the courses of action that could protect ISS rights (the Course 
of Action Class, CAC).  

Simply put, the PCC class addresses respondents’ understanding of the potential 
harm associated with an ISS decision, while the CAC class addresses 
understanding of possible means to avoid that harm. 

Since the focus of the dissertation is sensitivity toward moral issues in an 
ISS dilemma, this classification focuses only on parties involved in terms of ISS 
concerns. Incidentally, this means that awareness of the person asking for a favor 
in each dilemma was not scored as they were designed in the scenarios in a 
manner that their rights to availability, confidentiality and integrity were 
unharmed and they were not responsible for an ISS decision in any capacity. 
Furthermore, awareness of rights of the parties involved in each scenario was 
assessed in terms of awareness of ISS consequences. For instance, right to 
availability of computational resources was assessed as the awareness that 
misuse of computational resources would delay or impede authorized users from 
access to the same resources. In this dissertation, the term ‘party’ denotes parties 
involved in terms of ISS concerns and ‘consequence’ denotes ISS consequences 
unless otherwise specified. 

Since each of the developed scenarios exhibited different characteristics, 
first a different set of items within each class was developed for each scenario, 
blind to data. This led to the development of a scoring template for each scenario. 
Table 4 reflects an example of such a scoring template for one of the scenarios. 
Each item in the PCC class consisted of an affected party and the consequence for 
that party and each item in the CAC class consisted of a course of action. In this 
manner, each item in the PCC class was assessed on a three-point scale (0 = no 
awareness, 1= awareness of the party but not the consequence, 2= complete 
awareness) and each item in the CAC class was assessed on a two-point scale (0 
= no awareness, 1= complete awareness).  
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TABLE 4  A scoring template example 

 Class 1: awareness of parties in-
volved and their rights with re-
spect to availability, confidential-
ity and integrity (the PCC class) 

Class 2: awareness of the party re-
sponsible and the course of action 
that could protect such rights (the 
CAC class) 

Party in-
volved 

Rights of parties involved Scale Course of action Scale 

Oneself Compromising personal ac-
count/data/ info 

2 Refuse & accept responsibility 1 

Institute Exposing assets, IP, & infra-
structure 

2 Technical solution  1 

Users in 
server queue 

Delays/troubles other peo-
ple's work 

2 Launch an official collabora-
tion 

1 

Server users Reveal/manipulate private 
information 

2 
 

Get IT support (such as neces-
sary equipment) 

1 
 

 
The moral sensitivity of a respondent for a given scenario was then calculated as 
the ratio of the sum of their scores for each item to the overall score possible in 
that scenario. Assessing the moral sensitivity score as a standardized ratio 
between 0 and 1 allowed standard assessment of scores between different 
scenarios as each scenario enjoyed a unique set of characteristics and, 
subsequently, a distinct overall score. In addition to moral sensitivity scores, each 
respondents’ average score for each class (the average PCC score and the average 
CAC score) was also calculated as the sum of their scores for each item in that 
class divided by the overall number of items to allow examination of 
respondents’ sensitivity in either class. Table 5 shows how each respondent’s 
scores for a given scenario was calculated based on a given template. 

TABLE 5  Scoring formulas 

Respondent score Calculation Formula 
Moral sensitivity 
score 

(Sum of scores for all items)/(Total possible score) 

Average PCC score (Sum of scores for PCC items)/(Overall number of PCC items) 
Average CAC score (Sum of scores for CAC items)/(Overall number of CAC items) 

4.1.4 Data collection 

Moral sensitivity relies on the interpretation abilities of an individual and, 
therefore, any references to morality and ethics during data collection could 
prime respondents and trigger their sensitivity. This has led previous research to 
examine moral sensitivity using either interviews or open-ended written 
responses (Bebeau et al. 1985; Jordan 2007; Myyry and Helkama 2002; Sparks 
2015; Sparks and Hunt 1998). Use of such methods allows the researcher to 
examine respondents’ interpretation of a given scenario without instructing them 
to choose between parties, consequences or courses of action that might be 
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relevant in a scenario. In this respect, both methods were considered suitable for 
this study. However, since interviews involve interaction between an interviewer 
and a respondent, interview respondents may experience higher engagement 
with a given scenario, and, subsequently, they might examine the scenario in 
further detail than those who are less engaged. In order to account for and 
examine such potential engagement effect, in this study, data was collected from 
three groups. The no engagement group (N=17) who received all the questions 
in written form at once and were asked to return their answers in 1-2 pages in 
written form. The low engagement group (N=16) who participated in one-on-one 
interviews in which no questions were asked regarding the parties involved and 
consequences. And lastly, the high engagement group (N=7) who attended one-
on-one interviews in which, in addition to questions answered by the other two 
groups, were specifically asked to identify parties involved and consequences. 

In line with the design of the scenarios, respondents consisted of 
researchers, administration staff members and students from two large Nordic 
universities. Interview respondents (both low and high engagement groups) 
were from a variety of backgrounds and professional fields. Written responses 
were collected as a voluntary pre-course assignment from graduate management 
and business students who were also part-time working professionals.  

Recruitment for interviews took place by posting study participation 
invitations in online newsletters as well as by reaching university networks via 
emails. Additionally, the snowballing technique was used whereby each 
respondent was asked to forward the participation invitation to their colleagues 
and friends. The participation invitations described the aim of the study as 
examination of users’ perceptions of ISS dilemmas and avoided any terms related 
to moral notions such as ethics, fairness, and harm. After the interview, and upon 
request, the aim of the study was further explained to the respondents as 
examination of moral sensitivity in ISS dilemmas.  

Since ISS could be a sensitive issue within an organization, a number of 
measures were taken to avoid potential bias. To this end, participation invitation 
for all respondents explicitly stressed that responses were anonymous, there 
were no correct/incorrect answers to the scenarios and that the researchers were 
not associated with the decision-making bodies at the research settings. 
Additionally, no personal data such as age, gender, field of work/study were 
collected from the respondents. Each respondent listened to one to three 
scenarios depending on the relevance of the scenarios to their role. 

During data collection, all respondents were given the chance to listen to 
the audio recordings as many times as they wished. Furthermore, the transcript 
of the conversations in the audio recording were also provided to the 
respondents. Despite satisfaction with the understandability of the audio 
recordings, this measure was taken to make sure the audio recordings were fully 
understandable to non-native English speakers, or those with hearing problems. 
Respondents commonly made use of the transcripts. Overall, 88 responses to the 
scenarios were collected. As Table 6 shows, the highest share of the responses 
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went to the password scenario type, followed by the access scenario type and 
email scenario type, respectively. 

All respondents were asked to first listen to episode 1 and then episode 2. 
After listening to audio recordings for a scenario, each respondent was asked to 
take the role of the protagonist and answer a number of probing questions. Data 
collection from interview respondents was conducted primarily online, with a 
total of seven interviews across both low and high engagement groups conducted 
in person at the premises of the research settings. Interviews in the low 
engagement group for a given scenario lasted between 7 to 21 minutes. In the 
high engagement group, interviews lasted between 5 to 13 minutes. Data 
collection from written respondents, on the other hand, was fully online and this 
group of respondents were given one week to return their responses. 

Respondents in the no engagement group and low engagement group were 
asked, in order, to explain  

1) what happened in the scenario,  
2) how they felt about the situation,  
3) what issues needed to be taken into consideration,  
4) what could be done.  

In addition to these probes, the high engagement group were asked to identify 
the parties involved, why they thought a course of action was appropriate and 
what arguments could be made against their decision. Specifically, the high 
engagement group was asked to explain  

1) what happened in the scenario,  
2) how they felt about the situation,  
3) who were the parties involved,  
4) what issues needed to be taken into consideration,  
5) what could be done,  
6) why they thought a course of action was appropriate,  
7) what arguments could be made against their decision.  

These questions were asked in the order outlined above from each group. 
However, in both the low engagement and high engagement groups, follow-up 
questions may have been asked to clarify responses. In the no engagement group, 
asking follow-up questions was not possible as responses were in written form. 
At no time during data collection was any reference to morality, IT artifacts, or 
any specific emotions made. In other words, there were no questions asked about 
morality, or perceptions of IT characteristics, and the one question about users’ 
affective responses (i.e. how they felt) was open-ended without using a specific 
scale. However, if during an interview, a respondent addressed morality, IT 
artifacts, or specific emotions, further follow-up questions such as “Could you 
please elaborate what you mean by morality?” were asked.  
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TABLE 6  Data collected per group of respondents per scenario 

Respondent 
role Scenario type 

No 
engagement 

Low 
engagement 

High 
engagement Total 

Researchers Access sharing 
Password sharing 
Email security 

0 
0 
0 

10 
9 
9 

0 
7 
7 

10 
16 
16 

Administra-
tion staff 

Access sharing 
Password sharing 

0 
0 

3 
3 

0 
0 

3 
3 

Students Access sharing 
Password sharing 

17 
17 

3 
3 

0 
0 

20 
20 

Total per 
scenario 
type 

Access sharing 
Password sharing 
Email security 

17 
17 
0 

16 
15 
9 

0 
7 
7 

33 
39 
16 

Total All scenarios 34 40 14 88 

4.1.5 Analysis 

Analysis of the responses consisted of the content analysis of text data (Lacity 
and Janson 1994) as well as analysis of elapsed time. Evaluation of the outcome 
of the content analysis and elapsed time analysis was performed using Kernel 
Density Estimation method (Silverman 1986) and correlation analysis 
(Pearson’s r). 

4.1.5.1 Content analysis 

After transcription, interview responses as well as written responses were 
analyzed as text data using content analysis (Lacity and Janson 1994). First, a set 
of predefined code categories was developed which was primarily based on the 
items in the PCC and the CAC classes of the scoring system. These code 
categories consisted of parties involved, consequences, courses of action, IT 
characteristics, and affective responses. Each of these code categories consisted 
of several subcategories. For instance, the code category known as parties 
involved included subcategories such as the decision-maker, the institute or its 
representatives, and third parties such as the personal information owners, or the 
others users. The code category named Consequences consisted of the codes such 
as compromising personal accounts, exposing assets, intellectual property and IT 
infrastructure, revealing/manipulating personal/sensitive information, and 
delaying other users’ work. Since the parties involved, consequences, and 
courses of action code categories and their subcategories were informed by the 
scoring system which was itself based on the theoretical conceptualization moral 
sensitivity, these code categories were instrumental in scoring moral sensitivity. 
In effect, these code categories provided the information to score respondents’ 
moral sensitivity, average PCC and average CAC for a given scenario using the 
scoring template. 

IT characteristics and affective responses were included as code categories 
in the content analysis in order to examine the role of IT and the role of affect in 
moral sensitivity. Subcategories considered for IT characteristics were based on 
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characteristics conceptualized in Section 4 such as non-excludability, 
reproducibility (Johnson 2009), interconnectedness (Chatterjee et al. 2015), 
anonymity (Zhang et al. 2006), and distance (Friedman 1997). As for affective 
responses, subcategories considered were moral emotions (Haidt 2003) such as 
empathy, and guilt. Empathy is known as an affective response congruent with 
that of another person that comes from understanding the other person’s 
suffering, emotional state or condition (Eisenberg and Miller 1987). Guilt is 
closely related to empathy and is experienced due to moral transgressions 
(Tangney et al. 1996) particularly when others’ welfare or suffering is of concern 
(Haidt 2003). Further subcategories for both categories, however, emerged from 
the data during coding. In order to evaluate the role of IT characteristics, and 
affective responses in understanding of harm in ISS scenarios, the relationship 
between expressions of IT characteristics and affective responses with 
expressions of parties involved, and/or consequences was examined, that is, the 
first time that a respondent recognized a party or a consequence. This analysis 
was then followed by the correlation analysis with moral sensitivity scores, 
average PCC scores and average CAC scores.  

Content analysis also involved analysis of unrecognized categories and 
subcategories. The goal was to allow for new categories to emerge from the data 
if they were distinctly different from the predefined ones. New subcategories 
emerged as a function of recurring patterns with similar conceptualization after 
multiple readings of the data and the parts of the text that were coded as 
unrecognized. In this study, we only report the newly found subcategories that 
were mentioned by respondents at least five times. After careful analysis and 
comparison of subcategories, this exercise led to emergence of two new 
categories and several subcategories for IT characteristics and affective 
responses.  

One category that emerged during the analysis was ‘legal/contractual and 
reputational consequences’. This category marked respondents’ expressions of 
the legal or contractual troubles (such as punishment) or the loss of reputation 
imposed on the parties involved due to a given ISS violation. This category was 
different from the consequences category that involved only ISS consequences. 
Another code category discovered was the ‘immediate action’ category. 
Immediate action emerged as a category distinct from the course of action 
category for two reasons. (1) Unlike the course of action category which could 
protect the rights of the parties involved while resolving the dilemma, immediate 
action appeared as the utterance of simple reject/accept reactions to the dilemma 
which could not in itself resolve the dilemma. These reject/accept decisions were 
sometimes followed up by a course of action to resolve the dilemma. (2) 
Immediate action category marked an immediate utterance of a decision that 
followed respondents’ explanations of a given dilemma irrespective of the 
interviewer’s questions. The new subcategories that emerged from the data 
recognized new IT characteristics and affective responses and will be discussed 
in their respective results sections. 
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In order to examine the reliability of the coding, the content analysis also 
involved inter-coder reliability analysis. After initial coding of the data, a second 
coder coded 12 random scenarios from five different respondents. The analysis 
included the code categories parties involved, consequences, and courses of 
action. The inter-coder reliability reflected an acceptable 80.9 % agreement, and 
a value of 0.861 for Krippendorff’s Cu-α. This reliability analysis did not include 
IT characteristics or affective responses since these code categories mostly 
emerged from the data after the first round of coding. In order to test the 
reliability of these code categories, first the IT characteristics and affective 
responses that emerged from the data were defined and along with the 
expressions from the respondents were sent to a second coder. The second coder 
examined the codes and organized them according to the definitions. Overall, 
this analysis yielded an agreement of 90.4% between the two coders. 

4.1.5.2 Elapsed time analysis 

As discussed previously, the content analysis led to identification of immediate 
action as a code category marking a recurring pattern in which a respondent 
would provide an immediate reject/accept reaction to a dilemma. Initial 
examination of the data from interview respondents suggested that this 
immediate action occurred very early on in a given interview, and often preceded 
text data where most parties involved, consequences as well as legal and 
reputational consequences were identified. Furthermore, in a number of cases, 
respondents tended to change their preference for this immediate action by the 
time the interview was reaching its conclusion. Recurrence of this pattern 
appeared to suggest that there was an element of time involved in moral 
sensitivity, particularly in relation to one’s ISS decision in a scenario. This matter 
led to examination of elapsed time in each interview. 

To this end, all interview data were re-examined, and the times of utterance 
of immediate actions as well as every first utterance of a party involved, 
consequence, and legal, reputational consequence and expressions of IT 
characteristics were recorded for further analysis. In this manner, a time series 
was developed for each of the mentioned code categories, the starting point of 
which was the start of the interview for a given scenario. Utterances of affective 
responses were not included in this analysis since respondents were specifically 
asked during the interviews how they felt. This raised the issue that expressions 
of affective responses were biased to appear as a response to this question. 

Elapsed time analysis was conducted only on interview responses and not 
on written responses as time could be irrelevant in writing and we could not 
ensure that written responses reflected immediate reactions, thoughts and 
observations of the respondents. Furthermore, the analysis was conducted on 
two groups of interviews: (1) the low engagement group where interviews 
tended to be longer and no direct questions regarding parties involved and 
consequences were asked and (2) the high engagement group where interviews 
tended to be shorter and questions were more direct. Distinguishing between 
these groups was necessary in the analysis as the structure of the interview and 
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questions asked tended to be slightly different (see Section 5.1.4). Evaluation of 
the time series was performed using the kernel density estimation method 
(Silverman 1986) with a bandwidth of 60 seconds and a Gaussian kernel. 

4.1.5.3 Kernel Density Estimation (KDE) 

KDE is a method that allows estimation of probability densities and produces the 
probability density curve of a variable (Silverman 1986). KDE was used in this 
study to evaluate the results of elapsed time analysis and moral sensitivity scores. 
In KDE, individual occurrences of a phenomenon (such as utterances of 
consequences in time or one’s moral sensitivity score) are represented by a so 
called “kernel” (rectangular, Gaussian, etc.) along a line (for instance elapsed 
time or moral sensitivity scale). A KDE curve is produced when these kernels are 
stacked on top of each other according to a certain width on the given line. This 
width is known as the bandwidth (Silverman 1986). 

The choice of the bandwidth has an impact on the smoothness of the 
produced curve. Too small a bandwidth could produce an under-smooth curve 
with too many data peaks, while too big a bandwidth could result in an over-
smooth curve which provides little information about the phenomenon under 
investigation. KDE is considered ideal for investigation of mutual information 
between time series (Moon et al. 1995).  

In this study, for the purposes of elapsed time analysis, a bandwidth of 60 
seconds was chosen to represent respondents’ utterances within one minute. As 
for the analysis of moral sensitivity scores, a bandwidth of 0.1 was chosen to 
represent an incremental scoring range for moral sensitivity ratio. The chosen 
bandwidths appeared to be suitable as they appropriately highlighted important 
peaks in the data without hiding valuable information. The peaks of the KDE 
curve in the elapsed time analysis conducted in this study represent times when 
respondents’ expressions of a subcategory overlaps the most. The peaks of the 
curve in the analysis of moral sensitivity scores, on the other hand, represent the 
most likely scores. 

4.2 Results 

Analysis of the responses showed a positive skew in the distribution of moral 
sensitivity scores, that is, users’ moral sensitivity scores tended to be relatively 
high. Furthermore, the results unearthed the IT characteristics that users tend to 
take into consideration in their examination of ISS decisions. In regards to 
affective responses, a standout discovery was the absence of expression of moral 
emotions toward individuals or entities whose information assets could be 
exposed. Furthermore, our results showed that moral sensitivity might be related 
to the time spent reflecting on a given scenario. 
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4.2.1 Moral sensitivity in ISS  

In order to examine respondents’ sensitivity toward moral issues in a given 
scenario, their understanding of moral issues in terms of parties involved, 
consequences for the parties involved and the courses of action that could protect 
those involved was investigated. This was achieved through content analysis of 
expressions of the respondents, and scored based on the scoring template for 
each given scenario. Doing so allowed us to examine sensitivity toward moral 
issues without relying on respondents’ ability to consciously verbalize each 
dilemma in moral terms. However, in a few cases —both during the interviews 
as well as in written responses— respondents explicitly referred to notions such 
as “morality”, “rightness”, “ethicality”, “fairness” and “harm”. In one such case, 
for instance, a respondent underlined her concerns about sharing access to a 
development tool. 

I can’t really think of a circumstance that I would give [access to] the tool to her. 
Because, I take it very seriously that there are tools and platforms and that have 
information that can’t just be accessed by anyone. And, I mean, it would get me in 
trouble and it would be morally incorrect to do that. 

While these cases seemed to indicate that at least some respondents were 
conscious about the moral relevance of a scenario, they were often hard pressed 
to explain what they meant and what the moral relevance of the scenario was. 
For instance, in interviews where we had the chance to probe the respondents 
with follow-up questions, one respondent backtracked on using the term ethical 
and explained “I think, I just used the word loosely”. In other cases, interview 
respondents seemed to be lost for words and seemed confused. For example, the 
respondent who characterized sharing access to a development tool as morally 
incorrect, seemed unable to describe the moral issue. 

Because I’ve been told not to and just because I feel some sort of compassion or 
something for the person, it’s, hmmm, ok, well, morally, I guess you would feel like 
it’s correct, but in reality that’s not a valid reason for something like this. 

Such characterization indicated that even though some respondents may have 
been aware of an underlying moral issue in a given scenario, moral sensitivity in 
ISS decisions remained largely a nonconscious affair. In that respect, as Figure 2 
and Table 7 show, when all scenarios were considered, moral sensitivity is 
normally distributed and respondents seemed to have relatively high sensitivity 
toward moral issues in the scenarios. As Table 7 indicates, there were negligible 
variations in respondents’ moral sensitivity toward scenarios across scenario 
types (password, access, or email).  
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TABLE 7  Statistics for moral sensitivity scores 

Scenarios Descriptive statistics Kolmogorov K-S test  
All scenarios Min=0.2, Max=0.9, N=88, mean=0.59, 

standard deviation=0.14 
statistic=0.196, p=0.516 

Password scenarios Min=0.333, Max=0.9, N=39, 
mean=0.62, standard deviation=0.13 

statistic=0.104, p=0.790 

Email scenarios Min=0.2, Max=0.9, N=16, mean=0.58, 
standard deviation=0.16 

statistic=0.217, p=0.385 

Access scenarios Min=0.375, Max=0.875, N=33, 
mean=0.57, standard deviation= 0.13 

statistic=0.161, p=0.325 

 

 

FIGURE 2  Density plot for moral sensitivity scores (all groups) 

Given that the data collection method in this study consisted of three groups, 
namely: no engagement group (written responses), low engagement group 
(interviews), and high engagement group (interviews), we examined whether the 
distributions changed based on the level of engagement. Overall, the outcome of 
splitting the data based on the engagement groups (Figure 3, 4, and 5) did not 
indicate a notable shift in the distribution, even though the scores for the 
password scenarios in the no engagement group appear to be slightly higher than 
that of other groups. These results suggest that the method of data collection and 
the level of engagement did not trigger different levels of moral sensitivity in the 
respondents. However, considering that splitting the data reduced the number 
of observations in each group, some observations became more pronounced as 
in the email scenarios, for both low and high engagement.  
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FIGURE 3  Density plot for no engagement group 

 

FIGURE 4  Density plot for low engagement group 

 

FIGURE 5  Density plot for high engagement group 
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4.2.2 Role of IT characteristics 

Respondents referred to several IT characteristics both during the interviews as 
well as in written responses. Overall, respondents referred to IT characteristics in 
48 instances: 33 instances in the low engagement group, 2 in the high engagement 
group and 13 in the no engagement group. Each instance represents a 
respondent’s expressions of high or low perception of a single IT characteristic 
for a given scenario. In some cases, a respondent mentioned more than one IT 
characteristic for a given scenario, however, their perception remained constant 
for a given IT characteristic in a given scenario. Most instances referred to IT 
characteristics in the access scenarios (56%), followed by the password scenarios 
(40%) and the email scenario (4%). Expressions of IT characteristics referred to 
included the non-excludability, limitability and verifiability of IT artifacts, as well 
as the interconnectedness and anonymity of interaction with IT artifacts.  

Table 8 shows the number of expressions of high and low perceptions for 
each IT characteristic. In order to examine whether perceptions of IT 
characteristics were related to respondents’ understanding of harm in ISS 
scenarios, we examined whether such expressions led respondents to recognize 
new parties involved, and new consequences (the PCC class). This analysis was 
not performed on written responses as in such responses the occurrence of codes 
did not indicate immediacy between perceptions of IT and recognition of parties, 
consequences, or actions.  

TABLE 8  Instances of expressions of IT characteristics 

IT characteristic Instances of high/low perception 
Non-excludability (high) 2, (low) 4 
Limitability (high) 13, (low) 3 
Verifiability (high) 1, (low) 4 
Interconnectedness (high) 13, (low) 0 
Anonymity (high) 3, (low) 5 

4.2.2.1 Non-excludability 

Known as the quality of an IT artifact whereby consumption by one party does 
not remove access of others who wish to use the same artifact (Sinha and Mandel 
2008), non-excludability was often expressed by the respondents. Non-
excludability was expressed solely in access scenarios regarding sharing access 
to a development tool with an organizational license or analyzing a dataset on an 
organizational server. Perceptions of high non-excludability coincided with 
statements of harmlessness while perceptions of low non-excludability in all 
cases led to recognition of new parties, and new consequences. 

(High) An example of high non-excludability perceived by a respondent 
occurred with respect to a scenario of sharing access to a development tool. In 
this case, the respondent expressed their understanding of electronic resources 
as “unlimited” and argued that such a quality means their decision to share 
access would not carry “real-life” consequences. This example represents high 
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non-excludability as the respondent assumed sharing the access with another 
user would not remove access from other license users. 

It would be unreasonable to not let her use [the license] only because of, not actual, 
not real life reasons or consequences, but out of like protocol, rules… If I was him, 
I probably would know, like, if it used up some bandwidth or some resources because 
usually (sic) electronical resources don’t. They are basically unlimited… If you let 
her use this license, is it gonna cost one of those license users their bandwidth or 
something? Is it gonna take something away from them or not? But, I assume that 
it wouldn’t. 

(Low) On the other hand, some respondents perceived the IT artifact as 
excludable (low non-excludability). For instance, in response to the same scenario, 
another respondent expressed their understanding of access to the tool as 
excludable “since the systems won’t work” otherwise and it is reserved for 
specific groups of users. In this instance, the respondent’s perception of low non-
excludability led them to first-time recognition of other license users as a party 
in the dilemma as well as the potential delaying or troubling effect of sharing the 
access to the license for other authorized users.  

What I understood is that they can’t give access to everyone since, like, the system 
can’t work if there are a lot of people using it. And, they also want, like, to give it 
to those who actually need it and can use it. 

4.2.2.2 Verifiability 

This quality emerged during analysis of the data and refers to the possibility of 
inspecting, and understanding the nature and purpose of an IT artifact such as 
computer code or data. This quality was solely stressed upon in a scenario about 
access to organizational server resources. While perception of high verifiability 
led to statements of harmlessness, perceptions of low verifiability in all 
interviews led to recognition of new parties, and/or consequences. 

(High) For instance, while discussing a scenario about running someone 
else’s computer code and dataset on an organizational server, one respondent 
referred to the degree of understandability of the code, and implied harmlessness 
of the situation if the code was “layman” enough, and could be verified. 

[I]f it’s the kind of [code and dataset] that is easily trustable, it looks layman enough, 
I understand what it’s all about, I’ll probably just do it. 

(Low) On the contrary, discussing the same scenario, another respondent 
expressed low perception of verifiability when talking about the dataset and 
expressed concern that a dataset could be of ambiguous nature and from an 
unknown source. This expression of concern involved recognition of “scientists” 
and other organizational users who had not been identified up to that point in 
the interview. 
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You can’t have external people running their datasets through your piece of 
equipment, for scientists in your organization. Because, a dataset is, what the h**l 
is a dataset? It can be a lot of things, it be, you know, who knows what that is, it 
could be illegal information from an external source, it could not be, but it could be 
just nonsense. 

4.2.2.3 Interconnectedness 

This quality stresses the networked nature of IT operations and the domino effect 
that IT could introduce to ISS decisions. Most expressions of interconnectedness 
took place in the password scenarios where respondents envisaged a network of 
systems that could be exposed. Respondents only expressed high perceptions of 
interconnectedness and no expression of low interconnectedness was observed. 
All expressions of high interconnectedness led to recognition of new parties, 
and/or consequences. One such case was a respondent who referred to the 
interconnections between their laptop and other databases and systems. The 
respondent went on to argue that sharing their laptop’s password with another 
user could by consequence expose all these databases and systems and 
underscored their responsibility with regard to protection of such systems. 

Well, on my laptop there are several, [anonymized] databases and all sorts that have 
very restricted access. And I use the save-password for many of those. So, if 
somebody could access my laptop, they could then access those databases and it’s 
my responsibility to make sure that that doesn’t happen. 

Such concerns were expressed with respect to email security as well. One 
respondent highlighted the high interconnectedness of their email credentials to 
other systems due to the Single Sign-On technology and in doing so recognized 
the institute as a party and the potential exposure of other systems as 
consequence. 

[As] I’m working at the university my passwords and the login information is for 
many other systems as well, not only email, and if those are distributed or sent back 
to the file sender, then all the other systems might be in danger as well. 

4.2.2.4 Anonymity 

Several respondents in different scenarios mentioned the (im)possibility of an ISS 
decision tracing back to them. Anonymity was expressed in all three scenario 
types. Those who expressed low perception for anonymity in all cases, except 
one, went on to identify a party, and/or a consequence they had not considered 
before. In the one exception, the respondent merely pointed out the legal 
consequence of running someone else’s computer code on an organizational 
server. On the other hand, expressions of perceptions of high anonymity either 
coincided with statements of harmlessness or did not lead to recognition of any 
new parties, or consequences. 
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(High) For example, in one instance, a respondent characterized the act of 
sharing their password with another user as anonymous and therefore, a fairly 
harmless decision.  

It’s a very delicate thing that I would have to share my password, which is 
uncomfortable. It is specially (sic) uncomfortable because it is possible! No one will 
notice, and probably, if I fairly trust in this other person that I give the password 
[to], probably, nothing will go wrong. 

(Low) On the other hand, in response to a scenario about email security, another 
user perceived low anonymity in opening suspicious attachments and expressed 
their wish to do “right”. This wish to do “right” involved identification of people 
whose personal information they had access to. 

I do handle information that involves people… I kind of feel like there’s a genuine 
issue out there [with opening email attachments from unknown sources] and that I 
can possibly be caught. Not necessarily that it might be about to be happening but 
I think if, there is an audit, and I get caught then I’m in trouble. So, it’s more about 
covering my tracks. So, I’m worried about me doing things rightly.  

4.2.2.5 Limitability 

Limitability was another quality of IT artifact that emerged from the data. It refers 
to perceptions of respondents regarding the possibility of limiting the extent of 
access privileges granted to another user for a specific IT artifact. Limitability was 
expressed in both password as well as access scenarios. This quality was often 
expressed when respondents tried to compare sharing access to an artifact with 
sharing password to that artifact. In doing so, multiple respondents stressed the 
possibility to limit access privileges to another user if instead of password only 
access was shared: “Sharing the login seems very risky, as he does not know what 
she will do with the tool. Instead, he could let her use the tool under his 
supervision”. 

Limitability was also expressed when respondents stressed the possibility 
of setting restrictions for different groups of users of an IT artifact. In such cases, 
respondents stressed that an IT artifact such as a “system” is limitable insofar as 
no extra privileges are granted to another user with similar access privileges 
upon sharing the password or access. In one such case, a respondent argued “[i]f 
it’s a colleague that does the similar things as I do, they would have access to the 
same systems. It wouldn’t be an issue”. 

(High) Perceptions of high limitability in all cases led to statements of 
harmlessness. An example of high limitability was when a respondent 
mentioned that allowing someone to use her computer would be less of an issue 
compared to sharing their password since access would be more limited. In this 
case, the respondent perceived their computer system as highly limitable as the 
other user would not be able to access their “files” or “systems”. This case did 
not lead to identification of any parties, or consequences; rather, it implied that 
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since action would be limited, letting someone use one’s computer would be 
relatively harmless. 

I mean using my computer wouldn’t require as much trust as revealing my 
password but still it would require some trust at least. And also if I knew that I had 
closed all my files and systems and information on the computer and it would be 
like a blank screen, that would lower my threshold of [sharing access for] using my 
computer. 

(Low) Perceptions of low limitability in one case (out of three) led to recognition 
of a new consequence. In this case, the respondent argued that they would not 
share their password with another user unless there was a system that made it 
possible to limit the access privileges granted using that password. In doing this 
the respondent underlined that the extent of access privileges granted to another 
user would not be limitable in the current system. This statement led the 
respondent to specify a consequence for the decision-maker as sharing one’s 
password would reveal their highly personal way of creating passwords in 
general. 

I have my own way how I create the passwords and if I share some examples of them, 
the whole system the whole formula might be known… if the system will allow us 
to have a second temporal password and if I really trust the person and really decide 
to allow the access for a limited period of time then the second password could work 
but no other way for me. At least I don’t see [it].  

In other two cases, respondent’s perception of low limitability did not lead to 
recognition of a new party, or a new consequence. However, in one such case the 
respondent reiterated a previously mentioned consequence and in doing so, 
emphasized that the extent of harm would be higher when the IT artifact is not 
limitable. In this case, the respondent compared the case of sharing their 
password to a cloud storage which they perceived as relatively highly limitable 
as opposed to their laptop, which they deemed to have low limitability. 

[I]t’s on the laptop [as opposed to cloud]! … No, no, no. It has to be super extreme 
[for me to share my password]… the quality of the information is different. So 
accessing the, my computer, could have more extensive damage in the worst case. 

4.2.2.6 Overview 

Analysis of interview responses showed that low or high perceptions of IT 
characteristics could lead to one’s recognition of parties involved and 
consequences. Expressions of low IT characteristics (LITC), consisting of low 
anonymity, low limitability, low verifiability, low non-excludability, and high 
interconnectedness, in almost all cases led to recognition of new parties involved, 
and/or new consequences for parties involved. On the other hand, utterances of 
high IT characteristics (HITC), consisting of high anonymity, high limitability, 
high verifiability and high non-excludability coincided with statements of 
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harmlessness, or did not lead to recognition of new parties and consequences. 
Given that moral sensitivity involves recognition of parties involved, 
consequences for the parties and possible courses of action, these results suggest 
that perceptions of IT characteristics could be related to one’s average PCC score, 
and, subsequently, their moral sensitivity: the more likely the users are to 
perceive LITC, the higher their moral sensitivity score.  

This relationship was examined by performing a correlation analysis 
between IT characteristics scores and moral sensitivity scores. To do so, the IT 
characteristics score for each respondent who mentioned an IT characteristic for 
a given scenario was calculated according to their expressions of LITC and HITC. 
Positive values of IT characteristics scores indicated that a respondent mentioned 
at least one LITC, while negative values indicated that the respondent mentioned 
at least one HITC. A value of zero indicated that a respondent expressed an equal 
number of LITC and HITC. Furthermore, we analyzed the correlation between 
IT characteristics scores and the average PCC scores and the average CAC scores.  

Table 9 shows the outcome of the correlation analysis. The correlation 
between IT characteristics scores and moral sensitivity scores was non-significant, 
providing no evidence of a relationship between perceptions of IT characteristics 
and moral sensitivity. However, as the results indicate, the average PCC scores 
were positively and significantly related to IT characteristics scores (at the p = 0.1 
level). The more likely the respondents were to express LITC, the more likely 
they were to recognize parties involved and consequences for those parties. 
Furthermore, the correlation between IT characteristics scores and the average 
CAC scores indicates a significant negative relationship. The more likely the 
respondents were to express LITC, the less likely they were to recognize possible 
courses of action.  

TABLE 9  Correlations for IT characteristics 

 Moral sensitivity 
score 

Average PCC score Average CAC score 

IT characteristics 
score 

(r = -0.039, p = 0.81) (r = 0.28, p = 0.10)+ (r = -0.34, p = 0.04)* 

 
These results indicate that the absence of a correlation between perceptions 

of IT characteristics and moral sensitivity scores could be due to respondents’ 
consideration of (or lack thereof) possible courses of action. After further 
examination and readings of the responses, it appeared that respondents who 
expressed at least one LITC predominantly made an immediate reject decision in 
response to a given dilemma (65%) and were rather fixated on that decision. For 
instance, when responding to a scenario about sharing access to an 
organizational server, a respondent who perceived datasets to be non-verifiable 
(low verifiability) started the interview by rejecting the request. 

I wouldn’t feel that much if I’m honest with you. I mean, you can’t do it. You just 
can’t do it, so I wouldn’t sweat over it too much. 
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Later on in the interview, when the interviewer asked how they would resolve 
the situation, the respondent repeated the same response without considering 
other possible courses of action. 

How would I handle it? Just write just explain, I would explain to them. I would 
think that if they’re my good friends and colleagues, they’re probably as aware of 
the guideline as I am. So, I’d make that clear, and if they are my good friend they 
would understand that I would have to say no. 

This fixation, therefore, seemed to have resulted in lower average CAC score for 
the participant which would subsequently also lower the moral sensitivity score. 
Appendix 2 provides further examples of expressions of IT characteristics. 

4.2.3 Role of affect 

Respondents never expressed any emotions towards parties whose information 
assets could be at risk such as the institute, other users or personal information 
owners, in any scenario. However, they commonly expressed empathy, and in 
some cases anger toward the individual asking for a favor in a given scenario. 
Expressions of feelings emerged primarily in access scenarios (81%) followed by 
password (12%) and email scenarios (8%). In only a single case did these 
expressions lead to recognition of new parties and/or consequences. In addition 
to their feelings toward the person asking for a favor, some respondents 
expressed their frustration, and anxiety regarding the dilemma in a given 
scenario. Feelings of frustration, and anxiety emerged mostly in password 
scenarios (49%), followed by access (38%) and email scenarios (13%). 

4.2.3.1 Empathy 

Empathy is known as an affective response congruent with that of another person 
that comes from understanding the other person’s suffering, emotional state or 
condition (Eisenberg and Miller 1987). Feelings of empathy were expressed when 
respondents put themselves in the shoes of the person asking for a favor in each 
scenario. Expressions of empathy emerged primarily in access scenarios (90%). 
In their expressions, respondents imagined the contextual details of the situation 
and examined alternative explanations that led a colleague, friend, acquaintance 
or student to ask for a favor. For instance, while discussing the email scenario 
one respondent noted that an email sent from a strange email address might not 
pose an ISS threat and considered the context in which an “unfortunate” student 
without the privileges of institutional affiliation was looking for an opportunity. 

I was thinking what if it’s not a scam. What if it’s just an unfortunate person that 
needs supervision and who doesn’t have an institutional address? That’s also 
possible. 
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Another respondent highlighted a context in which a “desperate” colleague who 
does not have access to an organizational server due to bureaucratic issues could 
be helped out. 

[I]f it was only the matter of access then I would probably still say no. But, it might 
be more, hmmm, it would depend on the context as well, like how desperate that 
person is for example. Is it really, because it can happen, I guess, in certain 
situations…. Because, I think that in any university and any company, it can 
happen that due to some bureaucratic issue you might end up not having access to 
whatever you need. 

4.2.3.2 Anger 

Anger is considered an emotion that may involve feelings such as irritation and 
annoyance to fury and rage (Lomas 2019). While anger is often viewed in a 
negative light, it is considered a moral emotion insofar as it is rooted in perceived 
transgressions and a demand for justice, particularly when the self is involved 
(Haidt 2003; Hutcherson and Gross 2011; Lomas 2019). Expressing anger towards 
the person asking for a favor occurred in both password and access scenarios. In 
these cases, respondents described the request as “selfish” or “inappropriate” 
and said such requests should not take place to begin with. It was in one such 
case that a respondent’s feeling toward the person asking for a favor led to 
recognition of new parties and consequences as the respondent explained why 
they felt the request was inappropriate. However, this pattern did not apply to 
other respondents who expressed their anger. 

[I would feel] rather irritated to be honest. I think, I would feel that it’s 
inappropriate to ask for username password and my details…. [the system] will 
have saved all sorts of passwords for other systems. Definitely student records that 
are not open for everybody but open for a certain number of people. 

4.2.3.3 Frustration 

Frustration could be characterized as an event-triggered emotion for which the 
cause of a goal-blocking event may be unknown and the circumstances may be 
beyond one’s control (Kuppens and Van Mechelen 2007; Roseman et al. 1990). 
Frustration is considered central to feeling anger (Kuppens and Van Mechelen 
2007).  

A few respondents expressed their frustration with the need to comply with 
ISS rules and requirements. These expressions of frustration seemed to indicate 
an underlying sense of alienation as respondents seemed to frame the problem 
as a matter of “us versus them”. For instance, one respondent stressed their 
frustration by questioning the “over-emphasis” on security in an access sharing 
scenario before concluding that “sometimes it causes more problems to people 
than benefits”. Another respondent showcased similar sentiments towards 
policies that prohibit sharing access with someone in need of help when they 
provided a “cynical” interpretation of access limitations, adding “it’s important 
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that not everyone can have access, because it helps to keep up the hierarchies”. 
The sense of alienation due to frustration was visible when a respondent 
lamented the skeptical perspective associated with email security, stressing how 
it made them feel as if there is everybody else and “then there’s you”. 

[T]aking the very, very skeptical perspective means that you probably have, you 
probably lose a lot, and it just means that you miss the opportunity to trust 
somebody you should’ve trusted and you would’ve done really great things with. 
Yeah, so, it sort of makes everybody else them and then there’s you, and then there 
is constantly this not trusting the person on the other side. 

4.2.3.4 Anxiety 

Anxiety is a state of mind characterized by the notion of threat, the goal to avoid 
the threat and the goal to know whether the threat would materialize (Miceli and 
Castelfranchi 2005). Anxiety is often associated with stress and uncertainty 
(Miceli and Castelfranchi 2005) and it is regarded as a function of outcome 
expectancy (Pekrun 2006). Several respondents expressed anxiety regarding the 
decision in the scenarios when asked about their feelings and described the 
situation as awkward, stressful, uncertain and uncomfortable. Expressions of 
anxiety towards the dilemma seemed to be induced by concerns about violation 
of rules and policies (55%), ISS threats (18%), or consequences of ISS violations 
(27%).  

(Concern for rule/policy violation) Some expressions of anxiety 
highlighted surface level concerns about policy violation. In such expressions, 
the respondents stressed the importance of the policy for its own sake. In other 
words, these responses did not specify an ISS threat, or potential harm associated 
with an ISS threat. An example of concerns regarding policy violation was a 
respondent who pointed out that they might be willing to share their password 
with another trustworthy user to get the job done but they would still feel 
“uneasy” because it is a violation of the “instructions”. 

Somebody who I trust 100 percent, then, maybe I would share my password. But I 
wouldn’t share it easily. Not at all! And. even if it was somebody who I trusted 
completely and I gave them my password, I think it would still leave me feeling a 
bit uneasy like: ‘Should I have done that?’, ‘Why did I do that?’, ‘Was it wise?’, 
‘Should I change my password now?’... Perhaps the uneasiness comes from me 
knowing that it’s against the instructions. I guess I believe in data security 
authorities. 

(Concern for ISS threats) Another group of respondents expressed anxiety in 
relation to the ISS threat involved in a decision. These cases went further than 
surface level concerns to acknowledge the presence of ISS threats, but stopped 
short of considering the potential harm of such threats. In one such case, a 
respondent outlined the threat of an email received from an unknown source and 
how it could throw them off as it would lead to a missed opportunity to 
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collaborate and do research, but did not go any further to consider the harm 
associated with the threat. 

[T]hings like an email address that looks weird, it’s almost like, I’m expecting 
trouble. So, such a thing would already be such a tick for me that I would not 
necessarily go on with it… I guess the dilemma would throw me off a little bit 
because it’s legit that you want opportunity and you don’t wanna miss an 
opportunity because you’ve been over-careful. 

(Concern for ISS consequences) Lastly, some expressions of anxiety drew 
attention to the potential harm associated with an ISS dilemma, that is, they 
underlined other parties involved in each scenario and the consequences for 
them. These deep level responses were the only cases where expressions of 
feelings led to recognition of other parties and/or consequences (the PCC class). 
For example, one respondent exhibited distress as a decision to share their 
credentials with another team member could either lead to undesirable 
ramifications for their teammates or revealing their research participants’ 
confidential information. 

I guess [this is about] confidential information regarding data collection from 
participants for a study … Man, this would be a terrible decision to have to make. 
You know, because, like, because when you are working in a group, I guess things 
change a little bit. Because you are not just responsible for your own part but also 
for the group success or failure in that sense. 

4.2.3.5 Overview 

Analysis of the responses revealed a lack of experience of moral emotions such 
as empathy, anger and guilt toward parties that stand to lose in a given ISS 
dilemma. Instead, respondents seemed to be emotionally concerned about the 
person with whom they were in contact and expressed feelings of empathy and 
anger toward the person asking them for a favor. These results suggest that 
respondents are only emotionally engaged with those close to them, rather than 
parties who might be affected by their ISS decisions. This closeness, however, 
was not a matter of geographical distance, as feelings such as empathy were 
expressed in the email scenario as well, where a potential student sent an email 
asking for supervision. Overall, expressions of empathy and anger rarely led to 
recognition of parties involved or consequences. Furthermore, the correlation 
analysis did not indicate a notable relationship between expression of feelings 
toward the person asking for a favor in the scenarios and the moral sensitivity 
score, the average PCC score, or the average CAC score. The outcome of the 
correlation analysis is presented in Table 10. 
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TABLE 10  Correlations for affective responses 

 Moral sensitivity 
score 

Average PCC score  Average CAC score  

Empathy (r= -0.05, p = 0.61) (r = -0.09, p= 0.35) (r = 0.06, p = 0.56) 
Anger (r= 0.16, p = 0.13) (r = 0.07 , p = 0.47) (r = 0.18, p = 0.08)+ 
Frustration (r= -0.10, p = 0.34) (r = -0.17, p = 0.09)+ (r = 0.10, p = 0.32) 
Anxiety (r= -0.09, p = 0.35) (r = -0.15, p = 0.14) (r = 0.06, p = 0.56) 

 
In addition to feelings of empathy and anger toward the person asking for 

a favor, the analysis of the responses showed that in some cases, respondents 
experienced feelings of frustration toward the dilemma. Expressions of 
frustration reflected an undesirable sense of alienation from the respondents’ 
point of view. As the correlation analysis (Table 10) shows, there was a negative 
and significant relationship (at the p = 0.1 level) between the expression of 
frustration and average PCC score.  

In regards to expressions of feelings of anxiety, most of all, respondents 
seemed to be concerned with ISS violations for the sake of the policies and rules 
rather than their potential harmful effects. In fact, less than one third of 
expressions of anxiety appeared to be informed by potential harmful effects of 
ISS violations (the PCC class). In line with these findings, the outcome of the 
correlation analysis did not show any notable relationship between expressions 
of anxiety and moral sensitivity. Appendix 3 provides further examples of 
expressions of affect. 

4.2.4 Elapsed time 

Emergence of a recurrent pattern related to mentions of immediate action during 
content analysis suggested that there might be an element of time involved in 
moral sensitivity in ISS decisions. This recurrent pattern emerged in first readings 
of the text data when, in most interviews, after explaining the problem in a given 
scenario, respondents made an immediate, almost reactionary accept/reject 
decision, followed by a preferred course of action. These immediate decisions, 
notably, preceded most mentions of parties involved and consequences in the 
majority of interviews and in some cases, they were overturned by the end of the 
interview in favor of another course of action. For instance, one respondent after 
listening to a scenario about password sharing stressed their unwillingness to 
share and continued to suggest delivery of the device as their preferred course of 
action. However, by the end of the interview, the respondent seemed to change 
this preference and advocated sharing the password with a trustee. 

Early on into the interview: I would not share the password. It would be better, if 
the laptop is in the workplace and that someone from there would deliver the laptop 
to wherever I am. 



62 
 

Late on into the interview: [S]he could call directly to some person that she trusts 
and give that information needed to that person who [is] known and can handle the 
situation and give the data to the people needing it.  

The frequency with which this pattern seemed to emerge led to an examination 
of elapsed time. This examination was, however, only possible in interview 
responses and in cases where the structure of the interviews remained relatively 
similar. Since this study was conducted using two slightly different interview 
structures (low engagement group and high engagement group), elapsed time 
analysis was performed separately for each group. 

As Figure 6 demonstrates, in low engagement interviews, respondents were 
most likely to mention an immediate action within about 100 seconds of the start 
of the interview. As the figure shows, this immediate utterance in some cases 
coincided with an initial understanding of parties involved and consequences. 
However, this initial understanding seemed to be rather limited, and further 
recognition of parties involved, and consequences (for oneself, the institute, or 
third parties) occurred later when a resolution was already offered by the 
respondent. In particular, recognition of consequences was most likely to take 
place at about 250 seconds into the interview. As the figure shows, changing the 
preferred action was most likely to take place at 500, and 800 seconds after 
recognition of parties and consequences. 

Overall, recognition of parties involved and consequences in the low 
engagement group seemed to follow an upward trend from the time that the 
interview starts up to about 250 seconds into the interview, at which point such 
recognition was most likely across all scenarios. However, recognition of legal 
consequences did not seem to follow this pattern. Understanding of legal 
consequences seemed to follow a bi-modal distribution where it was most likely 
after 150 seconds and about 400 seconds into an interview.  As Figure 6 shows, 
recognition of legal consequences seems to drop at 250 seconds when the 
respondents were most likely to recognize parties involved and consequences. In 
fact, in regards to the distributions for recognition of parties involved and 
consequences, the distribution for recognition of legal consequences seems to 
represent an overlapping distribution with non-coincidental peaks. In other 
words, at times that respondents paid the most attention to parties and 
consequences, they were less likely to pay attention to legal consequences. 
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FIGURE 6  Time analysis of low engagement group 

As Figure 7 shows, patterns observed in analysis of high engagement 
interviews are in accordance with those of low engagement interviews, in that 
respondents uttered a solution quickly after the start of the interview. However, 
as opposed to low engagement interviews where recognition of parties and 
consequences were most likely between 200-300 seconds into the interview, in 
high engagement interviews, such recognition was most likely to occur earlier at 
about 50-100 seconds. Furthermore, recognition of consequences as well as legal 
consequences both represented bi-modal distributions. However, in both low 
and high engagement interviews, the two distributions represented overlapping 
curves with non-coincidental peaks. In regards to change in the preferred course 
of action, the pattern seems to be relatively similar in high and low engagement 
interviews, as the change seems to take place after recognition of parties and the 
initial peak in recognition of consequences. Overall, while it seems the general 
trends are relatively similar between high and low engagement interviews, the 
timing is more compact in high engagement interviews.  
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FIGURE 7  Time analysis of high engagement group 

In regards to expressions of IT characteristics, as Figure 8 shows, among 
respondents of the low engagement group who mentioned IT characteristics, 
expressions of LITC follow an upward trend, coinciding with expressions of 
parties involved and consequences. This trend continues until 450 seconds into 
the interviews where LITC expressions reach their peak. On the other hand, the 
curve for expressions of HICT seem to have a downward trend. As expressions 
of parties and consequences increase with time, expressions of HITC decrease. 
Expressions of IT characteristics in the high engagement group (Figure 9) were 
limited and did not allow for detailed analysis, as only one respondent in this 
group mentioned any IT characteristics. There were no HITC expressions among 
this group and only two LITC expressions, which coincided with expressions of 
consequences.  
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FIGURE 8  Time analysis of IT characteristics in low engagement group 

 

FIGURE 9  Time analysis of IT characteristics in high engagement group 

Overall, the observed patterns and relative times observed for recognition of 
parties and consequences compared to the time of making an immediate decision 
suggests that moral sensitivity among the respondents took place in two stages. 
The first stage represents low moral sensitivity, with a limited understanding of 
parties involved and consequences. This stage seemed to have informed 
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respondents’ immediate decisions and their preferred courses of action. The 
second stage occurred gradually after that decision. As the time passed and the 
respondents became further involved in a given scenario, they became more 
morally sensitive, as reflected in their recognition of parties involved and 
consequences. This increased sensitivity may have led to the respondents’ change 
of preferred course of action which occurred predominantly after the second 
stage of recognition of parties and consequences. 

Furthermore, the patterns that emerged regarding recognition of legal 
consequences suggests that attention to legal consequences may distract users 
from recognizing parties involved and consequences in an ISS decision-making 
situation. However, recognition may not be mutually exclusive, that is, attention 
to legal consequences could take place at the same time as recognition of parties 
involved and consequences. 

Regarding IT characteristics, the patterns that emerged suggest that as 
respondents increasingly expressed LITC, they identified further parties 
involved and consequences. Meanwhile, as time passed by there were less 
expressions of HITC. Expressions of HITC seemed to be most likely when the 
interview started and respondents made an immediate decision. 

Lastly, results from the analysis of high engagement interviews seemed to 
agree with that of low engagement interviews albeit over a shorter time frame. It 
seems that higher engagement and more direct questions may have acted as cues 
for respondents to recognize parties and consequences more quickly than when 
questions did not directly ask for parties and consequences. However, as was 
reported, this did not seem to affect overall sensitivity of the respondents. 
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Findings regarding the state of moral sensitivity in ISS decisions indicated a 
largely nonconscious and high sensitivity toward moral issues among users. 
However, elapsed time analysis showed that at the time of making an initial 
decision, users may not have been as highly morally sensitive than was shown. 
Particularly, users’ understanding of harm - that is, recognition of parties 
involved and consequences of ISS decisions - seemed to be low when they first 
made an initial decision. As time passed, however, users became increasingly 
aware of the harm associated with ISS decisions and recognized further parties 
and consequences, hence, increased their moral sensitivity. This increased 
sensitivity after the initial decision could be attributed to reflection and reasoning 
according to a class of theories known as the dual process theories (Evans and 
Stanovich 2013; Greene et al. 2001; Kahneman 2011; Sloman 1996). 

Dual process theories commonly posit that reasoning and decision-making 
involve two types of processes: type1 processes are intuitive, fast, and 
autonomous while type2 processes are reflective, slow and resource demanding 
(Evans and Stanovich 2013; Kahneman 2011). Dual processing has been shown 
to be relevant to individuals’ moral considerations, in particular, moral 
judgments (Greene et al. 2001; Paxton et al. 2012). According to the dual process 
theory of moral judgments (Greene 2009; Greene et al. 2001, 2004), automatic and 
intuitive moral judgements are largely informed by affective responses and 
deontological judgments (judgments based on the nature of the act), while 
controlled and thoughtful judgments are commonly informed by cognitive and 
utilitarian judgments (judgments based on the cost-benefit evaluations of the 
outcome of the act).  

In ISS research, scholars have suggested that users’ ISS decisions could be 
subject to dual processing (Chu et al. 2015; Dennis and Minas 2018), with Dennis 
and Minas (2018) suggesting that ISS decisions are on autopilot, that is, made 
largely based on type1 processing. From this viewpoint, respondents’ immediate 
initial decisions in this study could be viewed as type1 decisions made intuitively 
with little reflection. Increased sensitivity after the decision, on the other hand, 
signals type2 processing, through which users engaged in reflection and 

5 DISCUSSION 
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reasoning. Users’ engagement in type2 processing in this study could be due to 
the research instructions such as questions asked and the time available to the 
respondents, both of which have been shown to impact the extent of engagement 
in type2 processing (Pennycook et al. 2015). Findings of this study, therefore, 
seem to indicate that not only moral judgments could be subject to type1 and 
type2 processing (Greene et al. 2001; Paxton et al. 2012), but, at least as ISS 
decisions are concerned, also moral sensitivity. If ISS decisions are immediate, 
and instantaneous, users may not be as highly morally sensitive as when they 
can bide their time and reflect on their decisions. On that note, whether users’ ISS 
decisions are morally informed or not may rely on availability of time and other 
social cues that trigger type2 processing.  

Additionally, findings of this study highlighted the role of perceptions of IT 
characteristics in moral sensitivity. In particular, the findings showed that 
expressions of LITC perceptions (low anonymity, low verifiability, low 
limitability, low non-excludability and high interconnectedness) could lead to 
identification of parties involved and consequences (higher average PCC score), 
while expressions of HITC perceptions (high anonymity, high verifiability, high 
limitability, high non-excludability and low interconnectedness) could lead to 
statements of harmlessness or lack of recognition of parties and consequences 
(lower average PCC score). However, elapsed time analysis of expressions of IT 
characteristics showed that expressions of LITC mostly occurred after the initial 
immediate decision and increased as users identified further parties and 
consequences. Meanwhile, expressions of HITC were highest at about the same 
time when users made their initial immediate decisions. These trends suggest 
that perceptions of LITC may be mostly reflective and depend on type2 
processing while perceptions of HITC may be mostly intuitive and rely on type1 
processing. Therefore, in quick and instantaneous ISS decisions, perceptions of 
LITC may be absent, ineffectual and they might not inform users’ understanding 
of the potential harm in ISS decisions. In such situations, perceptions of HITC 
could lead users to think of ISS violations as harmless. 

The findings also showed a negative and significant relationship between 
one’s perception of LITC or HITC for a given scenario and their average score for 
recognition of possible courses of action. As reported, further examination of 
these results showed that this negative relationship could be due to the relative 
fixation of some respondents with their initially stated immediate decisions. 
Specifically, respondents who expressed their perceptions of LITC seemed more 
likely to be fixated on rejecting the favor asked in a given scenario to the extent 
that they did not entertain the idea of looking for other possible courses of action. 
Those who expressed their perceptions of HITC, on the other hand, were more 
open to the idea of resolving the situation, thus, examined other possible courses 
of action. These observations could indicate that respondents’ type2 processing 
may have been biased by their type1 decisions, that is, their immediate initial 
decisions, when they considered other possible courses of action may have biased 
their reflection and reasoning about a given scenario. Indeed, despite on-going 
debates regarding the interaction between type1 and type2 processing, previous 
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literature on dual processing such as proponents of parallel processing theories 
(Sloman 1996) as well as non-parallel processing theories (Evans and Stanovich 
2013) have acknowledged that type2 processes could be biased by the outcome 
of the type1 processes (Pennycook et al. 2015).  

Examination of users’ affective experiences in this study indicated their lack 
of experience of moral emotions such as empathy or guilt toward those who 
stand to lose in ISS scenarios. These findings suggested that no affective 
processing took place when users considered ISS scenarios. One reason for this 
lack of affective processing among the respondents may have been perceptions 
of far distance and distance that is often associated with IT interactions (Dorantes 
et al. 2006; Friedman 1997). Further analysis showed that affective processing in 
ISS decisions took place after all, but it was focused on those who were directly 
in contact with the users. The findings showed that users experienced feelings of 
empathy or anger toward the person asking for a favor in a given scenario. 
Interestingly, these expressions of emotions were despite far geographical 
distance between the person asking for a favor and the decision-maker. For 
instance, users expressed their feelings of empathy toward a student who sent an 
email, another researcher whom they met in person, as well as a colleague with 
whom they had a phone call (albeit with less frequency for the email sender). 
This discrepancy in experience of affect suggested that far distance was not 
merely a matter of geographical distance. Instead, it could be related to 
perceptions of psychological distance and construal levels (Trope and Liberman 
2010). 

Psychological distance according to construal level theory represents ones’ 
perception of an event or object as close or removed from the self, here and now 
in terms of (1) time, (2) space, (3) social relationships, and (4) hypotheticality 
(Trope and Liberman 2010). Perceptions of psychological distance influence 
formation of mental images or abstractions known as construals which allow 
individuals to understand, evaluate, speculate and imagine objects or events that 
cannot be experienced here and now (Trope and Liberman 2010). The farther the 
perception of psychological distance, the more abstract the construals. The higher 
level the construals, the more decontextualized and general the information that 
the individual will consider in understanding an event or object as opposed to 
contextualized, detailed and concrete (Trope and Liberman 2010). Construal 
levels have been shown to be related to affective processing and experience of 
feelings (Han et al. 2014; Schwartz et al. 2018) and recent ISS research has outlined 
the potential link between construal levels and ISS appraisals (Orazi et al. 2019).  

Indeed, in this study, as reported in the findings, the respondents tended to 
contextualize the situation of the person asking for a favor in their expressions of 
feelings and tried to imagine alternative explanations that led the person to ask 
for the favor. This tendency, however, was not on display when users discussed 
parties involved in the ISS decisions. Given this tendency, and the 
characterization of construal levels, it is possible that users’ feelings of empathy 
and anger toward the person asking for a favor as opposed to lack of experience 
of such feelings for those parties who stand to lose in ISS decisions might be due 
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to perceived psychological distance between the decision-maker and parties 
involved in the scenarios. 

Given that the interaction with the person asking for a favor in most 
scenarios was immediate (temporal distance), was with one of the peers of the 
decision-maker (social distance), was very likely (hypothetical distance) and was 
taking place near the users (spatial distance), it was likely that users perceived 
low psychological distance with this person. Even in the email scenario where a 
student contacted a researcher via email, psychological distance might have been 
perceived to be low as findings regarding computer-mediated communication 
such as email interaction suggests that communication via IT could reduce 
perceived psychological distance between remote users (Oh et al. 2008). Such low 
perceptions of psychological distance, in turn, may have led to lower level 
construals which provided the respondents with detailed, concrete and 
contextualized information about the person asking for a favor and therefore 
allowed affective processing of their situation. In comparison, interaction with 
parties that might be affected by ISS consequences may have been considered far 
in terms of time, space, hypotheticality and social relations which may have led 
to higher level construals and therefore insufficient details to allow affective 
processing. 

Findings of this study also revealed feelings of frustration among some 
respondents toward the dilemma in the scenario. These feelings seemed to reflect 
an underlying sense of alienation and isolation marked by framing of responses 
as “us versus them”. Previous research has suggested that such a sense of 
isolation among users could lead to experience of deindividuation (Loch and 
Conger 1996). However, further examination of the responses did not indicate 
any sign of lowered self-awareness and control, or preference for group norms 
which could mark the experience of deindividuation (Diener 1976, 1979). 
Therefore, users’ sense of alienation in this study may have been unrelated to 
experience of deindividuation. However, the findings showed a negative 
correlation between expressions of frustration and users’ understanding of harm 
in ISS decisions. Given that expressions of frustration reflected an underlying 
sense of alienation among the respondents, this negative relationship could 
signal that either a lack of understanding of the harm in ISS scenarios led to a 
sense of alienation and subsequently expression of frustration or that it was the 
sense of alienation manifesting through feelings of frustration that led to a lack 
of understanding of the harm in ISS scenarios. Unfortunately, further readings of 
the responses and examination of the data did not indicate the direction of this 
relationship.  

Lastly, in this study, users expressed anxiety when discussing their feelings. 
This finding is in line with previous studies conducted on security-related stress 
that emphasize the stress experienced by users in ISS compliance situations 
(D’Arcy et al. 2014; D’Arcy and Teh 2019). However, whereas the literature on 
security-related stress (D’Arcy et al. 2014; D’Arcy and Teh 2019) consider 
overload, complexity and uncertainty of ISS requirements as elements that 
induce stress, in this study, users’ experience of uncertainty, stress and 
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awkwardness signaled experience of feelings of anxiety as an affective response 
that revolves around the notion of an ISS threat.  

Anxiety has been characterized as an emotional state of mind that has to do 
with uncertainties regarding potential threats and that of goals being thwarted 
(Miceli and Castelfranchi 2005). Some scholars have suggested that anxiety is an 
achievement emotion that is a function of uncertainty about the outcome of an 
activity (Pekrun 2006). Experience of anxiety in an IT use context has been 
reported and studied with respect to computer-related anxiety (Thatcher and 
Perrewé 2002), technology-related anxiety (Ormond and Warkentin 2015) and 
internet-related anxiety (Moody et al. 2017). In such studies, anxiety is often 
characterized as a matter of concern for losing important data or making mistakes 
(Thatcher and Perrewé 2002), or a general uneasiness toward the online 
environment (Moody et al. 2017).  

From this standpoint, findings of this study regarding experience of anxiety 
extends previous research and suggests that in ISS decisions, users may 
experience ISS anxiety. ISS anxiety is an emotional state that revolves around the 
notion of an ISS threat and the potential outcome of such a threat. According to 
the findings, this threat may be experienced at three different levels. At the 
surface level, an anxious user may be concerned about an ISS violation for the 
sake of ISS policies and rules. At the mid-level, an anxious user may be concerned 
about the presence of ISS threats. at the deep level, the anxiety might be due to 
concerns for the potential harm caused by ISS violations. Nevertheless, findings 
of this study showed that experiences of anxiety were unrelated to moral 
sensitivity. This was expected given the rarity of deep level concerns as the only 
source of anxiety where users considered the parties involved and consequences. 

5.1 Research contributions  

The findings of this study contribute to the current state of research on morally 
relevant ISS decisions by revealing the potential dual processing of moral 
sensitivity. Previous research has shown the value of incorporating moral 
considerations in models of ISS decision-making (Cram et al. 2019). Specifically, 
previous studies have shown that moral considerations could play an inhibitory 
role and prevent users from engaging in ISS violations (D’Arcy et al. 2009; D’Arcy 
and Devaraj 2012; D’Arcy and Lowry 2019; Vance and Siponen 2012; Xu and Hu 
2018). Furthermore, studies on the use of neutralization techniques and moral 
disengagement mechanisms in ISS decisions have suggested that users may take 
a ‘moral holiday’ in ISS decisions by neutralizing insecure decisions or morally 
disengaging from ISS decisions (D’Arcy et al. 2014; Silic et al. 2017; Siponen and 
Vance 2010). This study, however, suggests that if users make ISS decisions 
instantaneously and on auto-pilot (Dennis and Minas 2018), they may not be 
morally sensitive enough for their decisions to be morally informed. Moral 
inhibition, neutralization or moral disengagement may not occur if users do not 
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perceive the situation as morally relevant and do not engage their moral 
schemata. 

Another contribution of this study concerns the role of IT characteristics. 
Our results unearthed several IT characteristics, perceptions of which could 
inform users’ understanding of harm in ISS decisions. Moral concerns in ISS 
situations take place in the context of IT use. In this study, we conceptualized that 
IT artifact qualities, qualities of interaction with IT artifacts, and IT-induced 
experiences could be influential in moral considerations of users, and should be 
accounted for in examination of such considerations. Such an examination has 
been largely missing in ISS research despite calls for attention to the role of IT 
(Lowry et al. 2017; Orlikowski and Iacono 2001). The empirical findings showed 
that high or low perceptions of specific IT characteristics could indeed lead to 
recognition of parties involved and consequences and could, therefore, inform 
users of the potential harmful implications of ISS decisions.  

Additionally, IT characteristics were found to be relevant to the affective 
responses of users in morally relevant ISS decisions. Despite recent interest in 
affective models in ISS research (D’Arcy and Lowry 2019; Ormond et al. 2019), 
and despite the important role granted to affective processing in moral 
psychology (Blasi 1999; Greene 2009; Haidt 2003; Hofmann and Baumert 2010; 
Moll and de Oliveira-Souza 2007; Tangney et al. 2007), affective processing of 
moral considerations has not been a subject of much scholarly attention in 
morally relevant ISS decisions. Findings of this study indicated not only that 
perceptions of IT characteristics are intertwined with understanding of harm in 
ISS decisions, but that perceptions of distance as a quality of interaction with IT 
artifacts might be conditioning users’ affective processing. This study showed 
that perceptions of far psychological distance may suppress feelings of moral 
emotions such as empathy toward potential victims of ISS decisions. This study, 
therefore, provides valuable insights into users’ understanding of IT 
characteristics as far as moral considerations are concerned and therefore allow 
contextualization and development of context-specific theories (Hong et al. 2014) 
regarding such considerations in ISS research. 

Lastly, this study contributes to research on users’ experience of 
technology-related anxiety and security-related stress (D’Arcy et al. 2014; D’Arcy 
and Teh 2019; Ormond and Warkentin 2015; Thatcher and Perrewé 2002). 
Previous research has suggested that users may experience security-related stress 
when they are expected to comply with ISS requirements , and that coping with 
this stress by means of moral disengagement could lead to ISS policy violation 
(D’Arcy et al. 2014; D’Arcy and Teh 2019). In line with prior research, this study 
showed that users may experience anxiety in terms of feeling awkward, stressful, 
uncertain or uncomfortable in ISS decisions. In doing so, this study takes a step 
further and characterizes users’ experience of anxiety as a matter of concerns 
regarding violation of ISS rules and policies, presence of ISS threats, and the 
potential harm in ISS threats. As such, security-related stress (D’Arcy et al. 2014; 
D’Arcy and Teh 2019) in ISS research seems to address users’ experience of 
anxiety in ISS dilemmas at the surface level insofar as it deals with users stress 
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and uncertainty regarding compliance with a given set of requirements, and the 
potential threat of violating the policies and rules. In this respect, therefore, this 
study extends the literature on security-related stress and suggests that ISS 
anxiety as an experience could be more suited for capturing users’ experience of 
negative emotions in ISS decisions.  

The characterization of ISS anxiety in this study provides a nuanced 
understanding of anxiety in an ISS context. This is of value, particularly given 
that characterization of technology-related anxiety in the extant literature has 
been rather high -level. Examination of technology-related anxiety as a matter of 
fear of data loss and making mistakes - while suitable for examination of 
computer technology adoption and use (Thatcher and Perrewé 2002) does not 
provide a detailed enough frame of reference for examining how ISS specifically 
induces anxiety among users. The three levels of concerns regarding ISS threats, 
however, provide such a frame of reference and point toward an ISS specific 
understanding of anxiety. 

5.2 Practical contributions 

Moral interventions have long been suggested as a solution to moral concerns in 
ISS (Banerjee et al. 1998; Cook 1986; Li et al. 2014; Loch and Conger 1996; Moores 
and Chang 2006; Siponen 2001; Stahl 2012; Vance et al. 2019). This study 
contributes to the development of moral interventions by outlining the process 
of moral sensitivity. Understanding the underlying processes of moral decision-
making is necessary if we are to develop sensible solutions to moral concerns in 
ISS (Gattiker and Kelley 1999; Lowry et al. 2014) and moral sensitivity is one such 
process (Rest 1986). In this regard, given users’ rudimentary understanding of 
parties involved and consequences while they make fast and intuitive ISS 
decisions, one solution to moral concerns in ISS is to aim at triggering type2 
processing. For instance, users could be instructed to take their time and evaluate 
the situation when they face an ISS decision. To do so, moral interventions could 
educate users and provide them with a template or clearly defined procedures to 
examine the parties involved, consequences and possible courses of action in a 
given situation. 

Furthermore, given the potential influence of one’s perceptions of IT 
characteristics on their ability to identify parties involved and consequences, 
moral interventions could be developed that challenge strongly held perceptions 
of IT characteristics. For instance, a moral intervention could target perceptions 
of high verifiability of computer code and underline the complexities of 
computer code and possibilities that running someone else’s computer code 
could bring about an ISS breach.  

Lastly, in this study, there was evidence that perceptions of far 
psychological distance could have suppressed users’ feelings of moral emotions 
such as empathy for potential victims of ISS violations. Therefore, one solution 
to address moral concerns in ISS is to design and develop moral interventions 
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that challenge perceptions of far psychological distance and provide detailed 
contextual information regarding the potential victims and consequences of ISS 
violations for them. To do this, one could develop context-specific personas of 
potential victims according to the organizational setting where the moral 
intervention is to be delivered and the information asset that is to be protected. 
Given such personas, perceptions of psychological distance could be reduced 
across its constituent elements of temporal, spatial, hypothetical, and social 
distance. For instance, users could be shown how quickly and likely an ISS breach 
could inflict harm on a given persona. 

5.3 Future research and limitations 

Given the findings of this study and the relevance of experience of emotions, IT 
characteristics and dual processing to moral sensitivity of users, we propose a 
number of research directions that could address potential areas of interest. In 
these recommendations, we suggest future research to further investigate the 
confluence of IT and morality. We highlight the limitations of this study and the 
opportunity for future research in that regard. 

5.3.1 Moral considerations and dual processing 

According to the findings, moral sensitivity might be subject to dual processing 
and users may be more morally sensitive in type2 processing, which is more 
reflective and slower than type1 processing. However, the results did not 
indicate what could trigger type2 processing in ISS decisions. In this study, we 
suspect that the interview questions as well as the time available to respondents 
may have triggered type2 processing as previous research has shown that both 
these factors could be in contention. Future research could therefore examine this 
matter, as factors that trigger type2 processing could be cultivated to enable users 
to consider the potential harm involved in ISS decisions. In studying the potential 
role of time in triggering type2 processing, for instance, one approach could be 
to design an experiment with different groups of respondents who have different 
time limits to discuss a given ISS scenario.  

If time is a trigger for type2 processing, future studies that examine moral 
considerations could distinguish between instantaneous ISS decisions and 
prolonged decisions in their research designs. Furthermore, given that users may 
not be sensitive when making quick and instantaneous decisions, future research 
that aims to study moral considerations such as moral beliefs, moral obligations 
and personal norms - or research that examines morally relevant behavior such 
as use of neutralization techniques - should clearly specify the moral problem to 
the users (Barlow et al. 2013; Haag et al. 2015; Siponen and Vance 2010). 
Otherwise, users may misunderstand or misinterpret the moral relevance of a 
study which would throw a study’s findings into doubt. For instance, in a study 
of neutralization techniques, respondents may not understand the activity under 
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study as a moral wrongdoing in order to deploy techniques of neutralization to 
begin with (Sykes and Matza 1957). 

Additionally, future research could compare moral sensitivity across 
different respondent groups. In this study, three respondent groups were 
examined, namely, students, researchers and administration staff. However, one 
of the limitations of this study was that the number of respondents in each of 
these groups was not high enough to allow comparison between them. In 
particular, there were only a few responses to the scenarios from the 
administration staff. Since these groups represent different levels of professional 
relationships with an organization, future research could undertake such a 
comparison and examine whether groups of users such as administration staff 
reflect different understanding of harm and moral sensitivity compared to other 
groups such as subcontractors or students. Such a study could show whether 
different groups of users would require different moral interventions or whether 
one size fits all.  

5.3.2 IT characteristics and emotions 

In this dissertation, no questions were posed to the respondents regarding their 
perceptions of IT characteristics. This was a design decision made to allow 
elicitation and analysis of IT characteristics based on respondents’ interpretation 
of the scenarios. However, this decision came with the downside of leaving the 
perceptions of respondents who did mention any IT characteristics in their 
responses unknown. Therefore, in order to further examine the potential effect of 
IT characteristics on awareness of harm or moral considerations, future research 
could directly inquire users to rate their perceptions of specific IT characteristics, 
and examine how high and low perceptions could impact moral considerations.  

Similarly, in this study, only one question was posed to the respondents 
asking for their experience of affect. Specifically, respondents were asked how 
they felt after listening to the scenarios and explaining the problem in the 
scenarios. While this method allowed examination of the potential emotional 
experiences of the respondents in their interpretation of the situation without any 
previous priming, it did not allow for examination of specific moral emotions. 
Therefore, future research could pose more specific questions regarding users’ 
experience of moral emotions such as empathy, guilt and anger in order to study 
their impact on awareness of harm or moral considerations.  

On that note, IT characteristics and emotions could be embedded in the 
scenarios in a factorial design where different variants of the scenarios are 
developed with high, or low expression of emotions or IT characteristics. Such a 
factorial design could allow examination of moral considerations under different 
conditions such as conditions of high emotional load. The relevance of such a 
method was visible in some of the responses where the respondent outlined a set 
of conditions for their decisions. For example, one of the respondents who was 
very strict about not sharing their password outlined how they might do 
otherwise depending on how the other person would plead with them. 
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[I]t would really depend on how the other person appeals to me as well. If the other 
person calls me again and [says] ‘Hey man, really, this would change my life!’ 
maybe I would come to some sort of agreement that I will share the username or 
password. 

Furthermore, another limitation of this dissertation is the lack of distinction 
between dispositional and situational experience of emotions. While situational 
emotions refer to one’s immediate affective responses to a given situation, 
dispositional emotions correspond to one’s tendency to experience specific 
emotions across different situations (Eisenberg et al. 1994; Larsen and Ketelaar 
1991). Since this study only presented one question regarding users’ experience 
of affect, it was not possible to distinguish whether affective arousal was rooted 
in individual user’s dispositional tendencies or their situational examination of 
the situation (Eisenberg et al. 1994). However, given that in the scenarios users’ 
were given contextual information regarding a specific situation, it is likely that 
affective arousal was driven by the specific situation in the scenario. Nevertheless, 
future research may investigate this matter further to see whether those who are 
more likely to experience dispositional affective arousal - such as those who are 
more likely to experience dispositional empathy - are more likely to feel for 
potential victims of ISS violations. 

5.3.3 Frustration and experience of alienation  

In several instances, respondents expressed frustration toward ISS decisions. 
Expressions of frustration in such cases reflected a sense of alienation which 
seemed to be negatively related to respondents’ understanding of harm. In this 
study, however, it was not possible to determine the nature of this relationship: 
whether lack of understanding of potential harm in ISS scenarios led to 
expressions of frustration and experience of alienation or vice versa. If users’ 
experience of frustration is considered as instances of disgruntlement, this marks 
a potential valuable opportunity to examine disgruntlement in ISS. As prior 
research has indicated, disgruntlement among organizational users as a 
motivation for IT misuse is a valuable yet relatively unexplored area (Holton 2009; 
Willison and Warkentin 2013). If users’ frustrations and experience of alienation 
are due to their lack of understanding of potential harm, moral interventions that 
communicate such harm can prevent user frustrations and prevent 
disgruntlement. 

5.3.4 Desirable versus undesirable behavior 

Cram et al. (2019) have previously reported on the significance of moral 
considerations in ISS decisions, albeit they argued that moral considerations 
seem to be better explaining avoidance of undesirable ISS behaviors such as ISS 
policy violation, rather than desirable behaviors such as ISS policy compliance. 
Based on their meta-analysis review of 95 empirical studies on ISS policy 
compliance - which showed in particular that moral considerations were more 
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relevant to undesirable behaviors than desirable behaviors - Cram et al. (2019) 
posited that undesirable ISS behaviors are conceptually dissimilar to desirable 
ISS behaviors. On the back of this, Cram et al. (2019) suggested that future 
research focus on user behavior by distinguishing between desirable and 
undesirable ISS behaviors. In terms of moral considerations, that could mean that 
such considerations and the role of IT characteristics thereof could differ based 
on whether the independent variable is desirable or undesirable ISS behavior. 
However, we believe such an approach in studying moral considerations could 
be misleading since rather than representing any conceptual difference, the 
difference observed in the meta-analysis could be due to a framing effect.  

Framing effect was introduced by Tversky and Kahneman (1981) and refers 
to a change in (risk) decisions when decision-makers are faced with identical 
choices that are described differently, for instance using positive frame versus 
negative frame. Moral decisions such as famous trolley dilemmas are known to 
be subject to framing effect (Cao et al. 2017; Gonzalez et al. 2005). For instance, in 
a moral dilemma, negative framing such as “[if you decide to pull] the lever, one 
worker will be killed; otherwise, five workers will be killed on the main tracks” 
significantly affects one’s moral considerations whereas an equivalent statement 
framed positively such as “[if you decide to pull] the lever, five workers will be 
saved on the main tracks; otherwise, one worker will be saved” would not 
(Petrinovich and O’Neill 1996).  

Given that ISS policy violation and compliance could be interpreted 
respectively as negative and positive framing, there is a possibility that a framing 
effect rather than a conceptual difference between desirable and undesirable ISS 
behavior could explain the findings reported by Cram et al. (2019). Therefore, we 
suggest that future research investigate the role of IT in moral considerations of 
both desirable and undesirable ISS behavior with due attention given to any 
potential framing effect. Particularly, experiments with positively and negatively 
framed messages in awareness campaigns and moral interventions could be of 
interest as they could reveal evidence for delivering effective campaigns. 
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This dissertation conceptualized the role of IT characteristics in moral 
considerations of users. Specifically, IT artifact qualities, IT interaction qualities, 
and IT-induced experiences were outlined as potential IT-related characteristics 
that could have an impact on the moral considerations of users. When examined 
with respect to moral sensitivity - a moral consideration whereby users realize 
the moral relevance of ISS decision-making situations - high or low perceptions 
of IT characteristics could lead to recognition - or lack thereof - of parties involved 
and consequences. The IT characteristics uncovered in this dissertation 
concerned the non-excludability, limitability, and verifiability as IT artifact 
qualities, as well as anonymity, and interconnectedness as IT interaction qualities.  

Furthermore, in this dissertation, the distance between two parties in an ISS 
decision-making situation as an IT interaction quality was further contextualized 
as psychological distance. In this respect, perceptions of far psychological 
distance may lead to emotional disengagement of users from potential victims of 
ISS decisions. Regarding IT-induced experiences, a sense of alienation was 
observed when users expressed their frustration with ISS requirements, however, 
no evidence was found that this alienation was reflecting experience of 
deindividuation. On the other hand, this dissertation found that previous 
research on security-related stress as an IT-induced experience may be extended 
to examine users’ experience of uncertainty, stress and awkwardness as ISS 
anxiety.  

Lastly, findings regarding the unfolding of moral sensitivity process 
suggest that moral sensitivity might be subject to dual processing. In quick, 
intuitive and autonomous type 1 processing, users could end up with decisions 
that are not morally informed. Meanwhile the slower, more reflective and more 
resource demanding type 2 processing, may be more informed by the potential 
harm in ISS decisions and more morally informed. Overall, these findings could 
contribute to further disentanglement of the relationship between IT and 
morality in ISS decisions and to the design and development of effective moral 
interventions.  

6 CONCLUSIONS 
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Appendix 2 Examples of expressions of IT characteristics 

IT characteristic (High or Low perception) Quote 
Non-excludability (Low) If there are heavy resources at stake, he probably understands 

that sharing this very privileged access isn’t fair for anyone, especially, 
the other people in the queue. 
(Low) [This server is] an exclusive piece of technology that has to be 
used for specific reasons. It’s not an Xbox. It’s not a PlayStation. It’s a 
computer to analyze data that’s exclusive to your contractual obliga-
tions… you can’t have external people running their datasets 
through your piece of equipment for scientisits in your organization 
(Low) [I]t’s meant for the use of the university researchers or whoever it is 
designated to, and I’m presuming that it’s actually being used so there 
are no, it’s not running idle, most of the time. So, the resources should be 
used by the people who they are meant for. 
(High) They might feel it is not so serious violation as there is no clear 
damage done. 

Verifiability (Low) [M]ost people can’t really judge if the code is malicious or not. So, 
you don’t really run other people’s code without like probably reading 
it… Well, the supercomputer is an expensive thing and the 
university has probably paid for it. 
(low) I’m thinking that the data might have something, some s**t in it, 
some malware or something. Not that the researcher is a bad person, 
might be just infected, he might not know, you know, that type of 
thing. And then I would be responsible if something happens if 
suddenly the supercomputer explodes or something like that 
would be my concern. So, I wouldn’t be sure so, I would ask the 
specialists. You know the people that handle the actual machine. 

Interconnected-
ness 

(High) Yeah, sure, and also you just adding onto sharing your pass-
word, if you share with someone your password, I think, and this is 
generalizing again but let’s say a lot of people use the same password 
for so many different things, like, that’s bananas, because you’re giv-
ing someone potential access to a lot of other accounts. 

(High) It would also give them access to all of your [anonymized] accounts, 
because at least in [anonymized], you use the same username and 
password for the cloud storage that you used to log into other [anony-
mized] accounts. 

Anonymity (High) It’s not that after you get the permission, from the context, I as-
sume that there is nobody above her head like checking what you are 
on. 

(High) [N]ow I’m thinking, what if the dataset is really involved in 
some study that I’m doing, and no will ever notice that it’s from some-
one else, because it looks very similar to what I’m researching, right? 

(Low) [The] secretary could have friends among the student body 
and some of the secretary’s friends might want the secretary to go 
and edit their grades in the system… And, also, the system or login 
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leaves like a paper trace, then, if the secretary used the lecturer pass-
word to login that would, it would put the blame on the lecturer, and 
the system would report the lecturer as the one who’s editing all those 
grades. 
(Low) when I’m the one using the machine, it’s definitely in the record 
that I used the machine at this time and this period of time and that 
kind of thing. And, so, every time I’m using the machine if something 
does happen, if something goes wrong, it falls on me… so picture a 
horrible scenario where it wipes up the whole system and then there is 
all these other people who have information stored, the things they do, 
could be wiped, could be corrupted. 

Limitability (High) If she’s not just giving out the password and go run your stuff, 
then she can read the stuff and kind of be sure that it’s nothing mali-
cious. 
(High) [A]nother person could ask what do you need [this access] for, 
what kind of information, and, instead of like giving her the pass-
word, that person would go and find information for her, and then 
give it to her… I think, it’s better than giving the whole password, the 
whole access to that person. 

(High) You log in to the system on your own computer and then let 
your friend use the tool. This would be safer. 
(High) It seems that the secretary has this information, so technically 
you are not telling them anything new. 

(Low) The best way to do this is to have [a system that allows] a guest 
account that can access some documents and maybe for people that 
you’re not sure.  
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Appendix 3 Examples of expressions of affective responses 

Affective re-
sponse Quote 
Anger I find it very selfish to make that kind of request in the first place. It puts the 

one with the license in a tough spot since you do not want to appear rude, 
and you want to help a friend out. 
This is selfish behavior and the university wants to prevent exactly this kind 
of behavior by requiring the license holder to read the security policy again 
I wouldn’t appreciate it because someone is putting me into that situation. ... 
it wouldn’t be a professional thing to do and it sound like something that 
puts someone else’s work on you unless there is a very strong reason like 
you are also working with that person on that project which didn’t sound to 
be the case then it’s basically doing someone else’s work 
[I would feel] a bit annoyed that someone is asking for my password. 

Empathy I think that the recognition with the other person, all researchers or for ex-
ample if this person is let’s say we’re all doctoral students it’s just the recog-
nition of I see myself in your shoe and I would appreciate it if somebody 
would’ve helped me if it was the other way around.  
it’s going to feel, pretty rough and you know what I think that a lot research-
ers and I’m gonna go out a limb here, I’m generalizing a lot but I think a lot 
of researchers tend to be on the more agrreable end of the personality spec-
trum so they’re more agreeable and compassionate and so that would make 
them feel pretty rough when I have to say no to something like that but I 
have to say no  
[I]t’s understandable that sometime people who do not have enough re-
sources specially, you have a big data set, you are a master student and you 
don’t have the right to go to the processor and you got this massive pile of 
data.  
What I considered is that well obviously I can’t give it to her but it would be 
kinda selfish of me to say sorry I can’t just give it to you and that’s it and let 
her figure out what she is going to do next so that’s why I came to the deci-
sion that maybe like suggest a way that she could still get it but just not 
through me cause I’m not allowed to give it to her but maybe there is a right-
ful way to get it so I would say why wouldn’t you ask to get it from the fac-
ulty or whatever that you get the tool from coz I still think that there’s noth-
ing wrong with that 
But when I think about situations that I’m in my own field, because there are 
people who don’t have funding but who are doing good research neverthe-
less so if she knew him well maybe she could help him out. 

Frustration Yes, but also it’s frustrating, this security, like the over-emphasis on security 
is also frustrating, it causes, sometimes it causes more problems to people 
than benefits it seems, for example in my work I cannot receive material any-
more by email, probably the same with everybody because the new regula-
tion, we just can’t receive that so I guess that is probably more harm than 
good 
Hmm that’s very, and, it’s also very annoying, because it puts me in a posi-
tion of power to help them or not, and it’s not very fair. If they are doing 
good research, anyway, and then, well, I would try to help them out if I 
could be certain that they are going to be doing good research and yeah. 
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And, if I thought that they are being unfairly out funding at the moment and 
so on. 
I keep feeling that my answers are all about wanting a system that is a little 
bit, enough leeway for people to still be human while dealing with these 
very sensitive things. Like, don’t put so much burden on me to be the one 
who I have to decide now. I have to share this password and feeling the guilt 
of I might cause some trouble by doing this, but I have to do. 

So, this is like a cynical interpretation of the [limitations on sharing access to 
the server in this] situation: It’s important that not everyone can have access, 
because it helps to keep up the hierarchies. 

Anxiety I would turn down Smiths’ proposal: it is more important for me to hold on 
my promises than fulfil a friend’s request of help which she must know is 
against the policy. However, the closer the person is to me, the more difficult 
it is to decline such a request. For instance, if Smith would be my sister, 
spouse or mother and lived in the same household, I would feel rather ago-
nized for making the decision. 
Very annoyed [that I forgot the deadline], like, almost a little panic, a little 
scare like was it was today! She would say, yeah. I thought it was tomorrow! 

I would feel really stressed out. Because, obviously we had to meet the dead-
line and I have to get the file, but it was made very clear that only I can have 
access to it. So, I would feel very, it would be a dilemma, it would be really 
bad to be in that situation. 
I’d feel under pressure, I’d feel stressed out, I’d feel probably anxious be-
cause my because I shouldn’ve submitted something and deadline’s tomor-
row. Who know what kind of impact that might have on my performance 
rating and my contract and things like that you it could have a lot of ramifi-
cations so yeah I’d feel stressed , anxious, under pressure. 
I’d be so stressed. It depends on the relationship I have with the person 
meaning that if it’s a complete stranger it’s easier to say no way if it’s some-
one you really know I would still say no way ... Because umm I like to follow 
the policies of my employers, I know that I can use the system only under 
certain conditions and only I have the access to it or the people that are au-
thorized to it so for someone coming that is not allowed to use it and asking 
me to do it on his behalf, I believe I’m going around the law or around the 
norm. 
I would sound horrible but I would ask this person if we can clearly talk 
about this with somebody like a superior or something. like can I go talk to 
my supervisor about this and see what he/she thinks that can we do it or 
not. 
To be honest, I find this situation quite tricky, in terms of trying to find a suf-
ficient solution… Normally, I would let a friend that I trust to access my uni-
versity cloud storage to get the file, and then I would change my password 
afterwards, when I would have 
 access to it. However, in this situation there are some research data, so it 
makes it more complicated.  
So these two people, actually is an issue of trust, whether you trust the secre-
tary person but it’s also the responsibility of the lecturer that she has lots of 
students’ data… Quite a difficult case to be honest. 
Even if the interview data is anonymous it’s still confidential and giving 
other people access is a breach of that confidentiality and security. This is a 
tricky situation but I think quite a few people would actually give their login 
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to their friend… I wouldn’t want to be the one failing my group project by 
forgetting to send my part. I also wouldn’t want to breach the confidentiality 
of my empirical thesis data. I really don’t want to take a side here but I think 
it could be argued that for many people the lesser of two evils is to share ac-
cess and not fail the group project if the deadline really is strict and it 
couldn’t be negotiated 
I could probably be in the same situation, I could understand, I would be un-
certain to some extent probably.., that you would be interested in collaborat-
ing so you wouldn’t want to miss that opportunity but on the other hand if 
you have no, absolutely no way of confirming if that was a genuine email! 

I would be in the same problem as him… Well, one thing is that they say 
that they keep their participants’ information, their study, data in their own 
laptops so I thought ok you don’t want anything bad happening to that 
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