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As the contemporary workers and computers converge, modern information sys-
tems tend to become sociotechnical rather than solely technical. This develop-
ment has caught the eye of attackers who are now exploiting the human aspect, 
the proverbial “weakest link”, instead of the hardened technical aspects of infor-
mation systems, causing organizations substantial loss despite investments in 
cyber security. Thus, many incidents today are either directly caused or indirectly 
facilitated by insiders who are either lacking in information security awareness 
or acting contrary to their knowledge. This has provoked the term the knowing-
doing gap. 

This study examined that gap between knowledge and behaviour, why em-
ployees wilfully omit, and the role of attitude in bridging that gap. The study was 
conducted as a web-administered survey using the Human Aspects of Infor-
mation Security Questionnaire (HAIS-Q), to which 287 participants responded. 
The data was analysed using linear regression, Baron-Kenny mediation, and 
comparison of means. 

The primary results indicated that attitude is a stronger determinant for be-
haviour than knowledge. In the mediation analysis, results suggested that most 
of the influence between knowledge and behaviour is mediated through attitude. 
However, although knowledge was weakly correlated with behaviour, the gap 
effect was inverse and did thus not support the existence of a knowing-doing gap. 
Nevertheless, the results provide an incentive for information security profes-
sionals to focus on fostering attitudes rather than only building knowledge. Fur-
thermore, reasons to why employees omit secure behaviour and scientifically 
supported recommendations for improving information security awareness are 
presented, which may benefit professionals in their work. 
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Nykyaikaisten tietokoneiden ja työntekijöiden välisen konvergenssin yltyessä 
modernit tietojärjestelmät voidaan nähdä ennemmin sosioteknisinä kuin 
pelkästään teknisinä. Tämä kehitys ei ole jäänyt huomiotta hyökkääjiltä, jotka 
ovat alkaneet käyttää hyväkseen tietoturvallisuuden inhimillistä aspektia, sen 
vertauskuvallista ”heikointa lenkkiä”, kovennettujen teknisten järjestelmien 
sijaan, aiheuttaen samalla huomattavaa vahinkoa organisaatioille huolimatta 
mittavista investoinneista kyberturvallisuuteen. Näin ollen monet tämän päivän 
tietoturvapoikkeamista ovat joko puutteellisen tietoturvatietoisuuden omaavien 
tai vastoin parempaa tietoaan toimivien työntekijöiden suoraan aiheuttamia 
taikka välillisesti fasilitoimia. Tämä on synnyttänyt ajatuksen tietämisen ja 
tekemisen välisestä kuilusta (engl. knowing-doing gap). 

Tämä tutkimus tarkasteli tuota kuilua tiedon ja käyttäytymisen välillä, 
miksi työntekijät tieten tahtoen jättävät tietoturvaohjeita noudattamatta sekä 
asenteen roolia tuon kuilun ylittämisessä. Tutkimus toteutettiin 
verkkovälitteisenä kyselytutkimuksena käyttäen The Human Aspects of 
Information Security Questionnaire -kyselykaavaketta (HAIS-Q). Kyselyyn vastasi 
287 henkilöä. Data analysoitiin käyttäen lineaariregressiota, mediaatioanalyysiä 
ja varianssianalyysiä. 

Tutkimuksen päätulokset indikoivat, että asenne on merkittävämpi tekijä 
käyttäytymisen kannalta kuin tieto. Mediaatioanalyysissä tulokset viittasivat 
siihen, että valtaosa tiedon vaikutuksesta käyttäytymiseen välittyy asenteen 
kautta. Siitä huolimatta, että tieto korreloi käyttäytymiseen, kuilua tiedon ja 
tekemisen välillä ei havaittu. Tästä huolimatta tulokset tarjoavat tietoturva-
ammattilaisille yllykkeen keskittyä koulutuksessa ennemmin asenteiden 
vaalimiseen kuin tiedon karttuttamiseen. Tämän lisäksi tutkimusraportissa 
tarjotaan tieteellisesti perusteltuja selityksiä sille, miksi työntekijät poikkeavat 
ohjeista sekä suosituksia tietoturvatietoisuuden parantamiseksi, mitkä voivat 
niin ikään hyödyttää tietoturva-alan ammattilaisia heidän työssään. 
 
Avainsanat: tietoturvallisuus, tietoturvatietoisuus, tietoturvaohjeiden 
noudattaminen, tietämisen ja tekemisen välinen kuilu 
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“If you think technology can solve your security problems, then you don’t understand 
the problems and you don’t understand the technology” (Bruce Schneier) 

At the dawn of the decade, economic leaders of the world gathered at the World 
Economic Forum to contemplate the potential hazards of the coming ten years. 
Perhaps to the surprise of few, the sphere of information and communication 
technology, or cyber in layman’s terms, was anticipated to pose the greatest chal-
lenges for humanity, only after the extinction-level threat of global warming 
(Zwinggi, Pineda, Dobrygowski, & Lewis, 2020). To be specific, information se-
curity is the disruptive factor that few businesses can afford to overlook. Ulti-
mately, information has the potential to supersede capital as the most important 
factor of production (Capgemini, 2012). Therefore, success in financial environ-
ment will require success in the cyber environment as well and the protection of 
the most irreplaceable asset of many companies: data (Van Niekerk & Von Solms, 
2010). To safeguard their information assets in the coming decade, successful 
leadership will need to incorporate best practices in both management and strat-
egy to cultivate information security awareness and culture to create a fully func-
tioning, holistic information system (Zwinggi et al. 2020; Parsons et al., 2017). 
Fortunately, SANS (2019) foresees the third decade of the 21st century as the era 
of information security awareness. 

1.1 Information security awareness 

In the evolving information environment, widespread information security 
awareness (hereafter also awareness) is generally a key contributor to successful 
information security (Furnell & Clarke, 2012; D’arcy, Hovav, & Galletta, 2009; 
ISO/IEC, 2018). It has been proposed as an acknowledged fact that awareness is 
the most significant mitigating factor of security breaches in organizations (Safa, 
Von Solms, & Flutcher, 2016; see also Sherif, Furnell, & Clarke, 2015). In fact, it 
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has recently been shown that improving information security awareness is one 
of the most cost-effective ways of diminishing the information security risk asso-
ciated with insiders within an organization (Ponemon, 2020). Information secu-
rity awareness has two dimensions: knowledge and behaviour (Parsons et al., 
2017). The first refers to the extent to which employees, or insiders, comprehend 
the guidance outlined in organizational policy and secure behaviour in general 
(Bulgurcu, Cavusoglu, & Benbasat, 2010) and the latter to the extent to which 
they comply in accordance with that comprehension (Kruger & Kearney, 2006, p. 
289). Conversely, the lack of information security awareness is at the root of in-
siders’ mistakes (Safa, Von Solms, & Furnell, 2015b).  

Consequentially, the insider threat, the threat posed by individuals within 
an organization who either due to inadvertence or omission fail to comply to in-
formation security policies or engage in otherwise insecure behaviour, remains 
one of the most prominent threats today (ENISA, 2020b). Careless and non-com-
pliant employees cause security incidents that bear substantial costs to organiza-
tions (Johnston, Warkentin, McBride, & Carter, 2016; Ponemon, 2020). In 2020, 
the average insider-caused incident cost 11.45 million in EUR to the organization 
(Ponemon, 2020). As such, deviant acts of employees represent a significant 
threat to organizations (PWC, 2012; ENISA, 2020b; Peltier, 2016; FireEye, 2020; 
Landman, 2019), which has earned humans the proverbial title of the “weakest 
link” of information security (see e.g. Schneier, 2015, p. 255; Furnell & Clarke, 
2012; Guo, Yan, Archer, & Connelly, 2011; Vroom & Von Solms, 2004; Gonzales 
& Sawicka, 2002; Cox, 2012; Ifinedo, 2012; Andress, 2014, p. 120). 

From another perspective, however, humans can be viewed as the unwill-
ing first line of defence. In fact, while the cyber security industry has placed em-
phasis on hardening the technical aspects of information systems, the social as-
pect has become disproportionally weak in comparison and thus pushed humans 
to the frontline of information security (Ifinedo, 2012; SANS, 2018; Harris & Fur-
nell, 2012; Gardner, 2014; Ponemon, 2020). This disparity is justified by the fact 
that human issues cannot be solved with product-based solutions and are harder 
to implement and evaluate (Furnell & Clarke, 2012), even though organizations 
ought to specifically prioritize countering people-based attacks (Bissell, Lasalle, 
& Dal Cin, 2019). Arguably, the disparity has encouraged attackers, ranging from 
opportunistic “script kiddies” to highly resourced state actors (Goodman, 2016; 
DCDC, 2016; Schneier, 2015; Laari, Flyktman, Härmä, Timonen, & Tuovinen, 
2019), to leverage the human aspect to infiltrate the technical system, which can 
in turn be observed as increased social engineering (Bissell et al., 2019; Verizon, 
2019). Moreover, by attacking the human person, other layers of protection, even 
encryption, can be bypassed – with merely one simple click (Kaspersky, 2020; 
Schneier, 2015; Andress, 2014). 

However, the notion of the “weakest link” might be obsolete or counterpro-
ductive at worst. The human factor pervades most information systems and can 
never be exhaustively eliminated from the equation (Kaufman, Perlman, & 
Speciner, 2002). In addition, all people are susceptible to human error and coer-
cion. At worst, remarks like “the weakest link” or “you can’t patch stupid” build 
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a culture of indifference towards challenges that are likely solvable. Rather than 
adopt such a fatalistic stance, the root causes of non-compliance and the right 
steps to improve information security compliance (hereafter also compliance) can 
be uncovered. Previously, as a response to such neglect of the human aspect as a 
part of the overarching work environment, research in organizational work de-
sign introduced the notion of the sociotechnical system (Bostrom & Heinen, 1977). 

Therefore, adopting a sociotechnical view of information systems might 
help understand underlying issues. A sociotechnical system is one that considers 
the social and technical aspects of a holistically (Trist & Bamforth, 1951). From 
this perspective, information security is neither, contrarily to how it might be in-
tuitively viewed, solely a technological issue. When we speak of the information 
system, we often envisage the technical aspect: computers, routing devices, ca-
bling, networks, and the Internet. Nevertheless, humans, the operators of the 
computers, can be perceived as processors of information as well (Norman, 1969), 
perhaps as much as computers and, consequentially, they remain central figures 
in maintaining information security (Kaufman et al., 2002). Moreover, while 
adopting the sociotechnical perspective, interest lies specifically in what occurs 
when the technical and the social interact (Lee, 2001). This interest was initially 
raised when the foundation of sociotechnical theory was laid by Trist & Bamforth 
(1951), who made a paradoxical observation within the coal-mining industry: de-
spite enhanced technology and improved working incentives, productivity was 
on the decline. The conclusion was that the social and technical aspects of labour 
were incompatible in a way that had an adverse effect on work. 

Similar paradoxical observations can be made within the field of infor-
mation security. In fact, the paradoxes are many-fold. Firstly, on the macro level, 
although organizations in the private sector are steadily growing their invest-
ments in information security on a yearly basis (Gartner, 2020; Ponemon, 2020), 
information security is on the decline, both in terms of the amount of information 
security incidents and the cost of a single data breach (Bissell et al., 2019; IBM, 
2019). On the meso level, despite organizations are taking different managerial 
initiatives to improve information security compliance, getting employees to 
comply remains one of the most strenuous tasks within information systems se-
curity (Warkentin & Willison, 2009; Hwang, Kim, Kim, & Kim, 2017; Hagen, Al-
brechtsen, & Hovden, 2008). Finally, on a micro level, people tend to seek ways 
to circumvent technical security measures to their personal convenience, which 
is incompatible with the fact that they are in general willing to pay to secure their 
information (Workman, Bommer, & Straub, 2008). Also, a dilemma known as the 
privacy paradox arises as users often report being wary regarding privacy alt-
hough they act contrarily (Smith, Dinev, & Xu, 2011). These paradoxes bear sim-
ilar features to the sociotechnical dilemma established by Trist & Bamforth (1951). 
However, the phenomenon also bears another name. 
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1.2 The knowing-doing gap and the KAB model 

Today, the rift that divides knowledge and behaviour is also known as the know-
ing-doing gap, a term coined by Pfeffer and Sutton (2000) in their namesake book. 
Essentially, the knowing-doing gap posits that people possess the necessary 
knowledge to act but do not behave consistently with that knowledge (Alfawaz, 
Nelson, & Mohannak, 2010). The central idea is that knowledge of what to do does 
not automatically result in correct behaviour; what is not enough. The concept 
was initially linked to organizational performance, but it has since been adopted 
into information security as well (e.g., Gundu, 2019; Workman et al., 2008). 

However, as (Alfawaz et al., 2010, p. 52) have formulated, knowing but not 
doing is not the only mode of behaviour that can be observed, mode meaning a 
“manner or way of acting, doing, or being”. Following the knowing-doing anal-
ogy, they proposed three other information security modes of behaviour based 
on the information security awareness dimensions of knowledge and behaviour. 
The behaviour modes are illustrated in table 1. 

TABLE 1 Information security behaviour modes (Alfawaz et al., 2010, p. 53) 

Mode of behaviour Description Example of related information 
security behaviour 

Mode 1: 
Not knowing-not doing 

The subject does not know the 
organisation’s policies and 
does not have general security 
knowledge. As a result, they 
are not complying 

Information security policy is 
not in place or is not properly 
communicated. Users are: 
- sharing passwords 
- visiting harmful web contents 

Mode 2: 
Not knowing-doing 

The subject does not know the 
policies and does not have 
knowledge but is compliant 

Users are voluntarily: 
- reporting violations. 
- sharing related knowledge 

Mode 3: 
Knowing-not doing 

The subject knows the policy 
or has the required know-
ledge, but is not compliant 

There is a policy in place and 
well communicated but users 
intentionally violate rules and 
circumvent policy 

Mode 4: 
Knowing-doing 

The subject knows the policy 
and has the knowledge and 
they are compliant 

Information security at place 
and well communicated and us-
ers are abiding by the rules. 

 
Nevertheless, little research has been made based on the idea that organi-

zations, or people in general, may have a general mode of behaviour in terms of 
information security, besides indirect evidence that the knowing-doing gap may 
be a relevant phenomenon information security (Workman et al., 2008). For in-
stance, Aytes and Connolly (2004) discovered that university students exhibited 
risky behaviour even though being relatively familiar with safe practices. On the 
other hand, while development has been made to unravel why some act contrary 
to their better knowledge regarding information security, some studies suffer 
from a score of methodological weaknesses (Workman et al., 2008). Nevertheless, 
the question whether this is a universal phenomenon remains up to debate and 
a research gap prevails. In Gundu’s (2019) study involving a South African 
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organization, workers who had good knowledge of secure behaviour possessed 
a negative attitude towards policy compliance. Therefore, their actions did not 
correspond with the level their knowledge would predetermine, causing a know-
ing-doing gap. Although Gundu’s (2019) results are not generalizable beyond the 
studied population, they prompt another understudied topic: attitude as a medi-
ator between knowledge and behaviour. 

The knowledge-attitude-behaviour (KAB) model incorporates attitude as a 
mediator between knowledge and behaviour (Schrader & Lawless, 2004) and 
highlights the importance of attitude as an antecedent for compliance (Som-
mestad, Hallberg, Lundholm, & Bengtsson, 2014). The KAB model is also rele-
vant in terms of information security awareness by limning its two dimensions, 
knowledge and behaviour, together. While some authors view information secu-
rity awareness as solely intellectual, cognitive quality1 (Siponen, 2000, p. 31; Bul-
gurcu et al., 2010; Albrechtsen & Hovden, 2010), it can also be viewed from a 
broader perspective, as both the knowledge and the behaviour, and seen to bridge 
the divide between cognition and action by including attitude to the formula (e.g., 
Parsons, McCormac, Pattinson, Butavicius, & Jerram, 2014a; Sherif et al., 2015). 
Thus, uniform with the KAB model, information security awareness contains 
three interconnected components (Pattinson et al., 2019, p. 5): 

1. What a person knows about secure behaviour (knowledge) 
2. How a person feels about behaving securely (attitude) 
3. What a person does when handling sensitive information (behaviour) 

Pattinson et al. (2019, p. 5) envelops information security awareness into an 
introspective question “am I doing something that may jeopardize the confiden-
tiality, integrity, or availability of the information I am now using?”. The term 
conscious care behaviour (as opposed to careless behaviour) is also used to depict 
a situation where an individual willfully considers the consequences of their ac-
tions while working with information systems (Safa et al., 2016). Therefore, in 
addition to being a question of knowledge, secure behaviour and compliance is 
also a question of attitude. 

By implementing attitude, the KAB model also postulates that merely in-
creasing knowledge does not constitute desired behaviour, attitudes must be sat-
isfied as well (Parsons et al., 2014a; Schrader & Lawless, 2004; Gundu, 2019). Thus, 
the KAB model encapsulates not only information security awareness, but the 
knowing-doing gap as well and provides a plausible framework for some of the 
sociotechnical paradoxes involved in information security. Hence, according to 
the KAB theory, it follows that compliance can be observed only if individual 
attitudes harboured towards information security dilemmas are favourable, and 
vice versa. On the organizational, meso level, this is to say that individual com-
pliance cannot be achieved unless organizations successfully influence attitudes 
(Kruger & Kearney, 2008). 

 
1 Siponen (2000, p. 31) describes information security awareness as “a state where individ-

uals in an organization are aware of… their security mission”. 
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1.3 Research aim and scope 

Thus, the purpose of this study was to address the understudied topic of the 
knowing-doing gap, determine whether such a phenomenon could be observed, 
and, specifically, investigate the role of attitude compared to and as a mediator 
between knowledge and compliant behaviour. Another key interest was to com-
pile viable, scientifically founded means of improve information security aware-
ness to the use of the organizations.  In addition, to explain the causes of the 
knowing-doing gap, the study strived to pinpoint why omissive and inadvertent 
behaviours occur. Hence, the research questions were formulated as follows: 
 

1) Is there a knowing-doing gap within the organization? 
2) What causes the knowing-doing gap?2 
3) What are the roles of attitude and knowledge for the gap? 

a. How can organizations build knowledge and foster attitudes to im-
prove information security awareness and bridge the gap? 

 
However, as figure 1 illustrates, information security awareness and its el-

ementary parts, knowledge, attitude, and behaviour, can be influenced through 
individual factors (e.g., age, work experience, or formal education), organiza-
tional factors (e.g., organizational security culture and other social factors), and 
intervention factors (e.g., awareness training). 

 

 

FIGURE 2 Information security awareness model (Parsons et al., 2017, p. 48) 

In fact, when evaluating compliance and information security awareness, 
organizational factors such as demographics, nationalities, business types, and 
management styles must be acknowledged (Goel & Chengalur-Smith, 2010; 
Hovav & D’Arcy, 2012). This urges to consider variables that may influence in-
formation security awareness on a local scale, some of which may even be glob-
ally generalizable. Case research that acknowledges organizational 

 
2 i.e., what causes non-compliance and why do employees engage in risky behaviour. 
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demographics also provides the target organization with actionable information 
to, for instance, help the organization plan interventions (Chua, Wong, Low, & 
Chang, 2018). However, intervention factors (apart from the literature review in 
section 2) were not considered as a part of this study as it would have required a 
longitudinal study. Furthermore, through examining individual factors that are 
“global”, i.e., common beyond the organization. There are multiple indications 
that individual factors influence information security awareness (see e.g., Chua 
et al., 2018). Thus, the study was influenced by the question: 

 
4) Do demographic factors influence information security awareness? 

 
Specifically, the demographic variables selected to represent the demo-

graphic variables were the unit and the personnel group of the respondents, 
which were both organizational factors, as well as age, level of formal education, 
and work experience (within the same employer), which represented the indi-
vidual factors. The justifications and associated research gaps for these factors 
are discussed more thoroughly in section 4 along with a more detailed descrip-
tion of the target organization. Due to confidentiality issues, identifiable infor-
mation regarding the organization will be left undisclosed. 

Figure 2 integrates the concept of information security awareness and the 
relationships associated with its component parts to depict the scope of the study 
in its frame of reference. Furthermore, it highlights the potential knowing-doing 
gap and the role of attitude as a possible explanatory factor. As figure 1 showed, 
apart from intervention factors, the external factors that influence information 
security awareness are included. 

 

 

FIGURE 3 Referential frame and scope of the study 
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1.4 Thesis outlines 

Excluding the introduction, the thesis consists of seven chapters. Chapters 2, 3, 
and 4 represent the literature review of the thesis. Specifically, chapter two builds 
on the theoretical fundaments and concepts hitherto presented. In addition, 
chapter 2 presents a literature review that pertains to research question 2 (reasons 
for non-compliance) and provides justifications for the primary measure used in 
the study, the Human Aspects of Information Security Questionnaire (HAIS-Q). 
The third chapter represents the literature review for research questions 1 (the 
knowing doing-gap) and 3 (attitude) and fourth chapter for research question 4 
(demographics). The material for literature review was collected primarily using 
Google Scholar as well as using the JYKDOK database of the library of the Uni-
versity of Jyväskylä and the finna.fi article database. The material was chosen 
indiscriminately. However, during the collection process, sources evaluated at 
level 1 of the quality scale of the Finnish Publication Forum (2021) were empha-
sized, while some sources were evaluated at level 3. The literature review was 
supplemented with recent threat reports from information security organizations 
(e.g., ENISA, 2020b), standardization organizations (e.g., ISO/IEC, 2018), infor-
mation security research institutes (e.g., Ponemon, 2020), and renowned threat 
intelligence (e.g., Crowdstrike, 2020) and other information technology compa-
nies (e.g., IBM, 2019; Verizon, 2018). 

Chapter 5 aims to explain and justify the research methodology, the 
measures, participants, and procedures utilized in the study. It also covers limi-
tations associated with the methodology. Furthermore, the sixth and the seventh 
chapter involve the presentation of results and discussion of the results, respec-
tively, with respect to the previous findings presented in the literature review. 
Chapter 7 also infers the most significant implications and provides recommen-
dations based on the findings in the literature review, specifically the fourth 
chapter. Finally, chapter 8 concludes and summarizes the thesis by reviewing the 
context, gap, findings, and the implications that follow. 
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“First, we view the human as a processor of information” (Donald Norman) 

Often, we lend colloquial terms from computer science to describe human nature 
(Gleick, 2011). Likely, such metaphors are used to make otherwise intangible con-
cepts more intuitive and relatable to human beings. However, as the chasm be-
tween humans and computers in everyday life continues to narrow down, the 
understanding of the layman grows wider still from increasingly complex con-
temporary information and communication technology (ICT). This chasm gives 
rise to a lack of cyber know-how of the average worker (Clarke & Knake, 2019). 
Because such a divisive development likely entails problems in terms of infor-
mation security in the long run, understanding the convergence of human beings 
and computing devices, the sociotechnical information system, is essential. 

The following chapter approaches the information system from a sociotech-
nical perspective and demonstrates, from a psychological and historical perspec-
tive, how human beings are innate elements of information systems as well. In 
fact, for 300 years, until the mid-20th century, computers were humans who fol-
lowed fixed rules without authority to deviate from them (Turing, 1950). In con-
trast, by unveiling some of the profound differences between humans and mod-
ern computing devices, this section outlines challenges that arise in terms of in-
formation security. Specifically, the section addresses the questions who deviate 
from the “fixed rules”, why do they deviate from them, and how do these devia-
tions constitute a risk for information security and the modern workplace. 

2.1 Theoretical foundations of the sociotechnical information sys-
tem 

In this basic form, an information system is a system that monitors and retrieves 
data from the environment, specializes in the processing of the data, and presents 
it to generate required information (Curry, Flett, & Hollingsworth, 2006). 

2 THE SOCIOTECHNICAL INFORMATION SYSTEM 
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Information systems also include anterior metainformation to “know” how to 
process inputs, such as language in human memory or the scripts and programs 
in computers. Nevertheless, establishing a unified definition for the concept of 
the information system and an associated real-world entity has proven problem-
atic (Boell & Cezec-Kecmanovic, 2015). Zachman (1987) argued over three dec-
ades ago that the notion of an information system was becoming detached from 
any theoretical construct or real-world phenomena and losing any semantic 
meaning. He noted that the definition of a particular system varies in sync with 
alterations in perspective: the system in the eyes of the planner is different to that 
of the end-user. Therefore, Zachman (1987) deduced that a single exhaustive de-
scription does not exist. Thus, the definition of an information system could best 
be understood as a tool that varies depending on how it is being used, as models 
and theories often do, being purposefully simplified versions of their respective, 
often unnecessarily complex real-world counterparts. 

Regardless, definitions, or models, for information systems are plenty. In 
the arena of standardization organizations, NIST (2020, p. 405), the US National 
Institute of Standards and Technology, an information system is “a discrete set 
of information resources organized for the collection, processing, maintenance, 
use, sharing, dissemination, or disposition of information”, and therefore takes a 
functional and process-oriented approach. The ISO/IEC (2018, p. 5), the joint 
committee between the International Organization of Standardization and the 
International Electrotechnical Commission, on the other hand, view information 
systems more structurally and sees one as “the set of applications, services, in-
formation technology assets, or other information-handling components”. These 
standardized definitions are important for what they include, but simultaneously, 
for what explicitly exclude: people – although it remains unclear whether people 
are implicitly included. 

This is a notion that is taken into consideration by other system theorists 
since the idea of separating human beings and computing devices from a systems 
perspective has become unsustainable (Trist, 1981). While looking for contempo-
rary information system definitions Boell and Cezec-Kecmanovic (2015) found 
four distinct views with which to observe the information system: 

• the technology view, 

• the process view, 

• the social view, and 

• the sociotechnical view. 

Of these, the sociotechnical view provides a useful tool for the purposes of 
understanding the entirety of information security. Although the concept itself 
was conceived already in the 1950’s (Trist & Bamforth; Trist, 1981, p. 7), to com-
prehend the magnitude of information systems in modern organizations, hu-
man-computer interaction, and its repercussions for security, adopting a soci-
otechnical view can help model and understand information systems security in 
a useful way. As it happens, the role of humans is often neglected when it comes 
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to controlling information systems (Ponemon, 2020; Harris & Furnell, 2012). 
When adopting sociotechnical standpoint, we concede that: 

“the information systems field examines more than just the technological system, or 
just the social system, or even the two side by side; in addition, it investigates the phe-
nomena that emerge when the two interact” (Lee, 2001, p. iii) 

Organizations exist to fulfil a certain function, which entails that people use 
technical artifacts to carry out certain tasks related to the organizational function 
(Trist, 1981). In fact, contemporary standards perceive (sociotechnical) infor-
mation systems in organizations as a composition of three key features: technol-
ogy, people, and management or organizational processes (NIST, 2020; VAHTI, 
2014). Raggad (2010) extends the definition of the information system by stating 
that in addition to activities, technology, and the newly introduced people, net-
works and data are elementary parts of the information system. While all signif-
icantly contribute to information security, within the context of these features, 
people play a central role (Cheng, Li, Li, Holm, & Zhai, 2013). People are infor-
mation handling components as much as computers (Raggad, 2010; Norman, 
1969). However, the analogy has its limitations. 

2.1.1 Differences between the social and the technical subsystems 

While conceding to the fact that the social and technological subsystems are a 
part of the same aggregate system, it must be stressed that social (people) and 
technological components, in the case of information security computers, are fun-
damentally different. Whereas computers are complicated, difficult to compre-
hend but nevertheless comprehensible and predictable, humans tend to be com-
plex. This is to say that while human beings adhere to certain regularities, logic, 
and rationality, they are fundamentally unpredictable and from a systematic per-
spective beyond the comprehension of contemporary science. As Karl Popper 
(1972) stated, human behaviour is highly irregular, disorderly, and reminiscent 
of clouds due to their innate difficulty to be predicted. To elaborate, humans do 
also not understand computers. The layman’s understanding is often limited to 
the extent that they only perceive computers as “magical boxes that… get their 
jobs done” (Schneier, 2015, p. 255). 

From a pedagogic perspective, humans and computers have vastly differ-
ent ways of turning instructions into practice. The computer is a slave of its in-
structions; it can only comply to the instructions of its operating system, its pro-
grams, and its user, and it is impossible for it to violate them. A human being can 
also be instructed, with policies for example, and persuaded. However, due to 
freedom of choice, compliance is entirely up to the individual and a score of com-
plex psychological behavioral patterns. People cannot simply be told to change 
their behaviour; “that’s not how the brain works” (Zinatullin, 2016, p. 84). More-
over, computer instructions can be stacked nearly endlessly without suffering a 
decline in performance. On the contrary, humans have a much lower cognitive 
processing capacity and need clear and simple guidelines to retain a high level of 
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capability and compliance (Krol, Moroz, & Sasse, 2012; Gundu, 2019). Sharing 
cognitive resources across several tasks simultaneously is encumbering and 
stressful, whereas computers do so with diligence. Unlike computers, people 
need to be incentivized and motivated. 

Other differences in terms of information processing between computers 
and humans include storage capacity, data transmission capability and speed, 
memory and data loss, scalability, connectivity, and updateability, to mention 
some (Harari, 2018, p. 38). Computers are also not singular in the same sense that 
people are. It is easy to connect computers into a dexterous network, control, and 
update when the need occurs, while humans, oppositely, are not as easily “con-
nected” and are even harder to “update” (Leidner & Kayworth, 2006; Lacey, 
2010). Still, the human factor pervades most information systems and can never 
be exhaustively eliminated from the equation (Kaufman et al., 2002). 

Nevertheless, due to their pervasiveness and the inevitable collision, it is 
tempting to juxtapose human beings and computers. For instance, SANS (2018) 
speaks of the human “operating system”, as opposed to the software installed on 
computers, which both store, process, and transmit data. Analogies between the 
human being and the modern computer architecture can be traced back to the 
cognitive revolution, also known as the informational turn, which, unsurpris-
ingly, took place in sync with the development of the first transistor-based and 
circuit-integrated computers in 1950–1960 (Gleick, 2011; Säljö, 2004). This revolu-
tion laid the foundation to cognitive science, combining psychology, computer 
science, and philosophy in one discipline (Gleick, 2011; Säljö, 2004). Thus, it 
would seem only natural that cognitive science, and perhaps psychology as well, 
with their complex research subject, the brain, borrowed their concepts from the 
more tangible field of computer science. The brain was a “processor” and “stor-
age” of information, people were described to “handle” information and “access” 
and “retrieve” it on demand from their “long-term” and “short-term” memory 
(Säljö, 2004, p. 53). As Donald Norman (1969, p. 3), one of the pioneers of Amer-
ican cognitivism, stated: “first, we view the human as a processor of information.” 
Perhaps, since our technological solutions are engineered by our brains, it is only 
fitting that these technological innovations should be regarded as part of it, not 
apart from it – two sides of the same coin that is the sociotechnical system. 

2.2 The social subsystem and information security 

“If you don’t know the threat, how do you know what to protect” (Kurt Haas’ first law) 

Three fundamental concepts associated with information security are threats, 
vulnerabilities, and risks. In addition, an aggregate term commonly used to limn 
the arsenal of attacks and attackers in relation to a system’s information security 
is the threat landscape (Schneier, 2015). Congruently, the vulnerability landscape de-
picts features of the system that an attacker can exploit to their benefit. Risk ex-
presses the effect of uncertainty on security and, thereafter, the potential that 
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threats will exploit vulnerabilities in an information system (ISO/IEC, 2018). 
Since security is threat-oriented, understanding the threat landscape of a system, 
vulnerabilities, and risks, is a prerequisite for securing it (NIST, 2020). 

This section examines part of the threat landscape, the attackers, or threat 
actors, of the social subsystem as well as the vulnerability landscape of the hu-
man aspect, risks associated with unsecure behaviour and attacks risky behav-
iour increases susceptibility to. Specifically, this section answers three critical 
questions relevant to the knowing-doing gap: 

• Who the individuals are that constitute the inside threat and the 
knowing-doing gap, 

• Why those individuals succumb to non-compliant behaviour, either 
inadvertently or through omission, and 

• How such behaviour increases risk to the organization by exposing 
information systems to attacks by threat actors. 

Importantly, the “why” question also reviews literature to answer research ques-
tion 2, why individuals consciously omit secure behaviour or inadvertently fail to 
comply. In addition to outlining risky behaviour, the “how” question answers 
how information security awareness can be measured by justifying the measure-
ment items used in this study. Namely, this part of the subsection lists user be-
haviour associated with the seven focus areas3 of the HAIS-Q and exemplifies 
how such behaviour is relevant in terms of the contemporary threat landscape. 

2.2.1 Who? Threat landscape of the social subsystem 

“Only amateurs attack machines; professionals target people.” (Bruce Schneier) 

The term threat is commonplace among information security-related discourse. 
NIST (2020, p. 424) defines a threat, very much like ISO/IEC (2018), as “any cir-
cumstance or event with the potential to adversely impact… [an organization] 
through a system via [various effects]”. The Internet Engineering Task Force 
(IETF, 2007, p. 155) continues by adding that threats may be inadvertent or intel-
ligent. Intelligent threats are essentially threat actors (sometimes also agents), be-
ings that intentionally seek to exploit vulnerabilities due to a range of motives 
(NIST, 2020, p. 422). Threats and threat actors can be divided to either external, 
the outsider threat, or internal, the insider threat (IETF, 2007, p. 22; Loch, Carr, & 
Warkentin, 1992). 

Outside threat actors include nation states, vandals, hacktivists, criminals, 
terrorists, and patriotic hackers – even businesses are today among the principal 
sources of threat (Laari et al., 2019; DCDC, 2016; Schneier, 2015). While outsiders 
are not within the scope of this study, they are noteworthy in the sense that they 
are the primary source of threat that can leverage unwary insiders for malicious 

 
3 These are password management, email use, Internet use, social media use, mobile de-

vices, information handling, and incident reporting 
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purposes. Thus, people can also form an attack vector, an initial route for an at-
tacker to form contact with the target, at the behest of the outside threat (DCDC, 
2016). To circumvent solid organizational cyber defences, the attacker uses the 
unhardened insider as a “crowbar” to gain access to the system (Kaspersky, 2020). 
Each year threat actors refine their use of the human aspect rather than relying 
on technical activities and focus their efforts on people over the technical subsys-
tem, simply because it generally requires less effort (Proofpoint, 2019). In fact, 
recent years has seen a surge in people-based attacks (Bissell et al., 2019). Accord-
ing to Verizon (2019), social engineering as a part of data breaches rose from 17% 
to 35% and the human person as an intermediary target from 19% to 39% between 
2013 and 2018. 

Attacks that leverage the human aspect are known as social engineering, a 
hacker term for deceit. In traditional terms, the social engineer is a con artist. It 
entails subtly persuading an unwitting target person to do the bidding of the 
hacker (Schneier, 2015). In short, social engineering is “the art of getting users to 
compromise information systems” (Krombholz, Hobel, Huber, & Weippl, 2015, 
p. 114). Social engineering includes the pretence of possessing legitimate access 
to the information (Security Committee, 2018). It is particularly precarious since 
it bypasses all technological forms of intrusion prevention: network security, host 
security, and even cryptography (Schneier, 2015; Proofpoint, 2019). 

Krombholz et al. (2015) categorize social engineering attacks into five dis-
tinct approaches: 

• Physical approaches, such as dumpster diving or shoulder surfing, 

• Social approaches, such as phishing emails, 

• Reverse social engineering, for instance, causing a technical problem 
and then calling from “tech support”, 

• Technical approaches, such as gathering data from open sources, and 

• Sociotechnical approaches, that combine several of the above. 

Social engineering is also often an enabler for technical forms of attack 
(DCDC, 2016). Combined with zero-day vulnerabilities, social engineering is a 
tactic favoured even by state-sponsored actors with formidable technical apti-
tudes (Krombholz et al., 2015; Kaspersky, 2020). 

According to ENISA (2020b), the European Union Agency for Cybersecu-
rity, the insider threat can be divided into five distinct categories: 

• Careless workers, or inadvertent insiders, who violate policy, 

• Insider agents who steal information at the behest of a third party, 

• Disgruntled employees who want to damage their organizations, 

• Malicious insiders who use their credentials for personal gain, and 

• Feckless third parties who compromise information security via im-
postor accounts or stolen credentials. 
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Furthermore, ENISA (2020b) has three different subcategories for malicious 
insiders (agents, disgruntled employees, and those out for personal gain), in-
cludes credential thieves that merely utilize stolen credentials, and, most im-
portantly, does not accommodate a category for omissive individuals. Therefore, 
on a higher level of abstraction, the insider threat can be thought to be comprised 
of three categories, namely: 

• Malicious insiders, 

• Inadvertent insiders, and 

• Omissive insiders. 

While the malicious insider poses a serious threat, inadvertent and omissive 
insider do not per se constitute a threat. Rather, they pose a risk that contributes 
to the manifestation of a threat. NIST (2020, p. 414) defines, in line with other 
common definitions, that risk is “a measure of the extent to which an entity is 
threatened by a potential circumstance or event” and typically determinable by 
the impact of the circumstance or event unfolding and the probability that it occurs. 
Therefore, one can also evaluate the insider threat from a risk perspective by as-
sessing probability and impact. 

In terms of probability, Proofpoint (2019) reports that all but 1% of attacks 
observed made use of technical system vulnerabilities; the rest targeted the social 
subsystem. However, though this remains unclear, these numbers might repre-
sent attempted attacks not successful security breaches. FireEye (2020) reports 
that only 1% of targeted attacks included a malicious insider, although this figure 
does not include inadvertence or omissive behaviour. Nevertheless, in the scien-
tific community, researchers claim that most cyberattacks are progressed through 
human error (Khan, Sawhney, Das, & Pandey, 2020; Schultz, 2005; Wood & Banks, 
1993). From a more local perspective, Silvers (2017) has estimated that a three out 
of four employees engage in risky behavior in the cyber domain. 

There is also the question how much of the insider threat is caused by each 
threat category. IBM (2019, p. 30) concluded that the majority (51%) of data 
breaches in 2019 were due to malicious attacks, whereas human error accounted 
for 24%. Albeit the sample is small, it illustrates that disparities exist. According 
to Ponemon (2020), 23% of all insider-induced incidents were due to malicious 
insiders, i.e., persons seeking personal gain, agents, or disgruntled employees 
(ENISA, 2020b). Another 14% were due to credential thieves, imposters who had 
stolen credentials for illegitimate entry. The rest, some 62%, pertained to em-
ployee or contractor inadvertence (Ponemon, 2020). Some researchers agree that 
insider activity is seldom malicious in nature (Furnell & Clarke, 2012). 

However, in terms of impact, the insider threat is more clearly quantified. 
The average insider-perpetrated data breach in 2020 cost 11.45 million in EUR, 
although costs resulting from inadvertence were not as steep as those resulting 
from the malicious insider (Ponemon, 2020; IBM, 2019; see also Harris & Furnell, 
2012, p. 13), likely due to differences in intent. In fact, breaches due to malicious 
attacks were up to one-fourth more costly than those caused by human error or 
inadvertent insiders (IBM, pp. 6–7). When an insider incident occurs, up to a third 
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of costs are spent on containment alone (Ponemon, 2020). In addition to financial 
costs, reputational damage bore an even greater effect on organizations afflicted 
with an insider attack, the cumulative effect of both soaring to 65% (Egress, 2019). 

With potentially high probability and high impact, the threat posed by in-
siders as whole is real. Polled business executives themselves stipulate that acci-
dental leaks of confidential information and insider attacks bear the greatest im-
pact on organizations (Bissell, Lasalle, Van Den Dool, & Kennedy-White, 2018; 
Bissell et al., 2019). The threat of insiders in business is widespread and has risen 
in recent times; all types of insider threats and risks are increasing, especially 
credential theft (FireEye, 2020). Large instances are especially affected as organi-
zation size positively correlates with insider incidents, being the most salient 
with the largest organizations (Ponemon, 2020; Bissell et al., 2019). 

While cases might come rarely4 (Peltier, 2016; FireEye, 2020), the scenario of 
the malicious insider bears grave destructive potential as insiders usually have 
clearances and knowledge of the system otherwise left unknown to outsiders, 
especially in organizations with open trust models (FireEye, 2020). The very def-
inition of the attacker on the inside refers to an individual working in an organi-
zation who uses legitimate authority for illegitimate gain (Padayachee, 2012). 
Past employees and third-party contractors are also considered malicious insid-
ers (FireEye, 2020). Malicious insiders are spurred by various motives: money, 
ideology, and revenge, but also coercion and ego (Watts, 2018; FireEye, 2020). 

As such, with low probability but high impact, malicious acts of employees 
represent a significant threat to organizations (PWC, 2012). Of the fifteen most 
popular threats in 2020, insider attacks were ranked ninth by ENISA (2020c). Dis-
gruntled past or current employees or third-party contractors might, for instance, 
delete data, plant malicious code, or purely sabotage hardware (Peltier, 2016; 
FireEye, 2020). Notorious examples from the arena of national security are plenty 
although cases are also ample in the private sector (Landman, 2019) but seem to 
rarely hit similar headlines. Trends that arise from recent insider events include: 

• Extortion, the threat of compromising information security unless de-
mands, often monetary, are met, 

• Espionage, the theft of vital or valuable intellectual property, 

• Asset destruction, by physically or logically influencing the infor-
mation system, and 

• Workplace stalking, where insiders illegitimately view sensitive data 
or steal co-worker credentials for malign purposes (FireEye, 2020) 

Moreover, the inadvertent insider continues to pester organizations by caus-
ing undue risk, security incidents, and costs by carelessly violating information 
security policies (Johnston et al., 2016; Ponemon, 2020). Some argue that the key 
threat, no less, is the employee, who due to inadvertence fails to comply with 
organizational policy or standards and engage in secure behaviour (Siponen, 
Pahnila, & Mahmood, 2007). Inadvertently caused incidents are also known as 

 
4 FireEye (2020) reports that 1% of targeted attacks involved a malicious insider 
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behavioural information security incidents (Bauer & Bernroider, 2017), denoting 
the connection of the issue to behavioural psychology. Inadvertence can be per-
ceived as a matter of accident but more commonly inadvertence is caused by lack 
of knowledge (Furnell & Clarke, 2012). However, the fact that inadvertent inci-
dents are caused by carelessness or lack of knowledge does not eliminate that 
individuals have the potential to cause substantial harm to the organization since 
they possess broad and legitimate access (Gundu, 2019; Padayachee, 2012). Even 
a minor act of non-compliance can contribute to major consequences and thus 
even inadvertent insiders can pose substantial threat. It also appears that infor-
mation security violations are very mundane:  leaving computers unlocked and 
malpractice concerning passwords are among the most common risky behav-
iours, even amongst information security experts (Siponen & Vance, 2010). More-
over, employees have been found to under the assumption that anti-virus soft-
ware is infallible and that pdf files are always trustworthy, opening them despite 
warnings (Krol et al., 2012). This highlights the reason why inadvertence consti-
tutes such risk and why inadvertence is apt to inspire derogatory rhetoric to-
wards the human aspect and the proclamation of the “weakest link”. 

Omissive insiders are of particular interest in terms of this study. The concept 
of omissive behaviour implies that the individual knows how to act but still de-
cides to act otherwise, in other words, omits (Cox, 2012; Gundu, 2019). Even if 
omission may intuitively appear extremely culpable, there are ethical principles 
that easily endure a formal, normative transgression (Siponen & Iivari, 2006). 
Nevertheless, the dilemma of omission is at the nexus of the knowing-doing gap 
(Pfeffer & Sutton, 2000). As opposed to individuals who simply lack the 
knowledge to comply, workers that are aware of the risks and mitigations, but 
still act otherwise, pose a greater concern. The issue with these individuals is of-
ten deemed motivational but may prove many-fold and require further under-
standing of human psychology, being consequentially more difficult to tackle 
(Furnell & Clarke, 2012). 

Therefore, the following subsection considers psychological peculiarities, or 
vulnerabilities in cyber security terms, that not only make humans susceptible to 
inadvertence but also cause omissive behaviour. Moreover, the subsection ad-
dresses possible ethical justifications and answers why people a willing to omit, 
as denoted in research question 2. 

2.2.2 Why? Vulnerability landscape of the social subsystem 

A vulnerability is a “weakness that can be exploited by one or more threat [ac-
tors]” (ISO/IEC, 2018, p. 11; see also NIST, 2020, p. 423). A vulnerability is not 
necessarily a negative quality; it might be an intentional, built-in feature that only 
becomes adverse upon exploitation. Any system, technical, social, or otherwise, 
possesses vulnerabilities that can be exploited to the disadvantage of the system. 
Vulnerabilities related to the social subsystem can be classified into vulnerabili-
ties pertinent to inadvertent behaviour, aspects that threat actors may capitalize on, 
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and vulnerabilities associated with omissive behaviour, factors that enable the 
knowing-doing gap to arise. 
 
Inadvertent behaviour 

 
Perhaps the most logical causes for inadvertent violations are fundamentally hu-
man: unconsciousness and carelessness, i.e., not knowing or not being cautious 
enough (Safa et al., 2016). A lack of knowledge might manifest in insufficient 
knowledge of regulations, failure to understand the logic behind them, or failure 
to appraise the threat that is caused by ignoring them (Cox, 2012). Thus, security 
matters may feel unimportant (Junger, Montoya, & Overink, 2017). 

Moreover, the human person contains peculiarities that place it susceptible 
to risky behaviour. The optimism bias, for one, causes people to presume that 
negative events are less likely to occur to them (Weinstein, 1980). This can lead 
individuals to willingly engage in insecure behaviour under a sense of false in-
vulnerability. This is further exacerbated in the cyber domain, where conse-
quences of detrimental actions easily pass unnoticed. In addition, although peo-
ple are generally able at identifying threats in their physical environment, as they 
are hardwired to do so, they are also prone to underestimating risks (Weinstein, 
1980). Underappreciating risks is also especially salient in the intangible cyber 
domain (Schneier 2015, p. 256). For instance, risk-taking propensity is a predeter-
minant for lower information security awareness (McCormac et al., 2017a; 
Weirich, 2005) and impulsivity, “the urge to act spontaneously without reflecting 
on an action or its consequences” (Coutlee, Politzer, Hoyle, & Huettel, 2014, p. 2), 
is associated with unsecure information security behaviour and risky behaviour 
online (Egelman & Peer, 2015). Impulsivity is likely to pose heightened risk in the 
abstract and complex digital environment, where conceiving the consequences 
the of illicit behaviour is difficult (Cox, 2012). In contrast, big five traits conscien-
tiousness, agreeableness, and emotional stability positively influence variance in 
information security awareness to a significant degree (McCormac et al., 2017a; 
Parsons et al., 2014a; Shropshire et al., 2015). 

Inadvertence might also be the result of successful social engineering (Cox, 
2012): psychological manipulation of people to expose confidential information 
or act in a way that jeopardizes the confidentiality of information (Anderson, 
2020, p. 84). Basically, social engineers succeed by exploiting specific “vulnera-
bilities” of the human person: emotions, such as curiosity, fear, laziness, greed, 
and the will to be helpful and trust (Schneier, 2015, p. 266). These emotions are 
vulnerabilities in the sense that they are entirely “intentional features” of human 
nature but exploitable at expense of the individual. For example, trust has been 
vital to humans from an evolutionary perspective, trusting and being trusted 
even releases oxytocin into the bloodstream (Hadnagy, 2018), and researchers 
agree upon the fact that people thus possess a proclivity to trusting others as a 
default mindset (Ostrom, 1998; Mills, 2013). However, this has potentially haz-
ardous repercussion in the cyber domain, where human sensory authentication 
is bypassed (Schneier, 2015). Difficulty of human authentication is further exac-
erbated by the increase of digital platforms that replace physical interaction in 



19 

the workplace (Krombholz et al., 2015). Therefore, a victim of social engineering 
often acts on trust rather than hard methods of authentication that technical de-
vices utilize (Cox, 2012; Proofpoint, 2020). 

Although any information system, social, technical, or sociotechnical, is 
built upon trust, trust issues are also not exclusive to social engineering. In terms 
of access control, malicious insiders thrive in organizations with open trust mod-
els and a trusting organizational culture (FireEye, 2020). May (2017) aptly sug-
gests that organizations and individuals alike should not be entirely trustless but 
should surely trust less. In fact, a rising trend is to advocate zero-trust models in 
information systems, especially due to the rapidly growing remote workforce 
(Drolet, 2020). 

 
Omissive behaviour 

 
While the former applies to inadvertent behaviour, there are other reasons to why 
people engage in non-compliant behaviour that contradicts with their better 
knowledge. The very nature of the malicious insider entails that some may decide 
to omit purely out of dissatisfaction and dissent (Weirich, 2005). However, there 
are additional factors that enable omission. 

As moral beliefs and values influence compliance (Myyry, Siponen, Pahnila, 
Vartiainen, & Vance, 2009; D’Arcy & Herath, 2011), Neutralization theory posits 
that the temporary neutralization of values enables acts that are normally per-
ceived as wrong. Neutralization, by denying the existence of an information se-
curity problem, has been discovered to be a significant predictor of non-compli-
ance (Siponen & Vance, 2010; Moody, Siponen, & Pahnila, 2018). However, work-
ers may also not feel morally obliged to comply (Mohammadnazar, Ghanbari, & 
Siponen, 2019). This can be particularly salient among normal workers who may 
not perceive compliance as a matter of right and wrong, unlike security profes-
sionals (Moody et al., 2018). Furthermore, neutralization techniques may under-
mine the effects of peer pressure in a non-compliance situation as individuals are 
able to rationalize away feelings of guilt, self-blame, and blame from others (Sipo-
nen & Vance, 2010). Nevertheless, neutralization is not a motivator but an enabler 
and the mechanism, not the cause, why employees to divert from their values. 

The lack of valuation altogether provides another explanation. Padayachee 
(2012) suggests, based on the theory of human motivation by Deci and Ryan 
(1985), that omissive behaviour stems from amotivation, which refers to a state of 
being where the individual lacks an intention to act due to not valuing an activity 
or not possessing sufficient competence to execute the activity. Therefore, an em-
ployee not only devoid of motivation but also inadequately resourced will fail to 
comply. Thus, an employee must be equipped with the necessary knowledge, 
skills, tools, and time before compliance can be anticipated (Padayachee, 2012). 
However, an employee can also be deprived of resources. 

Security is a trade-off in the sense that increase in security comes at the ex-
pense of some other virtue, e.g., functionality or usability; the privilege of having 
a locked front door comes at the inconvenience of having to carry a key whilst 
out (Schneier, 2015). In essence, “workload generates contradictory interests 
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between functionality and information security” (Albrechtsen, 2007, p. 1). 
Beautement, Sasse, and Wonham (2008) propose that recurring compliance, trad-
ing security for usability or primary work tasks, leads to the depletion a “com-
pliance budget”. If compliance requires no or a minimal trade-off, most employ-
ees will comply. However, if extra effort is required, this effort will be juxtaposed 
against perceived benefits and personal goals. This comparison will lead to com-
pliance whenever the compliance threshold has not been exceeded and the indi-
vidual has enough of their budget remaining. When the compliance budget is 
entirely depleted, the compliance threshold collapses (Beautement et al., 2008). 
Some call the resulting state security system anxiety (Hwang et al., 2017) and others 
security fatigue (Bada, Sasse, & Nurse, 2015) or amotivation (Padayachee, 2012). 
While the definitions vary, the phenomenon is nevertheless the same: when 
strenuous compliance or a high level of vigilance is continuously required, em-
ployees will be deprived of energy, and they will begin to omit (Hwang et al, 
2017; Bada et al., 2015; Beautement et al., 2008). 

Unsurprisingly, employees have been found to circumvent security 
measures to ease their burden, e.g., by cancelling automated anti-virus software 
because of decreased computer performance or download dubious files from the 
Internet to help them in their work (Parsons et al., 2017). In fact, people trade 
security for usability to the extent that it becomes irrational and paradoxical 
(Workman et al., 2008; Smith et al., 2011). The willingness to trade security for 
usability is an issue that experts view as a common concern (Calic, Pattinson, 
Parsons, Butavicius, & McCormac, 2016). On the other hand, there are instances 
where employees create an unsanctioned but feasible alternative to an unviable 
security measure, thus retaining as much security as possible, a phenomenon 
dubbed shadow security due to its obscurity (Kirlappos, Parkin, & Sasse, 2014).  

The security, usability, and functionality (SUF) triangle, depicted in figure 
3, models the issue and how emphasizing one of the dimensions comes at the 
cost of the other two (Rahalkar, 2016); increments in system functionalities 
broaden the surface of attack and complicate its use.  

 

 

FIGURE 4 The security - usability - functionality triad (Rahalkar, 2016) 

Passwords illustrate the dilemma between usability and security: tradition-
ally, strong passwords are difficult to memorize while weak ones are easier to 
remember or, in other words, more usable (Sasse, Brostoff, & Weirich, 2001). 
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However, the trade-off between password memorability and user convenience is 
not proportionately affected when increasing password verification times to in-
crease password memorability (Woods & Siponen, 2019). Thus, contrarily to the 
SUF model, improvements in usability can coincidentally improve security 
(Shropshire, Warkentin, & Sharma, 2015). If a certain utility in a technical system 
is perceived to be inconvenient to an employee’s work, enhancing the ease-of-use 
of that utility would diminish the likelihood of the user circumventing any secu-
rity features associated with the utility. 

However, omission is not solely a result of perceived inconvenience. Secu-
rity measures are honestly perceived as obstacles to one’s work (Bada et al., 2015) 
and work impediment is a genuine reason for omission and non-compliance 
(Hwang et al., 2017). Thus, employees willingly ignore policy and practice as they 
are hindrances to their job tasks (Post & Kagan, 2007). Goal system theory posits 
that individual objectives are aligned in a hierarchical network. When “getting 
the job done” is juxtaposed against security, the former often prevails (Bada et al., 
2015; Zinatullin, 2016, p. 83). In information systems in general, usability is often 
prioritized over security (Stevens, 2018). In terms of software development, se-
curity is a non-functional quality, which means it is traditionally not prioritized 
over functional qualities. Security is also the primary work objective of a select 
few and a mere secondary goal or even an additional inconvenience for others 
(Schneier, 2015). When attention is focused on a prioritized task, less focus will 
be placed on secondary obligations such as security concerns (Junger et al., 2017). 
Although it might even be ethically correct to, on occasion, prioritize other work-
related aspects over security (Siponen & Iivari, 2006), the dilemma remains 
whether the consideration or the position of a given actor is adequate to make 
such prioritizations. Nevertheless, goal hierarchy provides another plausible ex-
planation for omission and the knowing-doing gap. 

Lastly, as we actively learn from our social environment, we are highly im-
pacted behaviour by people, peers, and management, in our vicinity and the 
pressure they exert (Junger et al., 2017; Moody et al., 2018). However, this issue 
is discussed in further detail in section 4. 

2.2.3 How? Risky behaviour and focus areas of the HAIS-Q 

Risk signifies the extent of a threat as a function of the impact and likelihood of 
the threat occurring (NIST, 2020). Therefore, it follows that risky information se-
curity behaviour, or non-compliance, is such that increases the probability of the 
occurrence of a threat or the exploitation of a vulnerability (ISO/IEC, 2018). In 
contrast, behaviour change in terms of information security can be observed as 
reduced risk (Bada et al., 2015). 

The following section charts risky and non-compliant behaviour as opposed 
to information security awareness. Moreover, the section completes the threat 
landscape by mapping some of the most relevant attack methods contemporary 
threat actors utilize to capitalize on risky employee behaviour. The following 
subsection is also topical because these methods and the behaviours also 
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represent the seven focus areas and the items (observable in appendix 1) of the 
HAIS-Q questionnaire used in the study. 
 
Password management 
 
Attackers often utilize stolen credentials to mimic legitimate users, but risk of 
substandard passwords is greater than that. As much as 81% of data breaches 
have included the use of weak or stolen credentials (Verizon, 2018, p. 28; Verizon, 
2019, p. 10; FireEye, 2020). While threat actors predominantly steal credentials to 
enable their attacks, they use social engineering or info-stealing malware to ob-
tain them (Proofpoint, 2019, p. 4). Descriptively, the most prevalent way5 attack-
ers gain initial access, escalate privileges, evade defences, and persist in systems 
is with the aid of valid accounts (Crowdstrike, 2020). While FireEye (2020) de-
flates this account by a margin, they nevertheless point that the problem with 
stolen credentials perseveres and is aggravated by the fact that stolen credentials 
are the costliest incidents to organizations (Ponemon, 2020). Although organiza-
tions can halt poor password behaviour by enforcing password policies with 
technical solutions, some may be circumvented, which leaves room for attackers 
to exploit weak credentials. 

While inferior passwords continue to be a risk on their own, even lengthy 
or complex passwords are not sufficient in the contemporary threat landscape. 
Therefore, Verizon (2018, p. 28; see also Crowdstrike, 2020) suggests that access 
control management should be exercised on an organizational level and that us-
ers should endorse two-factor authentication (2FA) when available. Additionally, 
a robust access management process is needed to supplement 2FA in protecting 
identities. Lest organizations cease to rely on basic ID and password combina-
tions for authentication, Crowdstrike (2020, p. 65) anticipates that valid creden-
tial theft will continue as a popular and effective method of infiltration. 
 
Email use 
 
Perhaps the most effective and thus also most popular form of social engineering 
is phishing (Crowdstrike, 2020; Ponemon, 2020; Dodge, Coronges, & Rovira, 2012; 
Khan et al., 2020). Phishing is an ICT-borne attempt to acquire sensitive or confi-
dential information from an authorized owner, usually by masquerading the at-
tempt as a legitimate inquiry or encouragement to act (Parsons et al., 2017, p. 43). 
Phishing is also an umbrella term for several more specific techniques. In spear-
phishing, the attacker lures a targeted individual, organization, or business with 
often highly sophisticated and tailored communication (e.g., spoofed emails) that 
may include personally enticing material (Dodge et al., 2012). Descriptively, 
phishing attacks are often tailored to the industry: declaring “urgency” or “pay-
ment” for businesses and “greetings” or “requests” for education (Proofpoint, 
2020; Symantec, 2019). Although email remains the most common vector, phish-
ing can be conducted through several mediums, e.g., phone calls, SMS, or social 

 
5 Over 70 % of observed cases in 2019 (Crowdstrike, 2020). 
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media (ENISA, 2020a; Proofpoint, 2020). Email is also a large target; 25% of phish-
ing attempts in 2018 sought to harvest email credentials (Proofpoint, 2019). 

Of fifteen threat types assessed by ENISA (2020c) in their 2020 threat land-
scape report, phishing was the third most threatening type. For instance, the 
WannaCry ransomware and the Ukraine war power grid attacks were both initi-
ated by way of phishing (Khan et al., 2020). Thus, despite being rudimentary, 
phishing is not solely a method for those who lack technical capacity. Of all 
spearphishing-initiated data breaches by advanced persistent threat (APT) actors 
in 2019, up to 20% were executed via links and 20–50% via attachments in emails 
(Crowdstrike, 2020, see also FireEye, 2020). In fact, up to 65% of APT groups have 
used email as an attack vector (Symantec, 2019).  

Proofpoint (2019, pp. 8–10) has also noted that impostor attacks are specifi-
cally deceitful phishing attacks that trick users to act through spoofing, such as 
look-alike domain names or legitimate signatures. Tech giants, such as Google or 
Facebook, are especially popular spoofing aliases (IBM, 2020). Though organiza-
tion size positively correlates with incoming impostor attack volume, it may be 
that smaller organizations are more susceptible due to absence of controls and 
awareness. Impostors also appear to seek to capitalize on Monday morning back-
logs and social jetlag and, conversely, are inactive during weekends (Proofpoint, 
2019). 

Although ENISA (2020a; see also Proofpoint, 2019) expects mediums such 
as social media or messaging software to popularize and surpass emails in the 
long term, email also remains the most common medium to inject malware. In 
2018, 94% of detected malware were delivered through emails or specifically 
their attachments (Proofpoint, 2019). Attachments are often Office files and pop-
ular attachment formats include .doc, .dot, .exe, and .rtf (Symantec, 2019). Fortu-
nately, as 99% of email-borne malware requires human interaction (Proofpoint, 
2019; ENISA, 2020a), there is an opportunity to block the email-borne threat with 
sufficient awareness. In fact, click rates are down to 3% in 2018 from 25 % in 2012 
(Verizon, 2109, p. 14). 
 
Internet use 
 
Phishing attempts may also sometimes involve links to watering holes, websites 
that are specifically tacked to harvest sensitive information, such as login creden-
tials (Watts, 2018). In a watering hole attack, an attacker compromises a legiti-
mate website with malware and then waits for a user to input sensitive infor-
mation. Watering holes can also be set up independently, without phishing, on 
often used websites (Krombholz et al., 2015). Advanced forms of domain fraud 
can include near-identical layouts, identical domain names (by using Unicode 
over ASCII), or legitimate secure certificates (Proofpoint, 2019) – or even the three 
combined (Krombholz et al., 2015). Moreover, in 2020, 74% of phishing sites have 
been found to use encrypted communication, HTTPS, compared to 32% just two 
years before (APWG, 2020). Using TLS or SSL over HTTP prompts the green lock 
icon on the address bar in many browsers creating the illusion that visiting the 
website is safe. 
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An attacker can also spoof an original website with a counterfeit version, a 
contaminated website that infects visitors with malware. Besides targeted attacks, 
contaminated websites may lay dormant on the web awaiting arbitrary visitors 
(Laari et al., 2019). Unfortunately, website-based attacks are difficult to monitor, 
unless organizations monitor all their external go-to sites (Krombholz et al., 2015). 

 
Social media use 
 
Though less favoured in relation to other online information sources, social media 
has also become a platform for attackers to administer social engineering tech-
niques, both as an attack vector and as a means of conducting espionage 
(Proofpoint, 2019; Laari et al. 2019). As previously stated, phishing through social 
media is expected to rise in the foreseeable future (ENISA, 2020a). Thus, the ten-
dency of individuals to post sensitive personal or work-related information 
online inconsiderately has repercussions. Hence, implementing sufficient secu-
rity features on personal social media accounts and reviewing them regularly can 
provide extra coverage.  

Whaling involves phishing for data that enables the attacker to target high-
value individuals, for which social media is a cornucopia (DCDC, 2016). Coun-
terintuitively, Proofpoint (2019) has found that the most targeted individuals are 
not the VIP’s of organizations. The most frequently targeted people are those 
who have easily discoverable information on organizational websites, publicly 
available files, social media, traditional media, and other online sources. Overt 
digital identities can form considerable risk to organizations. However, people 
with privileges are the most lucrative targets (Proofpoint, 2019). 
 
Mobile devices 

 
Technological advancements and alterations in working practices are making the 
workforce increasingly remote. However, the increase in convenience is associ-
ated with a proneness to various threats. One hazard of mobile-driven, remote 
work is the use of public wireless networks and hotspots. There are numerous 
techniques an attacker may intercept wi-fi traffic, including ARP spoofing, 
sidejacking, via “evil twin” impostor access points, or WPA cracking (Shahin, 
2017). Still, many connect to and send sensitive data over public wireless net-
works without taking any security precautions, such as using a VPN, thinking 
that paying for a hotspot makes it secure (Shahin, 2017). 

Threats associated with working in a public environment are not, however, 
restricted to digitally borne vectors. Shoulder surfing, eavesdropping on an un-
suspecting victim to observe confidential information, is widely recognized 
among both researchers and anecdotal accounts, making it more frequent “than 
we might think” (Bošnjak & Brumen, 2019, p. 1). In a global experiment by 
Ponemon (2016), shoulder surfing was successful in 91% of cases worldwide, 
with 27% of all leaked data being sensitive information. However, shoulder surf-
ing is not only a remote work issue, but can take place at the workplace as well, 
as all employees should not have access to all information an organization holds. 
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A more ruthless physical threat is larceny. While physical access is invalu-
able for hackers, the high value and portable size of mobile devices make them 
opportune targets for common thieves as well (Prey, 2020). Up to 61% of U.S. 
businesses have experienced laptop or tablet misplacement or theft and one-in-
ten of corporate laptops are lost before the end of their lifespan (Kensington, 
2018). However, a mobile device is twice as likely to be inadvertently misplaced 
than stolen and many devices are lost at the workplace perimeter (Prey, 2020; 
Kensington, 2018). Nevertheless, the theft of a mobile device constitutes a serious 
data breach. While device replacement, consumption of IT resources, productiv-
ity loss, and loss of personally identifiable information are major concerns, loss 
of proprietary data constitutes the greatest factor associated with mobile device 
losses (Kensington, 2018). In fact, one-fourth of all data breaches in the financial 
industry could be traced to lost corporate mobile devices (Bitglass, 2016).  

In conclusion, employees with inadequate knowledge on how to secure 
company and bring-your-own devices or how to properly transmit information 
are clear indicators that the organization is at risk (Ponemon, 2020). 
 
Information handling 
 
However, the notion of information security is not solely a digital or even a tech-
nological one. While information security and cyber security share tremendous 
overlap, they are not entirely analogous: storing and transmitting data as digital 
bits is only one way of processing, preserving, and communicating information 
(Von Solms & Van Niekerk, 2013). Cyber (or ICT) only refers to the technological 
means of communicating information. 

Peltier (2016, p. 4) notes that the idea of the “paperless office”, one that relies 
entirely on digital data and communication, manifested as early as 1965. How-
ever, much of organizational information is still in physical form, such as paper 
prints. Therefore, a clean desk policy is common practice in environments where 
sensitive data is handled: physical data are not to remain visible, unobserved, 
and they ought to be disposed of in accordance with the sensitivity of the data 
(Andress, 2014). Particularly in information-intensive organizations, information 
security is extensively influenced by how employees handle digital and conven-
tional data, associated removable media, browsers, emails, paper documents, 
and the data they enclose (Sommestad, Karlzén, & Hallberg, 2017). Moreover, 
threat actors can utilize dumpster diving as well, which places emphasis on data 
disposal. 

Baiting is the act of placing malware-planted removable media, external 
hard drives, USB sticks, or CD-ROMs, on premises that can cause an individual 
of an organization to collect them and insert them into an organizational host 
(Krombholz et al., 2015). While baiting in its simplest form seems like a crude 
approach, replication through removable media is nevertheless an effective 
means for attackers to access a protected system (Crowdstrike, 2020). For instance, 
one of the most secure networks in the world, the SIPRNET (Secret Internet Pro-
tocol Router Network) of the Pentagon, the headquarters of the United States de-
partment of defence, was initially infiltrated with USB sticks that had been 
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littered on a parking lot of a United States military base in the Middle East 
(Sanger, 2020). However, baiting is not restricted to digital removable media. Ac-
tors may also attempt to infiltrate a technical system with infected files, such as a 
fake invoice sent to accounting, a résumé sent to human resources, or a fake law-
suit (or the threat of) over a fabricated event (Proofpoint, 2019). 
 
Incident reporting 
 
Lastly, no matter what method of attack is suspected, user incident reporting is 
paramount. Simply put, the faster containment occurs, the lower the costs and 
therefore reporting of vigilant employees forms one of the most effective counter-
mechanisms to data breaches (Albrechtsen & Hovden, 2014; Gardner, 2014; Ver-
izon, 2018; Ponemon, 2020). Furthermore, people have been found to be more 
efficient at detecting internal incidents than technology (Verizon, 2018). For in-
stance, although network intrusion detection systems utilize artificial intelligence 
to detect anomalies, these technologies have limitations that do not constrain hu-
man beings. Moreover, as stated, malicious insiders are a prominent threat to 
organizations (ENISA, 2020a). Therefore, colleagues can report suspicious behav-
iour by potential malicious insiders, who would otherwise go unobserved. 
Ponemon (2020; see also Verizon, 2019) suggests organizations should have an 
insider threat management program that implement incident reporting in effect 
to detect and mitigate insider-initiated incidents swiftly. 

To summarize, the contemporary threat landscape consists of outsider and 
insider actors, both of which constitute serious threat. However, although mali-
cious insiders are a threat source by themselves, the true threat source springs 
from the outside and the threat actors who expand the threat landscape by di-
recting their exploits on the relatively weaker human subsystem and its vulner-
abilities (Proofpoint, 2019). Hence, the inadvertent or omissive insider poses the 
risk, but the outsider poses the threat. Fortunately, in terms of risk, this also im-
plies that there is potential for individuals to either increase or decrease the prob-
ability of a threat being realized (Bada et al., 2015). 

Moreover, organizations can also implement technological (see e.g., 
Ponemon, 2020, Kaspersky, 2019; Proofpoint, 2019) or administrative (Hagen et 
al., 2008, ISO/IEC, 2018) solutions to mitigate these risks. However, as countering 
many of even the technological exploits require user interaction (or omission), 
organizations cannot solely rely on software or policy to ensure information se-
curity; even automated attacks often require human interaction. Therefore, 
whether incidents are inadvertently or maliciously incurred, the threat landscape 
necessitates a people-centred posture and ensuring compliance (Proofpoint, 2019; 
Bissell et al., 2019; Padayachee, 2012; Ponemon, 2020; Williams, 2008). 

The vulnerability landscape, both in terms of inadvertence and omission, 
also seems expansive. Prominent vulnerabilities include lack of knowledge or re-
sources, biases, human emotions, dissent, moral valuations, motivation, contra-
dicting goals, fatigue, or social factors. However, while it is possible to gain an 
overview from literature as similar “landscapes” share similar features, a need 
for organization-specific research remains. Organizational circumstances cannot 
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be accurately deducted from a broader frame of reference, which motivates to 
conduct research on a local level. Consequentially, results on the local level also 
supplement the broader theoretical foundation and previous findings. 

However, the question how compliance is to be achieved remains. Some 
deduct that the only known remedy for the social engineering (Gardner, 2014) 
and the most effective way to defend against information security threats (Safa 
et al., 2016) is information security awareness. To provide such defences, infor-
mation security organizations recommend information security awareness pro-
grammes (SANS, 2018) or policies on insider threats based on user awareness 
(ENISA, 2020b), which are likewise believed to be the most effective way of coun-
tering insider threats. The following section outlines scientifically established 
success factors of ensuring compliance through awareness-focused efforts. In do-
ing so, the section spans a comprehensive literature review into ways the scien-
tific community has sought to divert individuals from threats and risky behav-
iour described in the past subsection and promote compliant behaviour. 
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“If you think compliance is expensive – try non-compliance.” (Paul McNulty) 

 
Information security compliance refers to the adherence of central activities doc-
umented in an organizational information security policy (Padayachee, 2012). 
Thus, the information security policy provides the context within which compli-
ance takes place, but compliance determines the efficacy of the policy (Pu-
hakainen & Siponen, 2010). Whereas compliance is an adaptive response, non-
compliance is a maladaptive response, one that causes problematic behaviour 
and harmful outcomes (Vance, Siponen, & Pahnila, 2009). Hence, as the issue of 
compliance is fundamentally behavioural, academics have selected socio-cogni-
tive theories to manage compliance (Harris & Furnell, 2012; Vance, Siponen, & 
Pahnila, 2012; Moody et al., 2018). Analysing 114 papers related to security poli-
cies, Cram, Proudfoot, and D’arcy (2017) modelled the theoretical discourse sur-
rounding compliance and identified five distinct linkages, depicted in figure 4, 
in which this study is primarily associated with relationship 3. 

 

 

FIGURE 5 Policy and compliance research and relationships (Cram et al., 2017, p. 613) 

3 IMPROVING INFORMATION SECURITY COMPLI-
ANCE 
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However, although research around the topic has been plenty, achieving 
compliance has proven arduous (Sommestad et al., 2014; Puhakainen & Siponen, 
2010). While up to 11 theoretical concepts have been applied to information se-
curity compliance (Moody et al., 2018), research is primarily fixated around four 
theories (Cram et al., 2017; Sommestad et al., 2014): 

• Deterrence Theory (DT),  

• Rational Choice Theory (RCT),  

• Protection Motivation Theory (PMT), and  

• The Theory of Planned Behaviour (TPB).  

The literature review regarding this study came to the same conclusion. 
These four primary theories are presented in the following section to provide an 
overview of the current research in the area, demonstrate research gaps and high-
light hypotheses, and, in addition, accumulate a stockpile of findings to reinforce 
the recommendations and conclusions of the study – which factors increase the 
probability of adaptive responses, or decrease risk, and which discourage and 
decrease the probability of maladaptive responses, or increase risk. 

3.1 Deterrence Theory 

Research concerned with information security policy compliance has leaned 
heavily on deterrence theory (Siponen & Vance, 2010; D’Arcy & Herath, 2011; Hu, 
Xu, Dinev, & Ling, 2011). Traditionally speaking, deterrence is the preventative 
effect of punishment or the threat of it has on potential violators (Ball, 1955). Thus, 
studies that investigate deterrence as a means of ensuring compliance approach 
information security management from a coercive stance (Kolkowska & Dhillon, 
2013). Though deterrence tends to provoke negative connotations, the principle 
of DT is that “it is better to prevent than to punish” (Gundu, 2019, p. 95). Specific 
deterrence aims to prevent violators from renewing violations and general deter-
rence to encourage others to abstain from non-compliance via the example set by 
punishing violators. Deterrence is an extrinsic motivator, meaning that it makes 
certain activities desirable not due to their inherent value but a separable out-
come (Ryan & Deci, 1985). Deterrence, thus, does not promote adaptive behav-
iour, but is intended to thwart maladaptive behaviour (Vance et al., 2009).  

When looking at the issue of non-compliance from the perspective of the 
malicious insider, plausible deterring factors include certainty of detection, celer-
ity of detection, and severity of punishment. These three factors combined are 
known as the classical deterrence theory (D’Arcy & Herath, 2011; Higgins, Wilson, 
& Fell, 2005). In the case of the inadvertent or omissive insider, however, varia-
bles that influence compliance via deterrence are an employee’s (threat) appraisal 
of the severity of a security breach and the probability of a security breach; cer-
tainty of detection might be a factor only if some sort of monitoring is applied 
(Herath & Rao, 2009). 
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Cheng et al. (2013) explain that deterrents can either be formal or informal. 
Formal deterrents are mainly vertical and include organizational sanctions such 
as rebuke, reminders, demotion, and suspension and are expressed through ex-
plicit rules and regulations. Informal deterrents are commonly a result of social 
disapproval or peer-pressure such as shame, embarrassment, expectations, and 
norms, and may be more tacitly distributed. In addition, informal sanctions in-
clude self-disapproval and moral beliefs. Informal sanctions are fundamentally 
an extension to classical deterrence theory known as contemporary deterrence the-
ory. Generally, both formal and informal sanctions, especially social pressures, 
affect intent to violate policies (Cheng et al., 2013). Social factors are more intri-
cately examined within theories of social psychology, such as the Social Bond 
Theory (SBT) (see e.g., Safa et al., 2015b). 

However, there appears to be some disparity regarding the effect of formal 
sanctions. While some have found perceived certainty and severity of punish-
ment to significantly influence compliance (Li, Zhang, & Sarathy, 2010), other re-
sults validate certainty of punishment but contradict severity (Herath & Rao, 
2009) or validate severity but contradict certainty (D’Arcy et al., 2009). D’Arcy 
and Herath (2011, p. 648; see also D’Arcy & Hovav, 2009; D’Arcy et al., 2009) 
concluded that the contradictions could be explained through contingency vari-
ables, which determine the effect of formal sanctions: 

• Self-control: sanctions tend to have a lesser effect on individuals with 
lower self-control, 

• Computer self-efficacy: individuals with higher self-efficacy with com-
puters tend to hold formal sanctions in lesser regard, 

• Moral beliefs moderate the deterrent effects of sanctions, 

• Virtual work may reduce the effects of sanctions, and 

• Employee position meaning that individuals with higher positions or 
stakes in the organization are more receptive toward sanctions. 

Sanctions may also be ineffective if people have not been caught to provide 
an example (Moody et al., 2018). 

In terms of informal sanctions, it has been discovered that embarrassment 
and shame can prove more efficient deterrents than formal sanctions (Grasmick 
& Bursik, 1990). While some have successfully applied shaming as a deterrent in 
information security (Harris & Furnell, 2012), other studies have failed to yield 
significant results (Siponen & Vance, 2010). Moreover, shaming can be hazardous 
due to various detrimental effects and thus may have its uses in circumstances 
where the cohesion in groups and the relationships employees foster are strong 
(people must care what peers think) and where other forms of incentives are em-
ployed as well (Harris & Furnell, 2012). For instance, by introducing rewards, a 
more comprehensive approach where both the stick and the carrot are imple-
mented can effectively provide greater coverage for non-compliance controls 
(Chen, Ramamurthy, & Wen, 2014; Marcinkowski & Stanton, 2003; Stanton, Stam, 
Mastrangelo, & Jolton, 2005; Gundu, 2019). However, disparity associated with 
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DT applies to rewards as well; there are findings that suggest that rewards do 
not have a significant effect on compliance (Pahnila, Siponen, & Mahmood, 2007; 
Moody et al., 2018; Herath & Rao, 2009). Jai-Yeol (2011) concluded that rewards 
are effective, but only if they are not perceived as means to control behaviour. 

Therefore, it is presumable that the evidence regarding the effect of deter-
rents is circumstantial and as such only partially commensurable. Despite the 
contradictions, information security experts estimate that disciplinary procedure 
has a very high impact on compliance (Furnell & Rajendran, 2012). Nevertheless, 
it is questionable whether deterrence can effectively enforce compliance. Can one 
expect, for instance, that someone would choose a stronger password in fear of 
repercussions from an organizational level? Therefore, other studies apply other 
behavioural theories to close in on the matter from a more personal standpoint 
(Herath & Rao, 2009) and reach for motivations in human behaviour beyond 
sanctions and rewards. 

3.2 Rational Choice Theory 

Rational Choice Theory (RCT) has overlap with deterrence theory as both take 
sanctions into account, although RCT includes the into the broader category of 
“costs” (Moody et al., 2018). The thought pattern of rational choice is reminiscent 
to the compliance budget and the trade-off analogy (Schneier, 2015, p. 261; Ra-
halkar, 2016): with security comes a respective amount of additional burden. Ra-
tional choice theory concludes that actors pursue gain and evaluate the costs and 
benefits in each situation to maximize gain (Paternoster & Simpson, 1996). Essen-
tially, decision-making from this perspective is a matter of utilitarian calculations 
(Siponen & Vance, 2012). As figure 5 depicts, the consequences of non-compli-
ance, such as sanctions, personal moral beliefs, and estimated benefits influence 
the intentions of individuals. 

 

FIGURE 6 A RCT model for explaining policy violations (Siponen & Vance, 2012, p. 25) 
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Although humans undoubtfully tend to act in an irrational way that waives gain, 
hence the privacy paradox, the theory offers explanatory power to policy com-
pliance. In addition to the results associated with sanctions previously discussed, 
perceived personal gain and moral beliefs are thought to influence intent to non-
comply (Furnell & Rajendran, 2012; Siponen & Vance, 2012). Additional studies 
indicate that thee cost-benefit analysis is indeed a factor when an individual de-
termines whether to or not to comply with information security policies (Hu et 
al., 2011; Li et al., 2010; Bulgurcu et al., 2010), although many assume a selfish 
disposition. In addition, individuals appraise the costs and benefits from the per-
spective of the organizations as well (Beautement & Sasse, 2009). This implies 
that the motives to adhering to policy are not solely egotistical; employees might 
also perceive that non-compliance is in the best interest of the organization. Or-
ganizations may also increase perceived benefits or, conversely, decrease per-
ceived costs by improving usability and benefit of use related to the usage of in-
formation systems (Shropshire et al., 2015). As stated, this implies, in contrast to 
the SUF model, that usability affects the security of a system (Rahalkar, 2016). 
Thus, according to the RCT, usability can be regarded as a security feature. 

3.3 Protection Motivation Theory 

Protection Motivation Theory (PMT) proposes a more thorough model that in-
corporates cost-benefit (or cost-reward) assessment with a wider theoretical 
foundation. PMT was initially introduced by R. W. Rogers (1975) and founded 
on earlier work on threat, stress, and coping, predominantly built by Richard 
Lazarus in his lifework. PMT initially stems from health psychology, but has been 
adapted into many fields, including information security. 

The theory suggests that the perceived severity of a threat, vulnerability 
(sometimes referred to as probability of occurence), efficacy of the recommended 
preventive behaviour, and self-efficacy of the individual define human reactions, 
intentions, and behaviour. The first two factors are categorized as threat apprais-
als and the latter two coping appraisals.  Threat appraisal refers to the magnitude 
a person feels threatened and coping appraisal to whether that person’s re-
sponses are adequate to overcome the threat. In spirit of Lazarus’ coping mecha-
nisms, a threatened individual’s appraisals must result in a positive outcome: 
people must perceive that their resources, or coping appraisals, suffice to respond 
to the appraised threat (Workman et al., 2008). An appraised inability to cope 
results in amotivation as “nothing can be done” to prevent the threat. Maddux 
and Rogers (1983) later revised and extended Rogers’ (1975) theory of protection 
motivation by including, following RCT, costs and rewards (or benefits) as fac-
tors, in addition the original four, a model of which is presented in figure 6. Fur-
thermore, extending PMT with locus of control, an individual’s beliefs about how 
strongly they can influence their life events, creates the threat control model 
(TCM) (Workman et al., 2008). 
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FIGURE 7 A model of PMT (Vance et al., 2012, p.191) 

 All four components of the traditional PMT have been found to influence 
compliance to organizational policy (Ifinedo, 2012; Siponen et al., 2007; Siponen, 
Mahmood, & Pahnila, 2014). However, some results suggest that coping apprais-
als do not influence attitudes towards compliance, though the evidence might be 
circumstantial (Siponen, Pahnila, & Mahmood, 2010). Further studies that have 
utilized the extended PMT have validated the role of both the original and the 
additional factors (Vance et al., 2012; Workman et al., 2008). These factors have 
had, partly through habit, a significant predictive effect on intention to comply 
(Vance et al., 2012). Especially perceived severity of a threat and perceived vul-
nerability greatly dictate motivation to comply (Workman et al., 2008). 

PMT is also tightly linked to the concept of fear appeal, a strategy to manip-
ulate threat appraisals to induce an air of threat and thus incite certain desirable 
behaviour, for example, to endorse an information security policy. By appealing 
to fear, individuals can be made feel threatened and thus motivated to act (pro-
tect) in a certain way. Results also show that fear appeal is a formidable predictor 
of intention to comply with information security policies (Johnston & Warkentin, 
2010; Workman et al., 2008). Fear appeal rhetoric can also effectively be aug-
mented with sanctioning rhetoric, thus incorporating a component from DT to 
add a dimension of personal relevance to PMT (Johnston, Warkentin, & Siponen, 
2015). However, appealing to fear might become counter-productive if fear be-
comes a chronic state (Workman et al., 2008). This cultivates a fatalistic attitude 
where nothing can (presumably) be done to avoid security incidents. In a state of 
alarmism or with a distorted false-positive alert ratio, like the boy who cried 
“wolf”, people may eventually start to succumb to amotivation. Also, it is debat-
able whether information security threats truly evoke fear, an emotional state in 
the traditional psychological sense, or merely some lesser sense of urgency 
(Moody et al., 2018). 

Instead of appealing to fear, intrinsically oriented studies suggest that data- 
and individual-focused motivational appeals can yield greater intent to comply 
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(Menard, Bott, & Crossler, 2017). Factors such as the desire to perform well at 
work or to behave in a manner that is uniform with ones’ self-identity bear sig-
nificant influence on compliance (Guo et al., 2011). This illustrates a development 
where researchers have sought to develop coping and threat appraisals that can 
be considered as intrinsic motivators rather than extrinsic. Extrinsic and intrinsic 
motivation are associated with Self-Determination Theory (SDT) by Deci and 
Ryan (1985). While it is not a theory profoundly utilized in compliance research, 
it provides a theoretical taxonomy and a layout to classify and categorize differ-
ent appeals as well as factors and theories that influence compliance. 

3.4 Self-Determination Theory 

SDT posits that motivation is either intrinsic or extrinsic (Deci & Ryan, 1985). In-
trinsic motivation, the highest and most autonomous form of motivation stems 
from the inherent interest towards or satisfaction of performing a given task, in-
cluding satisfying curiosity or through perceived self-worth (Deci & Ryan, 1985; 
Safa et al., 2015b; Zinatullin, 2016). Extrinsic motivation refers to performing an act 
because it leads to an external outcome, not due to its inherent interest. Extrinsic 
motivation is four-fold and related to: 

• External regulation i.e., sanctions and rewards, 

• Introjection, a person complies to maintain self-esteem in relation to 
the social environment, 

• Identification, a person identifies social norms as one’s own, and 

• Integration, a person has fully assimilated identified norms (Deci & 
Ryan, 1985). 

While SDT does not specifically propose how to improve compliance and 
is therefore not a central theory in explaining information security compliance, 
the taxonomy also provides insight on the various and varyingly internalized 
means of motivating compliance – intrinsic motivation being at the top tier. SDT 
serves to illustrate that not all theories are equal in their methods, and perhaps 
ability, to motivate and foster compliance among individuals. Thus, SDT pro-
vides a template with which to classify other theories associated with information 
security compliance. For instance, Padayachee (2012) constructed a taxonomy 
based on the Self-Determination Theory (SDT) that classifies factors relevant to 
information security compliance. In addition to being a tool to classify different 
compliance-influential factors, SDT can be utilized to classify entire theories. 

To summarize the last three theories, it seems as though DT, RCT, and PMT 
are associated with the four aspects of extrinsic motivation, shown in table 2 (ex-
cept Social Bond Theory, which was only discussed briefly in section 3.1). For 
instance, PMT could be regarded to be motivated by integration, the most auton-
omous form of extrinsic motivation (Padayachee, 2012). The influencing factors 
presented in table 2 are motivational factors that are associated with compliant 
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security behaviour (Padayachee, 2012), grouped with their respective extrinsic 
aspects and psychological theories. 

TABLE 2 The links between forms of extrinsic motivation, factors, and explaining theories 

Extrinsic aspect6 Compliance factors7 Explaining theory 

External regulation 
Sanctions Monitoring 

Deterrence Theory 
Rewards Policies 

Introjection 
Management Peer behaviour 

Social Bond Theory 
Social disapproval 

Identification 
Resources Visibility 

Rational Choice Theory8 
Training Info quality 

Integration 
Threat appraisal 

Protection Motivation Theory9 
Coping appraisal 

 

However, whereas the previous theories seek to influence compliance with 
an extrinsic approach, there appears to be a lack of theories and studies that em-
phasize intrinsic motivation. Specifically, by introducing the concept of attitudes, 
subjective emotional dispositions, compliance can be approached intrinsically al-
beit indirectly as well. One such theory, the Theory of Planned Behaviour (TPB), 
and one of its branches, the knowledge-attitude-behaviour (KAB) model, are pre-
sented in the following section. Further on, the section covers the contemporary 
scientific body regarding information security awareness and how to raise it on 
an organizational level. 

3.5 The Theory of Planned Behaviour: the KAB model 

“One of the most enduring lessons of social psychology is that behaviour change often 
precedes changes in attitudes and feelings” (Timothy Wilson) 

The TPB postulates that behaviour is motivated by intent, attitudes towards be-
haviour, subjective norms surrounding behavioural performance, and the per-
ception of the individual of the facility with which behaviour can be met. The 
TPB was built upon the Theory of Reasoned Action (TRA), which was presented 
by Fishbein and Ajzen (1975) and later revised by Ajzen (1985) to produce the 
TPB by including perceived behavioural control, a construct that combines self-
efficacy and locus of control, to the model. The KAB model can be viewed as a 
slight alteration of the TPB and the TRA, which both incorporate attitude is an 
important antecedent to explain behavioural intent, in this case compliance or 
non-compliance. 

 
6 Deci & Ryan, 1985 
7 Padayachee, 2012 
8 Paternoster & Simpson, 1966 
9 Rogers, 1975; Maddux & Rogers, 1983 
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The KAB model implements attitude as a mediating factor between 
knowledge and behaviour and therefore posits that knowledge gains alone are 
not enough to influence behaviour (Parsons et al., 2014a; Schrader & Lawless, 
2004). Security in an organization necessitates that its employees’ attitudes are 
aligned with the volition of security management (Kruger & Kearney, 2008). 
However, prior knowledge is in turn a critical antecedent for attitude formation: 
when encountering a problem, people determine their attitude to solve it and the 
decide upon the optimal course of action and finally take action (Lee, Lee, & Kim, 
2016). Thus, compliance originates from knowledge but is mediated by changes 
in attitude, which result in positive outcomes in human performance (Parsons et 
al., 2014a; Schrader & Lawless, 2004). 

Fishbein and Ajzen (1975) understand attitude as a subjective emotional re-
sponsive disposition an individual holds against oneself, another person, a thing, 
place, event, or act arising from the real-world that influences how one behaves. 
Knowledge, or beliefs, on the other hand, are cognitive representations of the 
world – subjective assessments that a thing will contain certain attributes, or an 
act will lead to a particular result. Therein behaviour can be viewed as the inten-
tional response to the stimuli induced by knowledge- or attitude-related factors 
and an attempt to interact with the world to conform it in the image of said atti-
tudes and beliefs, as illustrated in figure 7. 

 

 

FIGURE 8 An adaptation of the KAB model 

The scientific body around the KAB model is ample. In terms of knowledge, 
a systematic literature review covering 68 studies conducted between 2003 and 
2016 indicated that knowledge had a significant positive effect on how employ-
ees subsequently behave (Mahfuth, Yussof, Abu Baker, & Ali, 2017). Furthermore, 
scholars largely agree on the fact that possession of necessary knowledge and 
associated competencies is key to achieving compliance and ensuring that em-
ployees have the means to meet the information security requirements placed 
upon them and a chance at internalizing policies – and it is the responsibility of 
the organization to achieve this (Harris & Furnell, 2012, p. 14; D’Arcy & Hovav, 
2009; Padayachee, 2012; Marcinkowski & Stanton, 2003; Alfawaz et al., 2010; 
Knapp, Morris, Marshall, & Byrd, 2009). 

Concerning attitude, another substantial systematic literature review span-
ning 111 peer-reviewed articles by Sommestad et al. (2014) found that attitude 
towards compliance was one of the two of the most studied and the most 
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influential dependent variables regarding perceived compliance. Table 3 demon-
strates six of the most influential dependent variables in terms of compliance 
with their respective, most influential independent variable. Moreover, the table 
shows that there is a clear interconnectedness between attitudes, intentions, and 
actual compliance and an ascending causal link. 

TABLE 3 Variables used to monitor compliance. Derived from Sommestad et al. (2014) 

Dependent variable Independent variable Primary study Effect size (β) 

Att. towards compl. Threat appraisal Herath & Rao, 2009 0.39 
Intention to comply Att. towards compl. Weighted mean10 0.35 
Actual compliance Intention to comply Weighted mean11 0.50 
Att. towards misuse Perc. sev. of sanctions Dugo, 2007 -0.47 
Intention to misuse Att. towards misuse Weighted mean12 0.39 
Actual misuse Intention to misuse Lee, Lee, & Yoo, 2004 0.29 

 
Moreover, recent studies have concluded that attitude towards compliance 

is one of the most significant, if not the most significant, factors for compliant 
behaviour (Bauer & Bernroider, 2017; Siponen et al., 2014; Sommestad et al., 2014; 
Safa et al., 2015a). Conversely, it has also been shown that attitude towards non-
compliance increases intention to not comply (Guo et al., 2011). Although other 
studies in the theoretical setting of TRA and TPB have concluded that there are 
other variables at play that have equal or even greater effects on behaviour than 
attitude (Bulgurcu et al., 2010; Herath & Rao, 2009), variation in results presum-
ably appear due to dissimilarities in study populations (e.g., professionals and 
students) and because the attitude-behaviour linkage is more robust with work-
ing professionals, especially in fields where security is inherent to the organiza-
tion, such as banking or national security (Bauer & Bernroider, 2017). Neverthe-
less, it appears that the TPB cannot by itself explain all the measurable variance 
associated with intended compliance, as variables such as anticipated regret and 
habit also supplement the theory (Sommestad et al., 2017). However, this does 
not by itself drain the usefulness of the model. Raising awareness and training 
users has proven effect (Ponemon, 2020; Gardner, 2014; Parsons, 2014a). The im-
portance of raising information security awareness to mitigate breaches is high-
lighted not only in the scientific community (Safa et al., 2016; Knapp et al., 2009) 
but in standardization (ISO/IEC, 2018), among information security organiza-
tions (Ponemon, 2020, p. 24), and IT vendors (Verizon, 2018) as well. Unfortu-
nately, there is also evidence that investments in awareness are insufficient (PWC, 
2012; May, 2017), even if they are assessed to be more effective than other forms 
of controls (Hagen et al., 2008). 

 
10 Incl. Johnston & Warkentin (2010), Pahnila et al., (2007), Ifinedo (2012), Li, Zhang, & Sa-
rathy (2010), Bulgurcu et al., (2010), Zhang, Reithel, & Li (2009), and Herath & Rao (2009) 
11 Incl. Pahnila et al., (2007) and Siponen, Pahnila, & Mahmood (2010) 
12 Incl. Guo et al. (2011) and Dugo (2007) 
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3.5.1 Raising awareness 

Before advancing to conclusions, the following subsection will review some of 
the literature to examine what practical actions organizations can take to improve 
information security awareness, as outlined in research question 3a. The motiva-
tion for this is to be able to reinforce the conclusions of the study with practical 
tips based on scientific research and recommendations from security organiza-
tions to support investment decisions in information security awareness. 

Traditional methods of improving information security awareness include 
sporadically disseminated, vertical measures such as presentations, emails, post-
ers, or coffee mugs directed at large populations (Puhakainen & Siponen, 2010; 
Kruger & Kearney, 2008). In addition, small-scale activities, employee participa-
tion or group processes such as collective reflection, also improve awareness and 
behaviour in the short term (Albrechtsen & Hovav, 2010). However, a common 
recommendation is to compile activities longitudinally into a formal, structured 
information security awareness programme (ISAP, sometimes dubbed program 
or campaign) maintained as a part of organizational information security man-
agement to reduce risk and susceptibility to threats (Albrechtsen & Hovden, 2014; 
Gardner, 2014; Bauer, Bernroider, & Chudzikowski, 2017). An ISAP supports the 
development and enforcement of organizational policies by outlining acceptable 
behaviour and disseminating information to users (Albrechtsen & Hovden, 2014; 
Gardner, 2014; Gundu, 2019). ISAP’s may also train users to be observant of 
threats, abstain from risky behaviour, cultivate attitudes, influence organiza-
tional security culture (Safa et al., 2015b), and mitigate cultural biases (Tsohou, 
Karyda, & Kokolakis, 2015). Awareness-raising interventions have a positive ef-
fect on knowledge of policies and that better knowledge results, on average, in 
better attitudes towards the policies (Williams, 2008; Parsons et al., 2014a). 

As is customary to information security management, standardization or-
ganizations also provide standards and “best practices” for running an ISAP (see 
e.g., NIST, 2003). However, scientific literature covers the subject as well. Firstly, 
researchers and standards agree that ISAP’s are not projects but ongoing pro-
cesses; programmes and employees need to be updated regularly (Knapp et al., 
2009; NIST, 2020; Bauer et al., 2017). Moreover, an efficient awareness regimen 
should not only include a continuous ISAP strategy (Bauer et al., 2017) but also a 
communication flow integrated to the regular communication of the organiza-
tion, not only posters, emails, or coffee mugs (Puhakainen & Siponen, 2010). This 
is not only to accentuate the importance of information security but specifically 
to ensure that employees do perceive information security as a concrete issue that 
relates to their daily work. The relevance of regulation to one’s work, i.e., role 
values, is central to compliance to said regulations (Moody et al., 2018). 

Knowledge of existing threats also influence employee attitudes (Pu-
hakainen & Siponen, 2010; Furnell & Rajendran, 2012), possibly due to threat ap-
praisals (Workman et al., 2008) and fear appeals associated with PMT. Raising 
awareness of threats, risks, and vulnerabilities also increases benefits of compli-
ance: 1) it improves performance, thus also reducing security costs, 2) builds 
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competence, thus increasing confidence, and 3) by increasing confidence, reduces 
fatigue associated with security (Beautement et al., 2008). Nevertheless, many 
studies recommend that awareness-raising initiatives should highlight the bene-
fits of compliant behaviour rather than overly stressing the negative conse-
quences of non-compliance (Bauer & Bernroider, 2017; Siponen & Vance, 2010; 
Parsons et al., 2014a; Bada et al., 2015). 

As information security training, along with policies, is often perceived as 
technical and incomprehensible, educators should consider a soft, pedagogic ap-
proach and incorporate layman’s terms rather than technocratic vocabulary 
(Bauer et al., 2017; Caldwell, 2016). Another problem is that training is often con-
sidered dull; workers do not generally need facilitating conditions to instigate 
simple forms of secure behaviour (Moody et al., 2018). Thus, efficient training 
also includes stimuli that encourage the trainee to conduct cognitive information 
processing (Puhakainen & Siponen, 2010) that pertains to contemporary threats 
(Proofpoint, 2019). Studies show knowledge of a threat also alters attitudes to-
wards information security and influences intent to comply (Pahnila et al., 2007), 
coupling the KAB model with PMT and threat appraisals. The closer the training 
is to the real-world, the better the results (Proofpoint, 2019). Phishing exercises, 
for example, have proven to be effective in terms of results and cost (Dodge et al., 
2012; Ponemon, 2020). As threat actors adopt new tactics, organizations can enlist 
users to combat them through awareness programs related to the various forms 
of social engineering (Crowdstrike, 2020, p. 66). Since people want to interact and 
perform, gamification may motivate open possibilities to enhance threat-oriented 
training further (Khan et al., 2020). However, to maximize effect, combined de-
livery methods of both online and onsite training and education can be applied 
(Kusumawati, 2018; Abawajy, 2014; Caldwell, 2016). 

A user-tailored approach can also improve ISAP’s (Furnell & Clarke, 2012). 
Matching individual learning styles in training improves information security 
awareness (Pattinson et al., 2019). Learner-controlled training, training that is tai-
lored to the levels and learning styles of learners, can motivate and engage indi-
viduals in ways that significantly improve learning outcomes, including training 
performance, training satisfaction, and the ability to retain information, and pre-
cedes self-efficacy, threat severity, and threat vulnerability perceptions (Abra-
ham & Chengalur-Smith, 2019). This means that learner-controlled training en-
hances users’ sensitivity to observe threats and strengthens their confidence to act. 
Thus, awareness training has most potential when it is tailored and targeted at 
vulnerable groups (Dodge et al., 2012; Proofpoint, 2019). For instance, computer 
savvy individuals and employees working from home can be vulnerable as they 
are less influenced by security education, training, and ISAP’s (D’Arcy & Hovav, 
2009). NIST (2003) provides a framework for a tailored effort, illustrated in figure 
8. It organizes learning into a continuum and divides into parts by participant 
levels and roles. It is up to management to determine vital and light-to-learn 
skills that are trained for most, high-cost skills that must be acquired for some, 
and baselines for the entire workforce (FireEye, 2020). For instance, secure han-
dling of data can be foreign to many (Ponemon, 2020). 
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FIGURE 9 The information technology learning continuum (NIST, 2003, p. 8) 

Prioritizing training objectives is also of the essence. There is always some 
pedagogic threshold, which means that trying to teach too much may result in 
zero learning effect (Krol et al., 2012). Awareness-raising efforts might even be 
counterproductive if they are perceived as a nuisance or too straining (Junger et 
al., 2017). Thus, not all increments on knowledge work towards good security 
behaviour: the quality of the training determines much of the outcome (Gundu, 
2019). Choice or cognitive overload mean that the more information people are 
provided, the likelier they are to be encumbered into inaction. Thus, the fewer 
behaviours they are taught, the likelier they are to exhibit those behaviours. 

In addition to restraint in fear appeals and user-tailored training, a study 
found that professional preparation, culture-awareness (see also Karjalainen, 
Siponen, Puhakainen, & Sarker, 2013), user feedback (see also Bauer et al., 2017), 
and, most importantly, sustainability once attitude shifts take place are factors 
that support the effectiveness of ISAP’s (Bada et al., 2015). 

Finally, SANS (2019) highlights that successful implementation requires 
sufficient investment. Firstly, the programme owner should be able to dedicate 
full-time to it, as part-time obligations are the primary limitation to programme 
maturity. In addition, data shows that successful implementation requires at least 
two full-time employees, while 3.9 employees correlated with optimal 



41 

programme maturity. Moreover, although information security is often per-
ceived as a technical branch, awareness professionals should also possess soft 
skills, such as communication and marketing, to effectively educate and verbal-
ize programme objectives (Bauer et al., 2017; Caldwell, 2016; SANS, 2019). Or-
ganizations can also utilize voluntary information security ambassadors for a few 
of hours monthly to further the agenda of information security management at 
high scale and low cost (Spitzner, 2017). 

In conclusion, based on the literature review, organizations can effectively 
gain an advantage against information security threats by investing in the 
knowledge and awareness of their employees (Hwang et al., 2017; Safa et al., 2016; 
Gardner, 2014; Verizon, 2018; SANS, 2019; Ponemon, 2020; ISO/IEC, 2018). By 
increasing awareness, compliance will simultaneously increase (Workman et al., 
2008). Simply put, when we know better, we also do better. Nevertheless, this has 
proven to be more complex as behavioural sciences seldom allow such linearity 
(Sommestad et al., 2014). As stated, human nature, inadvertence, and omission 
form a gap between knowledge and behaviour. Such a phenomena, the knowing-
doing gap, has been theorized to exist in information security as well (Alfawaz 
et al., 2010; Workman et al., 2008) and initial proof of its existence has been 
demonstrated (Gundu, 2019), albeit narrowly. As the topic requires further vali-
dation, it can be hypothesized that: 

 
H1A There is a weak (0.25 < r < 0.5) or moderate (0.5 < r < 0.75) correlation 
between knowledge and behaviour (compliance) in the organization. 
Knowledge is, on average, higher than behaviour. 
 
This means that the knowing-doing gap should be observable in irregular-

ity and a lower correlative relationship between knowledge and behaviour as 
well as higher knowledge than perceived secure behaviour. The descriptive 
terms (weak, moderate) regarding correlation can be considered as a rule of 
thumb rather than entirely accurate or entirely arbitrary. However, they are use-
ful in scaling the interaction between knowledge and behaviour – or lack thereof 
– in case correlation is far from absolute. 

Moreover, despite that information systems security research carries a dec-
ades-long history, the academic community has yet to demonstrate which theo-
ries are best at explaining phenomena and solving dilemmas in the sphere of in-
formation security (Siponen & Baskerville, 2018). Nevertheless, all the examined 
theories have some merit in their ability to explain and provide a theoretical foun-
dation for improving compliance (Workman et al., 2008). To some extent, shifts 
in attitude indicate the internalization of collective norms and the point where 
the individual is inherently not only compliant, but personally determined to en-
gage in secure behaviour. If so, not only is compliance likely to improve, but may 
also result in the improvement of the information security culture of the organi-
zation as well, which in turn can revert to improved compliance, creating a vir-
tuous cycle (Thomson, 2010; Ifinedo, 2014; Sherif et al., 2015). In this sense, shifts 
in attitude might represent the highest form of improvement regarding human 
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information security. However, apart from TPB, attitude is seldom taken into di-
rect consideration, despite its evident relevance (Sommestad et al., 2014), which 
leaves intrinsically motivational potential unused. As opposed to deterrents and 
fear appeals, increasing knowledge and cultivating attitudes can potentially pro-
vide organizations less-rigid means to influence compliance (D’Arcy & Hovav, 
2009). However, despite its apparent importance, the role of attitude compared 
to knowledge has not been established, apart from indirect results and suspicions 
(Bauer & Bernroider, 2017; Siponen et al., 2014; Sommestad et al., 2014; Safa et al., 
2015a) and the implication that attitude is a mediator as embedded in the KAB 
model. Hence, two important hypotheses follow: 
 

H1B The effect of attitude on perceived secure behaviour is greater than 
that of knowledge. 
 
H1C Effects between knowledge and behaviour are mediated by attitude 
toward behaviour. 
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There is also a need to consider organizational factors, such as demographics, 
when assessing compliance and awareness (Goel & Chengalur-Smith, 2010). 
However, although demographic considerations are widely applied in other 
fields (Chua et al., 2018), there is a scarcity of studies that incorporate demo-
graphic factors into awareness research (Moody et al., 2018; Whitty, Doodson, 
Creese, & Hodges, 2015). Nevertheless, acknowledging demographic factors 
bears importance as it allows organizations to plan and manage their awareness 
interventions purposefully. Furthermore, compliance and awareness do not 
solely result from a function of individual factors but a function that includes 
factors that stem a situational, social environment (Alfawaz et al., 2010).  

Hence, the following chapter presents a set of demographic factors, both 
individual and organizational, that potentially influence information security 
awareness. The section covers literature on each of these factors and supplements 
the justifications for examining these factors by reason where prior research is 
lacking. The first two of the following are organizational factors and the latter 
three individual ones: 

• unit, 

• personnel group, 

• age,  

• work experience, and 

• formal education. 

In distinction to organizational factors, individual factors can be considered 
global; results thereof are, in theory, generalizable into a broader population 
whereas organizational factors are constrained by the boundaries of the target 
organization. Thus, studying individual factors also introduces comparable re-
sults into an international framework, where variance in information security 
awareness between nationalities and ethnicities have been observed (Hovav & 
D’Arcy, 2012; Lubis, Fauzi, Liandani, & Lubis, 2020; Chua et al., 2018). 

4 DEMOGRAPHIC FACTORS IN INFORMATION SE-
CURITY AWARENESS 
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4.1 Organizational factors 

The justifications for investigating the influence of the unit and personnel group 
of an individuals’ information security awareness are embedded in the structure 
and nature of the organization. The target organization is a Finnish-based entity 
with broad international connections and delegates abroad. The organization 
provides employment to hundreds of professionals with diverse vocational back-
grounds. The organization is longstanding and possesses, as many modern busi-
nesses and non-profit organizations alike, considerable interest in safeguarding 
the security of its information. The workforce in Finland alone consists of hun-
dreds of employees distributed primarily across five units in physically separate 
locations and with their respective security departments. Therefore, as responsi-
bility for information security is partially shared across the security departments 
of each unit, there is reason to suspect that variance in levels of information se-
curity awareness between different units presides. Simultaneously, measuring 
information security awareness unit-wise is in a sense an indicator of success for 
each security department. 

Moreover, the workforce is comprised of six distinct personnel groups, such 
as executives or subject-matter experts. These personnel groups are represented 
in each unit (although not evenly), as depicted in the matrix-like perspective of 
the structure of the organization in figure 9. Employees can be clustered into per-
sonnel groups based on similarities in job roles, career paths, and vocational 
backgrounds. These distinctions are, with a sufficient degree of probability, sig-
nificant enough to produce differences in information security awareness. There 
is also evidence that such differences may exist; studies have shown that there is 
variance among personnel groups (or statuses) in terms of secure behaviour (Lu-
bis et al., 2020) and awareness (Mittal & Ilavarasan, 2019). However, the studies 
were conducted in an educational setting amongst different students and staff 
positions and are as such incommensurable. 
 

 

FIGURE 10 Organizational structure, units, and personnel groups (PG) 



45 

Moreover, a key factor for information security awareness, this study, and 
the primary backbone of the argument that information security awareness 
might vary between physically and structurally segregated parts of an organiza-
tion is organizational culture (Wiley, McCormac & Calic, 2020; Knapp et al., 2009; 
Greene & D’Arcy, 2010). Like all social groups, the organizational setting has its 
own organizational culture, which Schein (1989, p. 278) describes as: 

“the pattern of basic assumptions that a given group has invented, discovered, or de-
veloped in learning to cope with its problems of external adaptation and internal inte-
gration, and that have worked well enough to be considered valid, and, therefore to 
be taught to new members as the correct way to perceive, think, and feel in relation to 
those problems.” 

Nel and Drevin (2019, p. 148) concisely describe the term as “the feel of the or-
ganization to its members that directs and motivates employee efforts”. Within 
the larger concept of organizational culture is the integral security and infor-
mation security culture of the organization (Thomson, Von Solms, & Louw, 2006), 
the collection of conventions that “encompass all sociocultural measures that 
support technical security measures” (Schlienger & Teufel, 2003, p. 47). However, 
information security culture may be contradictory to organizational policy. Thus, 
culture underlies that the immediate social climate can sometimes become a 
source for practical conventions that is preferred over official policy. Hence, dif-
ferent units or personnel groups within the same organization, especially in 
larger organizations such as the target organization, may possess different aver-
age levels of information security awareness, just as some individuals are more 
aware than others (Furnell & Rajendran, 2012). In fact, results have shown differ-
ences in subcultures regarding information security and associated beliefs, i.e., 
what constitutes secure behaviour and the probability of compliance under pres-
sure to perform (Ramachandran, Rao, & Goles, 2008). 

The reason behind subculture, or the compartmentalization of information 
security culture, lies in social phenomena that are applicable to the workplace 
(Cheng et al., 2013, p. 449). Although some models disregard the role of social 
factors, there is a consensus among studies that they are significant in terms of 
compliance to norms (Moody et al., 2018). Positive example set by top manage-
ment, direct supervision, and peers all motivate individuals to comply with pol-
icy (Chan, Woon, & Kankanhalli, 2006; Furnell & Rajendran, 2012; Zinatullin, 
2016). Social disapproval of peers also encourages to comply (Padayachee, 2012). 
Conversely, non-compliant behaviour of peers influences non-compliance as 
well (Junger et al., 2017; Hwang et al., 2017). People are also willing to be non-
compliant due to peer pressure; people just want to “fit in” rather than arouse a 
conflict (Weirich & Sasse, 2001). Moreover, people are sensitive to their peers’ 
behaviour not solely because of social approval, but to ease one’s own decision-
making process as well (Cialdini, Martin, & Goldstein, 2015) and look for cues on 
how to act (Junger et al., 2017), a form of social learning. For instance, in a study 
on Facebook encompassing some 50,000 people, displaying the number of 
“friends” who utilize security features on Facebook to users led to 37% more of 
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those users to utilize the same features, compared to users who were not dis-
played (Das, Kramer, Dabbish, & Hong, 2014). Furthermore, social norms are a 
source of influence for compliance (Siponen et al., 2014; Pahnila et al., 2007), atti-
tudes towards compliance (Ifinedo, 2014) but also, oppositely, to whether indi-
viduals submit to conducting security violations (Guo et al., 2011) and unethical 
behaviour (Gino, Ayal, & Ariely, 2009). Thus, culture works both ways and can 
either be a “vaccine” or a “virus”. 

In summary, considering prior research, the structure of the target organi-
zation, and the potential that structure has in forming subcultures with varying 
values, assumptions, and conventions regarding both units and personnel 
groups, the following hypotheses are suggested: 

 
H2A There are significant differences in information security awareness be-
tween units within the target organization. 

 
H2B There are significant differences in information security awareness be-
tween personnel groups within the organization. 

4.2 Individual factors 

Explicitly organizational factors appear to be, at least to the extent of the litera-
ture review, an understudied aspect of information security awareness. However, 
although a certain dearth remains there as well (Whitty et al., 2015), individual 
factors have been more thoroughly covered. Perhaps the most examined individ-
ual factor is that of age. 

There is a popular assumption that suggest the “digital natives”, the 
younger generations that were born into a world where information technology 
and the Internet pre-existed, are more apt at functioning securely in the digital 
domain (Caldwell, 2016). Conversely, it is logically presumed that the “digital 
immigrants”, who have encountered ICT only later in life, are oppositely more 
vulnerable due to having less technology-aware formal education and perhaps 
more reluctantly adopt technology into their daily lives (Hadlington & Chivers, 
2018). Despite the logic, a substantial body of evidence suggest the contrary: that, 
in fact, older employees tend to have better information security awareness (Pat-
tinson et al., 2019; McCormac et al., 2017a; Ögütçü et al., 2016; Hadlington & 
Chivers, 2018; see also Sheng, Holbrook, Kumaraguru, Cranor, & Downs, 2010). 
In a study conducted with Malaysian workers, age represented 55% of the pre-
dictability of the information security awareness mean score (Chua et al., 2018). 
However, these studies were conducted with Australian, Malaysian, or Turkish 
populations. As information security issues may vary on a national basis (Hovav 
& D’Arcy, 2012), a need for a broader international data remains. As far as the 
literature review covered, only Oksanen and Keipi (2013) have studied a similar 
topic in Finland: vulnerability to cybercrime. In line with the results previously 
mentioned, results indicated that the youngest age group was the most 
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vulnerable. However, this study did not examine information security awareness 
per se, which again leaves room for further validation. Thus, the following is pro-
posed: 

 
H2C There is a significant difference in information security awareness be-
tween different age groups. 
 
Two further factors, namely work experience or educational level, appear 

far less studied. Nevertheless, both seem intuitively appealing. Prior knowledge 
in the form of education or work experience helps individuals resolve problems 
(Lee et al., 2016). Therefore, it makes sense that higher educational level and work 
experience would predicate higher levels of information security awareness, the 
latter especially in terms of organizational policy. In essence, the broader and 
longer the experience with an organization or the higher the level of formal edu-
cation, the wider the information security awareness of the individual. The pro-
clivity to seek new information and the inadequate knowledge of normal organ-
izational practices may place individuals with shorter tenures or employments 
susceptible to risky behaviour (Mittal & Ilavarasan, 2019). 

However, for some reason, the role of work experience or formal education 
on information security compliance and awareness appears to be scarcely exam-
ined in previous research. An exception is Chua et al. (2018), who studied both 
and found that there was no observable correlation between work experience and 
information security awareness but that higher education levels correlated with 
information security awareness. The positive correlation between formal educa-
tion and information security awareness (Ögütçü et al., 2016) and compliance 
(Vance et al., 2012) has been observed in other studies as well. Moreover, in a 
qualitative study with industry experts, education was thought to have a low to 
medium impact on compliance (Furnell & Rajendran, 2012). Nevertheless, as the 
coverage is somewhat slim, there is room to investigate and validate further. 
Hence, the following hypotheses are presented: 
 

H2D There is a significant difference between work experience (within the 
same employer) and information security awareness.  

 
H2E There is a significant difference between the level of formal education 
and information security awareness. 
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The choices regarding research methodology and their justifications are covered 
in the following chapter. First, the choices associated with the measures are de-
picted followed by a presentation of the questionnaire and the supplementary 
measures used in the study. Thereafter, the limitations concerning reliability and 
validity are addressed, both regarding prior studies where the HAIS-Q has been 
utilized as well as this study. Next, the data collection and participants are de-
scribed, including descriptive statistics of the sample. Lastly, in the procedural 
subsection, methods regarding data analysis are presented. 

5.1 Measures 

The study was conducted as a survey with a strong statistical backbone sup-
ported by a branch of quantitative content analysis. Firstly, the study leaned 
heavily on statistical methods to test the hypotheses proposed in chapters 3 and 
4. Furthermore, by analysing the contents of the open answers given by the re-
spondents, the study attempted to determine why individuals deviate from se-
cure behaviour against their knowledge, in other words, to provide plausible ex-
planations to the knowing-doing gap, as outlined in research question 2. 

5.1.1 The HAIS-Q 

Information security awareness in the survey was measured with the Human 
Aspects of Information Security Questionnaire (HAIS-Q). The HAIS-Q measures 
information security awareness through seven focus areas, or constructs, all rel-
evant topics for information security awareness. While other focus areas could 
potentially be included, it was not done to retain the integrity of the questionnaire. 
Thus, the focus areas included the original focus areas that, nevertheless, envelop 
the concept of information security awareness well, as demonstrated in section 

5 RESEARCH METHODOLOGY 
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2.2.3: password management, email use, internet use, social media use, mobile 
devices, information handling, and incident reporting. 

However, the focus areas were not the constructs used for analysis. As ob-
servable in table 4, the focus areas were further divided into three sub-areas. 
These sub-areas were measured via separate knowledge, attitude, and behaviour 
items. The three aspects of knowledge, attitude, and behaviour were the con-
structs used in the analysis, each consisting of 21 items in total, or 63 for the entire 
questionnaire (Parsons et al., 2017). This is the first occasion the HAIS-Q has been 
utilized to measure aspects instead of focus areas (Parsons, McCormac, Pattinson, 
Butavicius, & Jerram, 2013; Parsons et al., 2014a, Parsons, McCormac, Pattinson, 
Butavicius, & Jerram, 2014b; Parsons et al., 2015; Pattinson et al., 2015a; Pattinson 
et al., 2015b; Pattinson et al., 2016, Calic et al., 2016; McCormac et al., 2017a; 
McCormac et al., 2017b; Parsons et al., 2017; Hadlington & Chivers, 2018; Mittal 
& Ilavarasan, 2019; Pattinson et al., 2019). The setup of the entire questionnaire 
can be observed in appendix 1. 

TABLE 4 Aspects (constructs), focus areas, and sub-areas of the study 

Aspect Focus area Sub-area 

K
n

o
w

le
d

g
e

 

A
tt

it
u

d
e

 

B
e

h
a

v
io

u
r 

Password mgmt Using the same password across multiple platforms 

 Sharing passwords with colleagues 

 Using strong passwords 

Email use Clicking on links from unknown senders 

 Clicking on links from known senders 

 Opening attachments in emails from unknown senders 

Internet use Downloading files from the Internet 

 Accessing dubious websites 

 Entering personal information online 

Social media use Reviewing social media privacy settings 

 Considering consequences of posts 

 Posting about work on social media 

Mobile devices Physically securing mobile devices 

 Sending sensitive info over public wireless connections 

 Shoulder surfing 

Information handling Disposing of sensitive printouts 

 Inserting removable media in work computers 

 Leaving sensitive material on the work desk 

Incident reporting Reporting suspicious behaviour or colleagues 

 Ignoring colleagues’ poor IS behaviour 

 Reporting all incidents 

 
Although there are other measurement constructs available to measure 

compliance, few incorporate knowledge, attitude, and behaviour aspects. More-
over, the HAIS-Q was chosen based on additional merits such as: 
 

• Robust reliability and validity (see table 5; see also Hadlington & 
Chivers, 2018, p. 4), 

• Broad set of consistent factors, 

• Applicability to contemporary threats and TTP’s (see section 2.2.3), 
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• Applicability to organizational policy (the HAIS-Q measures con-
cepts that are relevant for the target organization). 
 

The greatest benefit of the HAIS-Q is its engagement in a score of diverse 
research projects and samples (e.g., Hadlington & Chivers, 2018). As partly 
demonstrated in table 5, over 2 000 working professionals and governmental per-
sonnel has taken the questionnaire to date, vouching strongly for the use of the 
HAIS-Q in this study as well. While the Multiple Criteria Decision Analysis 
(MDCA) model exemplified by Kusumawati (2018) utilizes the same KAB frame-
work as the HAIS-Q and is intuitively more versatile, the latter was preferred 
due to better comprehensiveness in terms of latent constructs. 

TABLE 5 Development and use of the HAIS-Q (Parsons et al., 2017, p. 42) 

 
Moreover, it is worth noting that Moody et al. (2018) have devised a prom-

ising model that unifies 11 theoretical foundations and factors and their construct 
applications. Regardless of the apparent formidability, the proposed model, the 
Unified Model of Information Security Compliance (UMISPC), is too broad and 
specific to be reasonably administered to the target organization. In addition, alt-
hough the UMISCP appears promising, it has yet to be proved compared to the 
HAIS-Q. Furthermore, though alternate measures exist, they address more spe-
cific fields such as password management (Stanton et al., 2005) or protection of 
mobile devices (Mylonas, Kastania, & Gritzalis, 2013), which renders them un-
suitable to produce a comprehensive overview of the information security aware-
ness of the target organization. 

As stated, the HAIS-Q comprises of 63 items across 7 focus areas, or con-
structs. Thus, each construct comprises of nine items examined through three as-
pects of information security awareness: knowledge, attitude, and behaviour. 
While the seven focus areas represent central topics for information security 

Purpose Sample n Reference 

Initial content validity Australian government employees 203 Parsons et al. 2013 
Parsons et al. 2014a 

Validation of KAB Working Australians 113 
500* 

Parsons et al. 2014b 

Assessment of ISC Working Australians 500* Parsons et al. 2015 
Assessment of individ-
ual differences 

Working Australians 500* Pattinson et al. 2015a 

Content validation Australian university students 23 Pattinson et al. 2015b 
Construct validation Australian financial employees 198 Pattinson et al. 2016 
Content validation Information security experts 15 Calic et al. 2016 
Assessment of individ-
ual differences 

Working Australians 505** McCormac et al. 2017a 

Test-retest reliability, 
internal consistency 

Working Australians 197 McCormac et al. 2017b 

Construct validity Australian university students and 
Working Australians 

112 + 
505** 

Parsons et al. 2017 

*) same dataset 
**) same dataset 
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awareness, they were not utilized as variables in the study. Instead, variables 
representing knowledge, attitude, and behaviour were used. To generate these 
composite variables, all items under knowledge, attitude, and behaviour were 
summed to produce three scores, respectively. Thus, each score comprised of 21 
items each, distributed across 7 focus areas each including three items. 

In the survey, items that pertained to the HAIS-Q were coded on a five-level 
Likert scale, between “strongly agree” and “strongly disagree”, which is custom-
ary to the questionnaire (Parsons et al., 2017, p. 46). Thus, the questionnaire re-
mains simple and reasonable yet discrete enough to provide accurate, quantifia-
ble data. Still, it must be noted that the metric and encoding utilized in this study 
can primarily indicate order between different values of a variable and intervals 
only with restrictions (Singleton & Straits, 2018, pp. 130–131). This means, for 
example, that the difference between a respondent’s value 4 and 5 correspond, in 
the real-world, to an exact observable interval of 1 along a finite scale. Therefore, 
since this type of ordinal measurement perhaps mainly portray the rank order of 
cases, the efficacy of older statistical techniques, such as Pearson’s correlation co-
efficient, are only suitable for use with due discretion. 

5.1.2 Demographic variables 

Moreover, the questionnaire was supplemented with items that measure demo-
graphic variables, which were primarily used to test hypotheses H2A–E. The in-
troduction of demographic items enabled thorough analysis based on organiza-
tional demographics that can help to identify key areas of development and 
strengths within the target organization and validate or challenge existing scien-
tific knowledge, as presented in the hypotheses. The variables are shown in table 
6 along with the response alternatives. Age and work experience were grouped 
to ease analysis. To even the number of respondents in experience group, work 
experience was grouped more narrowly at short experience and broadened at 
longer since it was estimated that the population median age would be high. 

In addition, the demographic variables were utilized as control variables to 
eliminate extraneous explanations and to improve the explanatory power of the 
regression model associated with H1A–C (Singleton & Straits, 2018, p. 89). 

TABLE 6 Demographic variables and their response alternatives 

Unit Unit 1 Unit 2 Unit 3 Unit 4 Unit 5  
Personnel group PG 1 PG 2 PG 3 PG 4 PG 5 PG 6 
Age group 18-29 30-39 40-49 50-   
Work experience 1-3 3-10 10-20 20-   
Educ. background Prim. 

school 
Second. 
school 

Under-
grad. 

Grad. Post-
grad. 

 

 
The background variables were tested against a standardized composite in-

formation security awareness score that comprised of all the knowledge, attitude, 
and behaviour scores. 
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5.1.3 Open items 

Finally, the respondents had the voluntary possibility to provide open responses 
with respect to research question 1, why individuals omit complying to security 
policy. The respondents were asked to complete the following phrases with one 
or more plausible causes: 

• If I were to violate information security policy, it would be due to: 

• If I were to leave an information security incident unreported, it 
would be due to: 

Response alternatives were initially developed to ease analysis but were later re-
placed by enabling open answers. In this way the answers of the respondents 
were not unduly restricted and provided a broader spectrum of answers beyond 
what the author would possibly have anticipated. The answers were analysed 
and clustered beneath topics at the authors discretion but guided by the theory 
outlined by the literature review outlined in section 2.2.2. 

To summarize, the independent (IV), dependent (DV), and mediation vari-
ables (MV) and their relationship to the hypotheses are illustrated graphically in 
the quantitative research model in figure 10. Squares in the model are measured 
variables and squares composite variables. The circles enveloping the focus areas 
are grey to highlight that they were not directly used in the study. Variables M, 
X, and Y represent the mediation relationship. The qualitative, open items are not 
represented in the model. 

 

 

FIGURE 11 Research model 
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5.1.4 Reliability and validity 

The validity of the HAIS-Q measure has previously been tested with solid results. 
Firstly, convergent validity, which demonstrates that the measure used produces 
reciprocal results with other, theoretical methods of measurement that investi-
gate the same real-world phenomena, was tested by applying an empirical phish-
ing study (Parsons et al., 2017, p. 43). Secondly, a thorough study to assess the 
internal reliability was conducted with a substantial sample (n=505) of the Aus-
tralian working population. Internal reliability was demonstrated with 
Cronbachs’s alpha. All scores landed between 0.75 and 0.82, which is above the 
arbitrary but recommended index of 0.70 (Parsons et al., 2017, p. 44). A study 
conducted by McCormac et al. (2017b, p. 6) yielded similar results: in a test-retest 
setting indexes varied between 0.75–0.83 in the first and 0.78–0.84 in the second 
test. The conclusion was that HAIS-Q was both externally reliable and internally 
consistent, although the HAIS-Q has also been found not to hold well on other 
occasions (Mittal & Ilavarasan, 2019), likely due to methodological weaknesses. 

Since the questionnaire was originally in English but administered in two 
different languages (Finnish and Swedish), the possibility of encountering both 
translational issues and ambiguity were evident. Therefore, the questionnaire 
was administered to a pilot sample (n=19) and subjected to evaluation of two 
bilingual language experts. After gathering information from the pilot sample, 
results did not indicate that the survey contained issues that might dispute the 
reliability of the study. However, the feedback from the language experts 
prompted changes in the formulation of the items. By refining the questionnaire 
in this manner, the study was outlined so that the use of ambiguous language 
and the subsequent possibility of misinterpretation decreased (Singleton & 
Straits, 2018). 

Reliability and construct validity were measured with Cronbach’s alpha. 
Cronbach´s alpha can be understood as an index that indicates levels of reliability 
within a measurement construct according to the covariance of item-pairs (Sin-
gleton & Straits, 2018, p. 136). In this study, Cronbach´s alpha was calculated 
from the relationship and correlation of the items underlying each aspect, 
knowledge, attitude, and behaviour as well as each focus area. Nevertheless, 
there are at least two notable details worth highlighting with respect to using 
Cronbach’s alpha. 

Cronbach’s alpha assumes unidimensionality within the constructs and 
cannot discern whether it is multidimensional. A unidimensional scale expects 
factor loadings to be equal within a latent construct. In practice, this means that 
a factor analysis should yield same values for all elementary variables (Cortina, 
1993). However, the HAIS-Q is multidimensional. As proven in a study by Par-
sons et al. (2017), factor loadings within focus areas of the HAIS-Q vary from 0.04 
in incident reporting and 0.27 in social media use, with the average variance be-
ing 0.14. In terms of this study, the composite scores of knowledge, attitude, and 
behaviour comprise of the “dimensions” provided by the seven focus areas, 
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which escalates multidimensionality even further but simultaneously increases 
the number of items in the construct. 

Since the focus areas in this study were measured with nine items from 
three distinct perspectives, knowledge, attitude, and behaviour, and with the aim 
of observing discrepancy between the knowledge and behaviour scores (H1A), it 
was presumable that this would reflect upon construct reliability should the hy-
pothesis hold. Therefore, multidimensionality combined with some inferior item 
intercorrelations influenced the Cronbach’s alpha score (Cortina, 1993). In fact, 
the results thus suggest that respondents have truly answered differently to, for 
example, knowledge-related and behavioural items. 

Cronbach’s alpha also assumes that respondents answer something consist-
ently, or correctly, to each item and does not tolerate non-conformity well. There-
fore, each time a respondent answered contrarily to his or her peers, the response 
reflects negatively on alpha, even though the respondent has given an honest 
answer. Thus, alpha says nothing about the extent to which items measure what 
it is intended to measure, only about the homogeneity of the data (Cortina, 1993). 
What alpha does reveal, however, is the average interrelatedness of items while 
simultaneously accounting for the items in the measure (Sijtsma, 2009). In short, 
while the sample remains heterogenous, reliability measured by Cronbach’s al-
pha will inevitably be affected. But that does not mean the data cannot be inter-
nally consistent. 

Therefore, the alpha index of 0.67 concerning the knowledge variable was 
accepted, thus disregarding the 0.70 cut-off criterion often advocated as a satis-
factory minimum among scientific customs. After all, what a satisfactory level of 
reliability is depends on how a measure is being used and neither are values strict 
cut-off points (Nunnally, 1978). The other composite constructs appeared reliable, 
as shown in table 7. Nevertheless, the focus area constructs undeniably suffered 
from issues of low reliability: four out of seven values were between 0.60–0.70 – 
even with extenuating circumstances accounted for and even though strongly 
contradictory items were discarded. These values were significantly lower than 
those presented by Parsons et al. (2017). However, the focus area constructs were 
not directly utilized in the analysis, as denoted in table 7. 

TABLE 7 Descriptive statistics of reliability of the constructs in the study 

Focus area α Mean Std Note 

Knowledge 0.67 96.77 10.77  
Attitude 0.80 99.63 7.10  
Behaviour 0.81 99.15 6.84  
Password management 0.71 42.11 3.95  
Email use 0.64 35.89 5.33 Item K4 discarded 
Internet use 0.75 43.11 2.18  
Social media use 0.66 42.22 2.66  
Mobile devices 0.69 38.81 1.87 Item K13 discarded 
Information handling 0.60 43.87 1.86  
Incident reporting 0.83 41.86 3.50  
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There are, however, two plausible explanation for low reliability within the 
focus areas. Certain possibly outdated items aroused controversy, which could 
be observed as increased irregularity and some feedback from respondents. Am-
biguity was also caused by non-idiomatic translation. Non-idiomatic translation 
was initially chosen as a principle to help refrain from unintentionally altering 
the questionnaire. However, this caused misinterpretations among some of the 
items. Despite this, some conclusions were made on how to improve the ques-
tionnaire. The questions “I am allowed to click on any links in emails from people 
I know” and “when working in a public space, I have to keep my laptop with me 
at all times” caused the greatest variance among the HAIS-Q items and thus de-
creased reliability in Cronbach’s alpha. In the first case, this was likely due to the 
translation to Finnish, which was done non-idiomatically. This led to ambiguity 
in the questionnaire. However, the “real answer” also depends on whether the 
authenticity of the sender has been established or not. In the latter case, some 
respondents may have thought that they always need to bring their computers 
when working in a public environment, which is of course untrue. 

In addition, since length and complexity are determining factors for pass-
word entropy, and thus security, and memorability for usability from a human 
perspective (Woods & Siponen, 2019), the items regarding password manage-
ment may require change. For example, to the form: “When choosing passwords, 
their length, complexity, and memorability should be considered”. Lastly, when 
using the HAIS-Q, the author should include introductions to knowledge, atti-
tude, and behaviour items to orientate the respondent into each theme and en-
sure that the respondent answers from the right perspective. While this has been 
done in previous studies (e.g., Parsons et al., 2017), it was not implemented dur-
ing this survey. 
 
Social desirability effect 
 
The social desirability effect, in theory, suggests that there will be some inaccu-
racy in measurements that requires respondents to verbally report on behaviour 
that can be deemed as socially undesirable and contradictory to one’s own self-
image or established norms social environment (Singleton & Straits, 2018, p. 133; 
Cox, 2012). Social desirability might be a particularly concerning phenomena in 
a punitive working environment, where employees prefer socially desirable im-
ages over encountering issues in the workplace (McCormac, 2017b, p. 8). There-
fore, measurements generally underestimate the prevalence of socially undesir-
able behaviour and attitudes. In the case of this study, this implies that answers 
were inevitably, but systematically, positively biased. Thus, the results might 
portray a more favourable yet distorted view of information security awareness 
within the studied sample.  

This limitation was initially investigated by McCormac et al. (2017b) with a 
sample of 197 working Australians. The study found promising results for the 
HAIS-Q but also prompted need for further development: the constructs were 
neither internally consistent nor precise. Thereafter, Parsons et al. (2017, p. 44) 
performed Pearson correlations between HAIS-Q responses and an eight-item 
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version of the Crowne-Marlowe Social Desirability Scale, a measure that assesses 
the significance of the social desirability effect on a questionnaire. The conclusion 
was that only six items (out of 63), slightly less than 10%, had a correlation that 
imply a variance greater than 6%. Thus, a careful estimation could be made that 
accumulating inaccurate data is not a significant threat as the overall notion was 
that respondents generally provide truthful answers to the questionnaire. More-
over, bias in this study was further avoided by administering the survey online: 
participants who respond online feel less judged and therefore provide more 
truthful answers (Duffy, Smith, Terhanian, & Bremer, 2005). 
 
Objective and perceived behaviour 
 
A popular convention in information security research has been to survey com-
pliance through the reports of employees and their perceived compliance (Cram 
et al., 2017). However, this raises an issue since there is always some discrepancy 
between actual behaviour and perceived behaviour. There is evidence, for instance, 
that studies that measure perceived and actual behaviour yield contradictory re-
sults (Workman et al., 2008; Guo et al., 2011). Arguably, measuring compliance 
as a survey is challenged since such a method measures perceived compliance or 
non-compliance (sometimes also misuse) through the individual’s intention or 
attitudes instead of actual (sometimes also objective) compliance (Sommestad et 
al., 2014). In brief, perceived compliance, intent to comply, or attitude towards 
compliance is not equal to actual compliance. 

While this poses a valid argument, a score of studies shows that intent to 
comply significantly influences and results in actual compliance (Pahnila et al., 
2007; Siponen, Pahnila, & Mahmood, 2010; Siponen, Mahmood, & Pahnila, 2014; 
Ifinedo, 2014; Safa et al., 2015b). Furthermore, the systematic literature review by 
Sommestad et al. (2014) has showed with reasonable effect sizes (0.29–0.50) that 
actual compliance did follow from both attitudes towards compliance and intent 
towards compliance. The results strongly favour monitoring compliance through 
subjective perceptions and show that a survey is a plausible approach to gain 
insight on compliance. Lastly, the discrepancy regarding intent to comply and 
compliance has been demonstrated to be moderated by individual factors, such 
as personality traits, which may explain varying results in different samples 
(Shropshire et al., 2015).  

Although some propose an ethnographic approach to measuring compli-
ance (Workman et al., 2008), evaluating human performance longitudinally and 
across a large population entails other issues. Firstly, it is very difficult to produce 
a controlled environment and ascertain reliability and validity (Vroom & Von 
Solms, 2004). In addition, capturing actual omissive behaviour is difficult, since 
reporting clearly uncompliant behaviour can be detrimental to the individual 
(Cox, 2012). Moreover, conducting field research can lead to the observer’s para-
dox, where the observer inadvertently impacts the phenomenon being observed. 
This does not suggest that studying compliance ethnographically is impossible, 
but problems concerning measures, methods, and situational and subjective fac-
tors cause random error, which must be considered (Vroom & Von Solms, 2004). 
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An ethnographical study would neither be able to take all possible information 
security behaviours into account due to the ideographic nature of behaviour 
(Workman et al., 2008). On the contrary, using a survey enables the collection of 
broad samples from large populations and, subsequently, the processing of even 
larger data sets quantitatively. This, in turn, eases the detection of statistical sig-
nificances and reinforces inferences drawn from the data. In conclusion, despite 
its drawbacks, a survey is a scientifically viable approach to study information 
security awareness. 

5.2 Participants 

As described in section 4.1, the target organization was a large and longstanding 
Finnish organization. The sample was drawn from a population that comprised 
of the entire personnel of the organization. To obtain sufficient data from a broad 
spectrum of respondents, data collection was randomized, providing equal pos-
sibilities for the entire population participate and thus ensuring that the sample 
accurately represented the characteristics of the population (Elmes, Kantowitz & 
Roediger, 2006, p. 172). Randomization was achieved by disseminating the ques-
tionnaire to the entire organization via email and collecting responses over a pe-
riod of six weeks, ensuring everyone had a chance to respond. During that period, 
two reminders were delivered, influencing response rates by roughly 20%. 

However, this kind of randomization posed a slight risk of non-response bias 
or participation bias. The theory concerning these cognitive biases purports that 
only individuals affectively dispositioned towards the topic of a study are more 
likely to voluntarily participate in it. The difference stem from the fact that people 
who are most likely to partake in the survey are systematically different from 
those who do not (Fowler, 2009, pp. 51–56). To reverse these effects, participants 
were encouraged respond despite that they may not by person or profession hold 
information security issues personally relevant. However, due to the integral role 
of security in the organization, employees were be expected to harbour preoccu-
pation towards taking the questionnaire, which might have prevented unilater-
ality. Ultimately a total of 287 respondents replied to the questionnaire, which 
represents a substantial amount of the population. As for the open items, A total 
of 114 responses were accumulated regarding incident reporting and 149 regard-
ing omission of information security norms. Descriptive data on the sample by 
background variable are presented in figure 11. As shown, there was relatively 
high dispersion amongst the respondents in terms of unit, personnel group, and 
educational background, whilst the distributions were more even amidst age 
groups and work experiences. Thus, grouping within age and work experience 
may be considered successful. Overall, all variables received sufficient respond-
ents in each category with the exception that participants pertaining to PG2 and 
the elementary school background were few. However, this was observed not to 
significantly influence the measurement of variance. 
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FIGURE 12 Descriptive statistics of the respondents 

In addition, respondents were asked to report how often they handle sensi-
tive information, such as personally identifiable information, or use computers 
to conduct their work. As figure 12 shows, computer usage (CU) and sensitive 
information usage (SIU) are extremely commonplace within the sample. 98.3% of 
employees use computers and 81.9% handle sensitive information at least weekly, 
while 76.7% and 37.3% do so daily, respectively. The substantial amount of work-
related sensitive information and computer usage illustrates that information se-
curity is a relevant issue within the sample. 
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FIGURE 13 Proportions of computer and sensitive information usage 

5.3 Procedure  

Because of the bilingual and international nature of the target organization, the 
initially English HAIS-Q was translated into Finnish and Swedish by the author 
so that participants could choose to respond in their preferred language or native 
tongue. The supplementary items were formulated in Finnish and Swedish as 
well. The translations were given to two bilingual language experts and native 
speakers for inspection to decrease ambiguity. The questionnaire was adminis-
tered as a through Webropol, a web-based survey service. 

The analysis was conducted with two separate methods: purely statistical 
quantitative methods, Pearson’s correlation, linear regression, and analysis of 
variance (one-way F-test), and quantitative content analysis, which was used to 
categorize responses to the open questions under key themes. The maximum 
number of response categories was not restricted. Mediation analysis was con-
ducted using the Baron and Kenny (1987) method. The statistical significance of 
the mediation was determined using the bootstrapping method. The analysis 
methods are concisely illustrated in table 8. 

TABLE 8 Statistical tools in the data analysis per hypothesis 

Hypothesis Measurement Statistical significance 

H1A Pearson’s r 
Regression coefficient 

Two-tailed test 

H1B Linear regression Student’s t-test 
H1C Baron and Kenny (1987) 

method (mediation) 
Bootstrapping (two-sided 
test) 

H2A-E Comparison of means 
Linear regression 

F-test 
Student’s t-test 
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In the regression analysis phase, the regression model was tested in two 
separate blocks for additional contrast: first with only the control variables and 
then with the knowledge and attitude scores included. The explanatory power of 
the construct, or the proportion of the variance in the dependent variables, was 
measured with the coefficient of determination (R2) and subsequently adjusted 
(Radj) to account for volatility when extraneous, latent variables were added to 
the model. 

In the analysis phase, the maximum value for statistical significance, the 
alpha, was arbitrarily set to 0.05 at all stages, according to scientific conventions. 
Results with a statistical value above alpha were discarded. All variables were 
also standardized to achieve notional common scaling. The average score of each 
variable was subtracted from each individual score and divided by one standard 
deviation. The data was also scoped for anomalies (Singleton & Straits, 2018, p. 
496), such as ambiguous responses to open questions, which were subsequently 
discarded in the quantitative content analysis phase. 

The data analysis framework utilized throughout the study was the Python 
programming language and its libraries and modules. In addition to data han-
dling libraries NumPy and Pandas, Scikit (sklearn) and Scipy libraries as well as 
statsmodels and pingouin modules were used for statistical analysis. Matplotlib 
and Seaborn were the libraries of choice for data visualization. Python was cho-
sen mainly due to the authors learning purposes. However, McKinney (2017, p. 
1) notes that Python has elevated its appeal as a data analysis tool in recent times 
and is well suited for handling multidimensional datasets and analysing multiple 
spreadsheet-like tables, such as .csv format also utilized in this study. All code 
was run as Jupyter notebooks on a web browser. 

Python provided a multitude of built-in tools to draw measures of correla-
tion and statistical significance from the data. Moreover, a string was written to 
assess reliability with Cronbach’s alpha since there were no pre-existing modules 
for this purpose. The code was reviewed and approved by an expert from the 
University of Jyväskylä. 
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This chapter presents the obtained results. First, results gained from the statistical 
analyses are presented. This includes analysis regarding both the demographic 
variables’ effects on information security awareness (H2A-E) and the relation-
ships between knowledge, attitude, and behaviour (H1A-C). Finally, the answers 
to the open items are introduced in a separate subsection. 

6.1 Effects of demographic variables on awareness 

The results regarding demographic variables are illustrated with density distri-
butions and scaled mean information security awareness scores. These are illus-
trated in figure 13 below. The results suggest that there is small, albeit observable 
differences between units within the organization (F=0.50), ranging from an av-
erage scaled information security awareness score of about -0.10 with the lowest 
to 0.21 with the highest scoring unit. This is to say that the best scoring unit scored, 
on average, 0.21 standard deviations better than the average respondent. Re-
spondents representing unit 5 scored better than other respondents by a clear 
margin. In contrast, respondents that pertain to unit 2 scored clearly weaker than 
the average respondent. Similarly, results indicate that there were very mild dif-
ferences between personnel groups (F=0.60), the range being roughly -0.13–0.15 
standard deviations and personnel groups 1 and 5 having the overwhelmingly 
best scores. Conversely, personnel group 3 had clearly inferior average scores. 
However, values regarding both units and personnel groups were statistically 
insignificant (p>0.05). Therefore, the hypotheses associated with units (H2A) and 
personnel groups (H2B) could not be verified. 

However, the results confirm the hypothesis (H2C) that there are statisti-
cally significant differences between age groups in terms of information security 
awareness (F=2.73, p<0.05). As the third row of figure 13 illustrates, the results 
suggest a positive correlative effect between age and information security aware-
ness. Additionally, the oldest age group had a considerably higher mean level of 

6 RESULTS 
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information security awareness. The scaled mean information security aware-
ness scores are highlighted in the horizontal bar chart with a red colour to denote 
statistical significance. Descriptive statistics regarding age are shown in table 9. 

TABLE 9 Descriptive statistics of information security awareness by age 

Age Count Mean Std Min 25% 50% 75% Max 
18-29 70 -0.16 1.01 -4.32 -0.53 -0.04 0.52 1.41 
30-39 78 -0.11 1.84 -4.48 -0.75 0.04 0.82 1.49 
40-49 76 0.02 0.82 -2.14 -0.39 0.12 0.60 1.49 
50- 63 0.29 0.89 -2.06 -0.21 0.52 1.00 1.41 

 
The results regarding work experience share semblance with those of age, 

although the ratio of intra-group and extra-group variance was substantially 
lower (F=1.30). In addition, the result was also statistically insignificant (p>0.05). 
However, as shown in the fourth row of figure 13, work experience indicates a 
plausible correlative effect with information security awareness, with a range be-
tween -0.21–0.15, albeit being statistically substandard. Thus, hypothesis H2D 
was not supported. 

The results did neither support the hypothesis that formal education is a 
significant factor in terms of information security (H2E). The differences between 
groups were rather low (F=0.47) and results were statistically insignificant 
(p>0.05). The uniformity of the distributions, as illustrated in the fifth row of fig-
ure 13, highlight the notion that all educational levels share substantial overlap. 
Mean information security scores show that the respondents that possessed post-
graduate degrees scored the lowest, although this effect is likely to be caused by 
a few outliers at some 3 standard deviations below the mean. Density distribu-
tions also show that respondents were stacked normally around the scaled mean 
across all demographic variables. However, some respondents appeared to be 
underperforming, especially when grouped by unit and personnel group. This is 
illustrated in the small spike at around -2 and the lag down to -6 standard devi-
ations. Inferential statistic concerning all demographic are compiled in table 10. 

TABLE 10 Inferential statistics of demographic variables 

Variable F-statistic Dispersion P-value Hypothesis 
Unit 0.50 -0.10–0.21 >0.05 H2A, insignificant 
Personnel group 0.60 -0.13–0.15 >0.05 H2B, insignificant 
Age 2.73 -0.15–0.29 <0.05 H2C, supported 
Work experience 1.30 -0.21–0.14 >0.05 H2D, insignificant 
Education 0.47 -0.18–0.12 >0.05 H2E, insignificant 
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FIGURE 14 Density distributions and scaled mean ISA scores per variable 
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6.2 Effects of knowledge and attitude on behaviour 

Hypothesis H1A expected there to be a weak (0,25 < r < 0,5) or moderate (0,5 < r 
< 0,75) correlation between knowledge and behaviour (compliance). These limits 
were met as analysis yielded a weak, statistically significant (r=0.496, p<0.005) 
correlation. Although the correlation coefficient fits in the expected bounds, hy-
pothesis H1A was not confirmed: behaviour scores were generally higher than 
knowledge scores, except for very high knowledge scores (see figure 14) suggest-
ing an inverse knowing-doing gap: respondents report to behave more securely 
than their knowledge would predetermine. This is effect is illustrated in figure 
14 and the fact that the mean knowledge score was 96.77 whilst the mean behav-
iour score was 99.15, as shown in table 11. Moreover, in a linear regression model 
with only the knowledge and behaviour items included, the correlation was 
moderate and with modest explanatory power (r=0.55, R2=0.25). 

TABLE 11 Inferential statistics of the aspects 

Aspect Mean Std Min Max 
Knowledge 96.77 4.60 79 105 
Attitude 99.63 4.90 73 105 
Behaviour 99.15 5.13 77 105 

 
Means of knowledge and behaviour score fit within one standard deviation 

of the scores, which shows that the scores share overlap. Roughly one quarter 
(n=76, 26.5%) of the sample had higher knowledge scores than behaviour scores. 
Figure 14 also shows strong heteroscedasticity. 

 

 
     FIGURE 15 Plotted knowledge and behaviour scores with regression line 
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The regression model depicted in table 12 validates hypotheses H1B and 
H1C: that attitude has a greater effect on behaviour and that the effect of 
knowledge on behaviour is mediated through attitude. In the first block, the ef-
fect of solely the control (demographic) variables on behaviour were evaluated. 
This block confirmed what was measured priorly: of the background variables, 
age was the only statistically significant factor to influence behaviour, with a co-
efficient of 0.22, albeit the effect of age diminished when knowledge and attitude 
were introduced. Instead, formal education became a mildly negatively correlat-
ing factor in the second block. Moreover, the poor coefficient of determination 
(R2) in the first block shows that the control variables only have miniscule explan-
atory power, accounting for some 1% of the adjusted effect. 

The second block introduced knowledge and attitude as independent vari-
ables and revealed knowledge and attitude to be determining factors for behav-
iour with great statistical significance (p<0.01). Furthermore, attitude was shown 
to have a much greater effect on behaviour compared to knowledge, thus vali-
dating hypothesis H1B. The inclusion of knowledge and attitude also influenced 
the explanatory power of the model, increasing the R2 to 0.503. 

Lastly, the third block included attitude as a mediator between knowledge 
and behaviour, thus creating a mediation model. As the model in table 12 demon-
strates, the indirect effect (or average causal mediation effects) exceeds that of the 
average direct effect with nearly twice as much effect, thus indicating partial me-
diation. The results conclude that 65% of the total effect was mediated through 
attitude, whereas the remaining 35% of the influence was directed between 
knowledge and behaviour. All results also yielded formidable statistical signifi-
cance. Hence, hypothesis H1C was supported. 

TABLE 12 Regression and mediation model in three blocks (standardized coefficients) 

Variables CV CV+IV IV+MV 

Control variables    
     Unit 0.006 -0.05  
     Personnel group -0.005 -0.007  
     Age group 0.22* 0.115i  
     Work experience -0.098 -0.128  
     Education -0.067 -0.103*  
KAB model    
     Knowledge  0.172**  
     Attitude  0.603**  
Mediation model    
     Att ~ Know   0.579*** 
     Beh ~ Att   0.718*** 
     Total   0.553*** 
     Direct   0.196*** 
     Indirect   0.358*** 

R2 0.029 0.515  
R2adj 0.011 0.503  
F-statisticprob 0.146 1.95e-40  

* p < 0.05; ** p < 0.01; i p = 0.1; t-test; *** p < 0.01; bootstrapping (two-sided) 
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6.2.1 Quantitative content analysis: reasons for non-compliance 

Results from the open items are exhibited in tables 13 and 14 in descending fre-
quential order along with the proportion of the topic of the total amount of re-
sponses. 39 respondents reported voluntarily that they would not omit and 23 
that they would not leave an incident unreported. Altogether five answers were 
rejected due to their incomprehensibility. 

TABLE 13 Reasons why respondents would leave information security incidents unreported 

Cause       f    % 

Lack of knowledge (on how to report or what an incident is) 25 21.9 
The incident is insignificant 22 19.3 
It is presumable that the incident has not caused any harm 13 11.4 
The risk can be managed with local actions 12 10.5 
Reporting endangers co-workers (physically or sanction-wise) 7 6.1 
It is an established convention in the community 5 4.4 
Reporting significantly impedes doing the job 5 4.4 
Reporting has no practical effect 4 3.5 
The cause of the incident is a superior 4 3.5 
Lack of time or resources 4 3.5 
Fear of repercussions 4 3.5 
The incident has been discussed with the one responsible for the incident 3 2.6 
A superior instructs to do so 3 2.6 
The fault lies with the system and not the individual 1 0.9 
Not regarded as one’s responsibility 1 0.9 
Indifferent attitude 1 0.9 

Would never leave an incident unreported 39  
Rejected 2  

TABLE 14 Reasons why respondents would omit information security policy 

Cause      f    % 

They impede doing the job 37 24.8 
Lack of knowledge (what risky behaviour is or what the norms are) 37 24.8 
Accident or inadvertence 14 9.4 
Instructions are complex or vague 13 8.7 
Personal assessment that the benefits exceed the drawbacks 12 8.1 
Lack of time or resources 7 4.7 
A superior instructs to do so 7 4.7 
Insignificance of the act 5 3.4 
Mortal danger 5 3.4 
The instructions do not truly enhance information security 4 2.7 
The organization’s other operations require to do so 4 2.7 
Laziness 2 1.3 
The organizations risk management can handle it 1 0.7 
Others do it too 1 0.7 

Would not omit 23  
Rejected 3  
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The aim of the following chapter is to address the research questions; namely, is 
there a knowing-doing gap, what is the role of knowledge and attitude within it, 
what causes it, and what can be done to bridge it. In addition, the goal is to as-
certain which demographic factors are associated with information security 
awareness. First, the results of the study are compared to previous findings. Sec-
ond, implications for practice regarding the most remarkable discoveries are dis-
cussed. Then, recommendations derived from the implications are presented 
based on the results obtained from the literature review, especially section 3.5.1. 
Finally, implications and propositions regarding future research are presented 
along with the most significant constraints encountered. 

7.1 Comparison 

Poor information security behaviour, and the difficulties associated with raising 
awareness to improve it, continue to pester organizations (Bissell et al., 2019; Bis-
sell et al., 2018; IBM, 2019; ENISA, 2020b; Warkentin & Willison, 2009), despite a 
consensus of its importance in preventing contemporary emergent threats (Safa 
et al., 2015a; Safa et al., 2016; Hwang et al., 2017; Hagen et al., 2008; Gardner, 2014; 
Verizon, 2018; SANS, 2019; Ponemon, 2020; ISO/IEC, 2018). This study assumed 
a part of the issue is that knowledge alone does not produce behaviour consistent 
with that knowledge, a phenomenon dubbed the knowing-doing gap (Pfeffer & 
Sutton, 2000). The primary objective of the study was to determine, whether such 
a gap existed in general and specifically within a target organization. Contrarily 
to previous studies (Gundu, 2019), propositions (Workman et al., 2008), and 
models (Cox, 2012), a knowing-doing gap could not be observed. Instead, in 
terms of the four-mode model devised by Alfawaz et al. (2010) and illustrated in 
table 1 in introduction, the organization was situated at mode 2, suggesting a lack 
of knowledge persists while employees remain compliant regardless. 

7 DISCUSSION 
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In addition, the KAB model posits that effects between knowledge and be-
haviour are mediated through attitude (Parsons et al., 2014a; Schrader & Lawless, 
2004) and multiple studies imply that attitude forms the cornerstone of compli-
ance – or at least one among few (Bauer & Bernroider, 2017; Siponen et al., 2014; 
Sommestad et al., 2014; Safa et al., 2015a; Kruger & Kearney, 2008). Thus, attitude 
was proposed as a critical antecedent for compliant behaviour. The outcome of 
the study verified prior suspicions by showing that attitude had much greater 
effect on behaviour than mere knowledge. In fact, much of the effect between 
knowledge and behaviour was found to be mediated through attitude, just as the 
KAB model theorizes. This is to say that while building the knowledge base of 
employees is important (Sherif et al., 2015), fostering compliant attitudes is even 
more important. 

The most notable finding concerning the demographics was that age influ-
enced and appeared to be positively correlated with information security aware-
ness based on data visualization. This verifies previous findings that suggest the 
same (Pattinson et al., 2019; McCormac et al., 2017a; Ögütçü et al., 2016; Hadling-
ton & Chivers, 2018; Sheng et al., 2010). Moreover, knowledge in the form of work 
experience and formal education has similarly been associated with improved 
problem-solving (Lee et al., 2016). While visualizations of work experience 
prompted the impression that it might correlate with information security aware-
ness, results were statistically insignificant. The results regarding work experi-
ence were thus partially consistent with previous studies (Chua et al., 2018). 
However, formal education showed no indication of being associated with infor-
mation security awareness, which was inconsistent with previous findings (Ögü-
tçü et al., 2016; Chua et al., 2018; Vance et al., 2012). 

The influence of the immediate social milieu on human behaviour in gen-
eral and information security in specific is a widely acknowledged dictum 
(Cheng et al., 2013; Chan et al., 2006; Zinatullin, 2016; Padayachee, 2012; Weirich 
& Sasse, 2001; Cialdini et al., 2015; Junger et al., 2017). Organizational culture 
combined with the segregated structure of the target organization gave reason to 
believe that variance among different units would persist. The cultural effect was 
also thought to influence vocationally clustered personnel groups, of which some 
evidence exists; studies among educational institutions have showed that vari-
ance among different personnel groups may occur (Lubis et al., 2020; Mittal & 
Ilavarasan, 2019). However, the study could not verify these effects. While there 
was minor variance in the information security awareness levels of different units 
and personnel groups, results were statistically insignificant. This does not, how-
ever, suggest that the units or personnel groups have similar levels of infor-
mation security awareness or do not contain vulnerable individuals. Results only 
state that in terms of the variables used, results were not, on average, dissimilar 
enough to yield statistically significant variance. 



69 

7.2 Implications 

The primary outcome of the study was determining the profound role of attitude 
as a critical antecedent and mediator for secure behaviour. Subsequently, this 
also validated the relationships between knowledge, attitude, and behaviour pre-
scribed by the KAB model. In practice, while the open answers prompted a need 
for improvement in terms of knowledge, the results simultaneously highlight 
that, to truly influence behaviour, shifts in attitude are more important; attitude 
bears twice the impact of knowledge on behaviour. This gives information secu-
rity educators a formidable incentive to emphasize fostering attitudes among the 
average employee rather than focusing on accumulating knowledge and techno-
logical skills. This also involves utilizing professionals that possess the necessary 
soft skills to inspire and cultivate intrinsic motivation (SANS, 2019). However, 
attitudes are not fostered solely through training but also within a comprehen-
sive effort of the entire organization to build a security-conscious organizational 
culture (Nel & Drevin, 2019). 

Although the knowing-doing gap was absent in terms of the population, it 
does not overrule the existence of the phenomenon, but rather the universality of 
it. The gap was merely not observable within the sample with the given measures. 
Instead, the relationship between knowledge and behaviour was inverse to what 
was initially expected. Thus, the results rather imply that employees either do 
not know or disagree on what constitutes secure behaviour. Despite this, they 
perceived to behave in accordance with secure principles outlined in the focus 
areas. Plausible explanations include successful organizational indoctrination or 
a strong organizational culture of obedience. However, one can argue whether 
this is a sufficient end-state or if the organization would rather have employees 
making well-informed omissive decisions in terms of information security. 

7.2.1 Demographics 

Previously, a logical assumption has been that digital natives, the younger gen-
erations that were born amidst the digital age, would possess a higher levels of 
information security awareness than digital immigrants, the older generations 
(Hadlington & Chivers, 2018; see also Caldwell, 2016). However, as previous 
studies have found (Pattinson et al., 2019; McCormac et al., 2017a; Ögütçü et al., 
2016; Hadlington & Chivers, 2018) and this study verified, the youngest age 
groups are, on the contrary, the most vulnerable. The maturity principle, the psy-
chological tendency to become more conscientious and agreeable while aging 
(Lüdtke, Trautwein, & Husemann, 2009), might provide a plausible explanation 
for this; both personality traits are associated with higher information security 
awareness (McCormac et al., 2017a; Parsons et al., 2014a; Shropshire et al., 2015) 
and the lack of them is linked to deviant workplace behaviour (Farhadi, Fatimah, 
Nasir, & Wan Shahrazad, 2012). Information security is also not solely a matter 
of digital communication and ICT (Von Solms & Van Niekerk, 2013), which 
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mitigates the relationship between information security and ICT. Perhaps, infor-
mation security is more about attitude, being circumspect and harbouring a cau-
tious mindset than having high Internet and computer skills and self-efficacy. In 
addition, the fact that the relationship between information security awareness 
and age was confirmed with a Finnish population for the first time implies that 
the phenomenon generalizable beyond nationalities. 

Moreover, although information security awareness across all demographic 
factors were evenly distributed around the mean, there were considerable spikes 
and lag in density within personnel groups and units at low levels of information 
security awareness. This may hint that there are vulnerable groups and individ-
uals within the personnel groups and units that could not be specified with the 
current demographic variables. The identification of these vulnerable groups, in 
addition to age, would allow organizations to target awareness efforts with pre-
cision for increased effectiveness (Dodge et al., 2012). 

7.2.2 Reasons for non-compliance 

The reasons for non-compliance and omission could be further categorized under 
four distinct labels: lack of knowledge, goal hierarchy and cost-benefit, organiza-
tional culture, and amotivation. 

 
Lack of knowledge 
 
The most popular topic in both items, omission and leaving incidents unreported, 
was lack of knowledge, populating one-fourth of all answers in each item and 
indicating a clear need for improving knowledge. For example, lack of 
knowledge could mean that the respondent felt that they did not clearly compre-
hend what the policies are or what behaviour constitutes information security 
risks. In terms of reporting, respondents saw that they did not have the capacity 
to identify an incident or how to appropriately report it if they did. Moreover, 
one-tenth reported that policies were vague or ineffective, difficult to compre-
hend or comply to, ambiguous, or volatile. Displaying goal hierarchy, the vast 
amount of documentation not related to information security contributed to that 
were not enough time to internalize those that do. Simultaneously, however, 
some claimed that instructions were insufficient or outdated; they did not cover 
exceptions or provide useful tools to solve common issues to get the job done. 
 
Goal hierarchy and cost-benefit 
 
Demonstrating the mechanics of RCT and PMT, one-third of answers highlight 
that individuals reported to conduct some form of appraisal of threat. They might 
leave an incident unreported due to the (appraised) insignificance of the incident 
or the presumption that it has not caused any harm. In addition, cost-benefit as-
sessments regarding omission were observed. Furthermore, the most common 
category in terms of omission was impediment to doing the job, which supports 
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previous insights (Bada et al., 2015; Hwang et al., 2017; Post & Kagan, 2007) and 
goal hierarchy (Junger et al., 2017) – even reporting in some cases was perceived 
impeding. In multiple answers, respondents fatalistically expressed that fully 
complying with guidelines is impossible. For instance, one respondent had not 
been provided a means of moving work-vital software from one environment to 
another despite waiting for months. However, some displayed appraisal of or-
ganizational benefits as well (Beautement & Sasse, 2009), by expressing they 
would omit only if the organization’s other operations required to do so.  

Hence, much of the omission pertain to perceived benefits, perceived insig-
nificance of risks and threats, or impediment to the job. However, although omis-
sion may in some cases even be in the best interest of the organization, employees 
deviating from guidelines at their own discretion further denotes the need for 
training and awareness: if omissive behaviour and practices cannot be entirely 
expelled, it is better to have employees make educated than uneducated apprais-
als. The employees should also be aware of where and how to find the mandate 
to deviate from guidelines. 

 
Organizational culture 

 
A notable proportion stated that they would omit guidelines due to established 
conventions in the workplace, indicating that smaller collectives may actively de-
velop methods to circumvent guidelines, as estimated (Cheng et al., 2013; Chan 
et al. 2006; Furnell & Rajendran, 2012; Zinatullin, 2016; Junger et al., 2017; Hwang 
et al., 2017). Thus, some are willing to justify their behaviour on that basis even 
though observable differences in terms of personnel group or unit were not met. 

Some punitive qualities also manifested since some respondents would 
leave incidents unreported due to possible sanctions to oneself or colleagues. In-
terestingly, some were under the assumption that incidents need not be reported 
if the issue could be addressed between the one responsible for the incident and 
a superior.  One-tenth also presumed that incidents could be solved locally. This 
insinuates an enduring presumption is that the purpose of incident reporting is 
locating the perpetrator and imposing repercussions rather than preventing se-
curity breaches or their escalation. 

Moreover, some would not report an incident if a superior or a colleague 
had caused it. Although reluctancy to inform on co-workers might be perceived 
as a display of loyalty or the fear of being left out, such practice may have an 
adverse effect as hazardous behaviour becomes suppressed. Some would also 
leave an incident unreported if a superior demanded it and one-in-twenty would 
infringe norms should a superior instruct to do so. One respondent with subor-
dinates stated that they had the authority to do so. However, omission at the be-
hest of management does not release the actor of responsibility as management 
cannot sanction illegitimate acts. This also implies that superiors possess a dis-
torted immunity, and that the organization does not sufficiently disable informal 
retaliation or the perceived possibility of it. In few cases, respondents also felt 
that management did not comply and thus provided poor example and deprived 
subordinates of motivation, which is culturally detrimental (Nel & Drevin, 2019). 
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Amotivation 
 

Amotivation refers to a lack of intention to act either due to not valuing or not 
possessing sufficient resources to execute an activity (Deci & Ryan, 1985). Lack 
of time or resources prominent in the open items suggests that an imbalance be-
tween work tasks and available resources occurs, which may constitute a security 
risk as well. To illustrate, workstations did not have the necessary shredders to 
dispose of sensitive printouts, which meant extensively looking for one on a reg-
ular basis, and some felt that hurry or cumbersome security measures hindered 
them from adequately appreciating security, proposing a deteriorating compli-
ance budget (Beautement et al., 2008). A few answers also indicated some secu-
rity fatigue (Bada et al., 2015). This indicates that an imbalance between resources, 
such as working hours, and work tasks can constitute risk in terms of information 
security. Singular respondents also displayed amotivation due to lack of valua-
tion, admitted to being lazy and thus omitting security norms or harbouring in-
different or irresponsible attitudes toward reporting. 

On the contrary, answers in both items also showed great obedience and 
perceived compliance: altogether denying the possibility of leaving an incident 
unreported was the most popular answer in incident reporting and the reluctance 
to omit the third-most popular in terms of omission, showing not only dispersion 
among respondents, but also great commitment to information security. The sig-
nificance of these answers is further exacerbated by the fact that the respondents 
provided this answer entirely voluntarily. Results in terms of information secu-
rity awareness scores were also auspicious compared to baseline metrics pro-
vided previous studies (Parsons et al., 2017), suggesting that awareness is gener-
ally on a decent level. 

7.3 Recommendations 

As the outright lack of knowledge is a profound shortcoming, the recommended 
approach is straightforward: sharing it. For instance, the population apparently 
has difficulty comprehending what constitutes insecure behaviour, what the rel-
evant policies are, and how or why to report information security incidents. As 
the lack of knowledge persist despite a reported multitude of, reportedly ambig-
uous, policies, the organization has somehow failed at disseminating information. 
As the failure to raise awareness beyond documentation has eluded organiza-
tions now and before (PWC, 2012; Hagen et al., 2008; Bauer et al., 2017), other 
ways of distributing knowledge must be introduced. On such possibility is either 
reviewing the or instating an information security awareness programme (ISAP). 
However, the objective of the ISAP should not be constrained to building 
knowledge, but also fostering attitudes and raising information security aware-
ness comprehensively. 
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Awareness programme 
 
Properly communicating information security objectives (Goel & Chengalur-
Smith, 2010; Von Solms, 2005; Flowerday & Tuyikeze, 2016; Knapp et al., 2009) 
as well as the ISAP itself (e.g., Hagen et al., 2008; Gardner, 2014; NIST, 2003; SANS, 
2018; ISO/IEC, 2018) are widely covered topics in information security literature. 
Although ISAP’s are not infallible (Bada et al., 2015), the efficacy of ISAP’s as an 
intervention method has proven effect (Parsons et al., 2014a) and is a preferred 
method of raising awareness (Hagen et al., 2008; Bauer et al., 2017). As organiza-
tions cannot solely rely on disseminating information through written documen-
tation that will likely not influence attitudes. They will also have to incorporate 
methods that will shift the attitudes of the employees by utilizing inspiring ele-
ments that nurture intrinsic motivation. Table 15 proposes elements that have 
been found to increase the likelihood of success in ISAP’s. 

TABLE 15 Elements of success in an ISAP 

Proposition 
Utilize a mix of intermittent interventions and long-term security education13 

Integrate awareness efforts into daily communication flows14 
Be mindful of the surrounding organizational culture and customize accordingly15 

Appeal to fear but practice restraint in applying it16 
Incorporate dialogue and provide and collect feedback17 

Pertain to an iterative long-term strategy18 that is sustainable once attitude shift occur19 
Allocate sufficient resources, full-time personnel (2.4–3.9) and possible volunteers 20  

 
Moreover, information security officers can outsource their workload 

(SANS, 2019), e.g., by utilizing companies that provide awareness measurement, 
onsite education, or training platforms. Thus, the remaining responsibility of in-
formation security management would be to run the awareness programme: 
monitor awareness levels, implement controls and interventions in accordance, 
evaluate the effect of said measures, review, report, and repeat the process. 

 
Training 

 
Awareness training forms the basis for not only information security awareness 
programmes, but also policies (Bissell et al., 2019; ENISA, 2020b), information 
security culture (Sherif et al., 2015; Cybsafe, 2020), management (ISO/IEC, 2018), 
and governance (Knapp et al., 2009) and is one of the most cost-effective ways of 

 
13 Puhakainen & Siponen, 2010; Hwang et al., 2017; Bauer et al., 2017 
14 Puhakainen & Siponen, 2010 
15 Tsohou et al., 2015; Bada et al., 2015; Karjalainen et al., 2013 
16 Bauer & Bernroider, 2017; Siponen & Vance, 2010; Parsons et al., 2014a; Zinatullin, 2016 
17 Bauer et al., 2017; Bada et al., 2015 
18 Bauer et al., 2017; NIST 2003 
19 Bada et al., 2015 
20 SANS, 2019; Spitzner, 2017 
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reducing insider-induced risks (Ponemon, 2020, p. 24; Verizon, 2018). Whether 
training is outsourced or locally conducted, further recommendations are made 
regarding training in practice, expressed in table 16. 

TABLE 16 Elements of success in awareness training 

Proposition 
Consider the cognitive threshold of learners21 

Include general and targeted, either role-specific22 or learner-controlled23, training 
Utilize rich and diverse media, i.e., both onsite and online training24 

Enhance exercise engagement and performance, e.g., by gamification25 
Pertain to contemporary risks and threats, e.g., social engineering26 

Emphasize soft skills in education and educators27 

 
Design 

 
Although the equilibrium between security and usability is sometimes perceived 
as a zero-sum game (Rahalkar, 2016), one of the most central revelations of infor-
mation security is that they can be improved concurrently (Shropshire et al., 2015; 
Workman et al., 2008; Woods & Siponen, 2019). Developing means of unloading 
employees is crucial since cognitive overload may cause susceptibility to risk-
taking. Even situations with low costs induce hierarchization of goals (Junger et 
al., 2017) and cost-benefit assessments that expend the compliance budget in the 
long-term (Beautement et al., 2008) may lead to security fatigue when prolonged 
(Hwang et al., 2017; Bada et al., 2015). Instead, organizations should design poli-
cies, working conditions, technology, and associated choice architectures, and 
most of all security in general, in a way that preserves the compliance budget. As 
Beautement et al. (2008, p. 52) pertinently describe: 

“The most direct way to influence cost-benefit perception is to reduce the actual mental 
and physical workload that individuals have to expend on compliance… Well-de-
signed security seeks to minimize friction between security and business processes 
and avoids putting individuals in situations where they have to choose between secu-
rity goals and production goals.” 

Moreover, people tend to circumvent security measures that impede personal 
working goals (Krol et al., 2012) and develop alternative, preferred, and intui-
tively secure ways of “getting the job done”, i.e., shadow security (Kirlappos et 
al., 2014). Organizations can seek to capitalize on the spontaneous design by em-
ployees to develop approved and feasible means of working securely. Employees 

 
21 Krol et al., 2012; SANS, 2019 
22 NIST, 2003; Bada et al., 2015; Bauer et al., 2017; Moody et al., 2018 
23 Abraham & Chengalur-Smith, 2019 
24 Kusumawati, 2018; Abawajy, 2012; Bauer et al., 2017; Caldwell, 2016 
25 apply game-design elements into an information security context; Khan et al., 2020 
26 Dodge et al., 2012; Johnston & Warkentin, 2010; Workman et al., 2008; Furnell & Rajen-
dran, 2012; Beautement et al., 2008; Proofpoint, 2020 
27 Bauer et al., 2017; Caldwell, 2016; SANS, 2019 
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are often dedicated to the security interests of the organization (Beautement & 
Sasse, 2009) and thus inclusion in policy development and workplace design 
should be encouraged (Kirlappos et al., 2014; Tuyikeze & Flowerday, 2012) in-
stead of unduly demonizing omission. 

Despite thoroughly harmful attitudes are rare (Peltier, 2016; FireEye, 2020), 
to counter the potential malicious insider or the occasional insider who omits out 
of dissent or laziness, insider threat countermeasures plan can also be devised, 
deploying a range of physical, technical, and administrative controls (ENISA, 
2020b; Ponemon, 2020; Kaspersky, 2019), including reporting on suspicious be-
haviour. In addition to technological detection mechanisms, technological solu-
tions and workplace design can be used to unload strain or improve awareness, 
e.g., by providing employees with password managers (ENISA, 2020a), embed-
ding security tips into screensavers, or by providing sufficient shredders to ease 
disposal of sensitive printouts. 

 
Deterrents 

 
Although deliberate or even careless behaviour may be subject to penalization 
(Herath & Rao, 2009; D’Arcy et al., 2009), organizations should avoid exaggerat-
ing the role of punishment and sanction with great discretion in terms of infor-
mation security, especially organizations that already bear an organizational cul-
ture with punitive features. Instead, organizations may find sanctioning rewards 
useful to reinforce desirable behaviour (Chen et al., 2014; Pahnila et al., 2007), 
although being cautious not to market rewards as means to control behaviour 
(Jai-Yeol, 2011). Utilizing both sanctions and rewards with prudence may ulti-
mately yield broader coverage (Marcinkowski & Stanton, 2003; Stanton et al., 
2005). However, promoting a security-conscious organizational culture that 
holds employees accountable without supervision (Nel & Drevin, 2019) and fea-
tures social disapproval of non-compliance from peers (Cheng et al., 2013; Chan 
et al., 2006; Furnell & Rajendran, 2012; Zinatullin, 2016; Padayachee, 2012) repre-
sents the most effective ways of issuing deterrents. 

The punitive aspects were predominantly illustrated in the reluctance to re-
port on oneself, colleagues, or superiors and the willingness to omit at the orders 
of a superior. Hence, organizations that involve such qualities must find means 
to interfere with informal reprimand or reprisals and clarify that the purpose in-
cident reporting is 1) to initiate an adequate response to contain the escalation of 
the incident and 2) to provide information with respect to risk and control effec-
tiveness assessments, as well as selection criteria and acquisition security require-
ments (NIST, 2020), not to instantiate an investigation. Incident reporting is vital 
and should thus be effectively promoted (Ponemon, 2020; Verizon, 2018).  
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7.4 Future research 

The study elevated the role of attitude in achieving compliant behaviour. How-
ever, how to best foster attitudes was yet up to estimations based on previous 
literature. Thus, a possible strain of research would be to determine which edu-
cational or other factors are best at fostering attitudes. Moreover, in this study, 
some of the reasons for omission and associated frequencies were unveiled. 
However, to determine the generalizability of the frequencies and the most effec-
tive ways to mitigate them remains to be disclosed. 

Furthermore, the study continued a recently initiated investigation (Chua 
et al., 2018) on the effect of work experience on information security awareness. 
Although statistical significance was not met, the results generated a suspicion 
that it might still be a relevant factor. This study was also constrained by com-
bining nominal (unit, personnel group), ordinal (formal education) and interval 
variables (age, work experience) to measure variance with a comparison on 
means. Instead, future studies could utilize correlation measures to assess the 
correlation of interval data with information security awareness. Moreover, fur-
ther studies could incorporate real values for interval variables and not cluster 
age or work experience into groups and look to define a saturation point where 
experience no longer significantly improves awareness. 

Since the question regarding the knowing-doing gap remains contested, 
there might be room for additional studies for further verification. However, alt-
hough the HAIS-Q offers some face validity, there may be underlying constraints 
that contest the use of the questionnaire in this form. Nevertheless, a measure 
explicitly designed for addressing the knowing-doing gap has not yet been es-
tablished as far as the author is concerned. Such a measure would also support 
HAIS-Q by providing validity through multiple measurement tools. The 
UMISCP by (Moody et al., 2018) is also a promising model to be considered, by 
incorporating many of the psychological theories associated with information se-
curity compliance and awareness. 

Siponen and Baskerville (2018) postulate that despite 30 years of research, 
the academic field has yet to demonstrate that research outcomes can beat indus-
try practice. Thus, a longitudinal intervention and postintervention study should 
arguably be a priority. The HAIS-Q offers a framework for such a purpose. How-
ever, there are a multitude of measurement tools for information security aware-
ness in the field and pinpointing the optimal ones to use in such an endeavour is 
a topic by itself. On the organizational level, the effectiveness of interventions 
could be measured by applying intervention measures, such as training, to a cer-
tain unit and controlling for the effect with one or two groups, or with a placebo 
group when applicable. The HAIS-Q instrument can also be used to measure the 
effectiveness of interventions in a test-retest format (Parsons et al., 2017). 

In addition, organization could benefit from specifically examining the ef-
fects of their policies, the level of their distribution through tailored testing, and 
the information security policy awareness of individuals, instead of general 
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information security awareness. However, rather than sporadically measuring 
policies, awareness, or compliance, organizations should have a robust aware-
ness programme with standardized measurements consistently conducted and 
incorporated into the information security lifecycle and the information security 
management system. Organizations could also supplement their information se-
curity awareness programmes by conducting a study to investigate the prefer-
ences of employees regarding awareness training (see e.g., Abawajy, 2012). Thus, 
organizations may develop training and intervention methods that are tailored 
to the needs and expectations of the employees. 

To summarize, while a knowing-doing gap was unobserved, the study 
managed to ascertain the significance of attitude in achieving compliance, both 
individually and as a mediator between knowledge and behaviour, which dic-
tates educators to focus on fostering attitudes as well. In addition, the study ex-
tended the breadth of the previously established results that information security 
is associated with higher age and thus significantly built on a growing body of 
research. Due to a substantial literature review, broad and well-informed impli-
cations and recommendations could be proposed along with possible develop-
ment paths in terms of future research. 
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Threats associated with information security across all industries have risen to 
prominence in the past decade and likely continue to do so into the foreseeable 
future (Zwinggi et al. 2020). By investing in cyber security, organizations have 
tried to match the development (Gartner, 2020; Ponemon, 2020). Nevertheless, 
incidents continue to soar both in terms of cost and frequency (IBM, 2019; Bissell 
et al., 2019). One plausible explanation is that although organizations increase 
investments and harden their technical aspects of information security, invest-
ments in the human aspects of information security are disproportionate (Ifinedo, 
2012; SANS, 2018; Harris & Furnell, 2012; Gardner, 2014; Ponemon, 2020), despite 
that organizational security should be based on the human aspect (Sherif et al., 
2015; ENISA, 2020b; Bissell et al., 2019). This illustrates that information systems 
supersede the purely technical and includes the social (Boell & Cezec-
Kecmanovic, 2015). The emergent sociotechnical system is central in terms of in-
formation security as well as threat actors focus increasingly on the social sub-
system (Proofpoint, 2019), evident in the rise of social engineering (Bissell et al., 
2019; Verizon, 2019). Thus, the lack of information security awareness represents 
a crucial information security threat (Safa et al., 2015b; D’arcy et al., 2009). 

Due to this threat assessment, it is widely understood that humans repre-
sent the “weakest link” of information security (Furnell & Clarke, 2012; Guo et 
al., 2011; Vroom & Von Solms, 2004; Gonzales & Sawicka, 2002; Cox, 2012; Ifinedo, 
2012; Schneier, 2015; Andress, 2014). This is exacerbated by the knowing-doing 
gap, the proclivity of humans to act inconsistently with their better knowledge 
(Pfeffer & Sutton, 2000, Gundu, 2019; Aytes & Connolly; Smith et al., 2011). How-
ever, when Kaufman et al. (2002, p. 237) aptly describe the sociotechnical system, 
they formulate that humans are:  

“incapable of securely storing high-quality cryptographic keys, and… have unaccepta-
ble speed and accuracy when performing cryptographic operations… [They] are also 
large, expensive to maintain, difficult to manage, and they pollute the environment. It 
is astonishing that these devices continue to be manufactured and deployed. But they 
are sufficiently pervasive that we must design our protocols around their limitations.” 

8 CONCLUSION 
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Therefore, despite humans are inferior when it comes to computing capabilities, 
the human aspect inescapably pervades information systems. Because the human 
aspect cannot be excluded from the sociotechnical information system, the re-
mark of “the weakest link” is obsolete and detrimental from a pedagogic view-
point. Of course, this is not to suggest that human behaviour is trivial in terms of 
information security, but rather that the human factor is an indispensable com-
ponent of the information system and thus requires valuation and consideration. 
However, although the criticality of the human aspect is acknowledged, appre-
ciating the fine discerning connotations between the social and the technological 
has proven problematic (Bauer et al., 2017; Caldwell, 2016). Humans must be 
“operated” and “updated” as humans, by abiding to the laws of psychology ra-
ther than those of computer science (Zinatullin, 2016). The reasons why humans 
fail to exhibit compliant behaviour must be understood (Kirlappos et al., 2014). 

Therefore, the goal of this study was to determine why employees fail to 
comply. While reasons for non-compliance is a previously well-studied topic (e.g., 
Junger et al., 2017; Cox, 2012; McCormac et al., 2017a; Parsons et al., 2014a; Myyry 
et al., 2009; D’Arcy & Herath, 2011), the study sought to quantify these reasons 
from the target organization’s point of view and broaden the discourse by intro-
ducing less-studied topics. Specifically, the main objective was to further ascer-
tain whether a knowing-doing gap in information security exists, as some sug-
gest (Gundu, 2019). As the KAB model proposes that attitude mediates effects 
between knowledge and behaviour (Parsons et al., 2014; Schrader & Lawless, 
2004), specific interest was placed upon comparing the influence of knowledge 
and attitude on subsequent behaviour, which had not previously been done with 
these measures (Parsons et al., 2013; Parsons et al., 2014a, Parsons et al., 2014b; 
Parsons et al., 2015; Pattinson et al., 2015a; Pattinson et al., 2015b; Pattinson et al., 
2016, Calic et al., 2016; McCormac et al., 2017a; McCormac et al., 2017b; Parsons 
et al., 2017; Hadlington & Chivers, 2018; Mittal & Ilavarasan, 2019; Pattinson et 
al., 2019). Another fundamental ambition was to determine practical ways of im-
proving information security awareness, as proposed in research question 3a. 
The fourth and final question was whether demographic factors are associated 
with information security awareness, which, in terms of various factors, appear 
scantly covered (Chua et al., 2018; Whitty et al., 2015). 

As a result, the study yielded promising results regarding the role of atti-
tude as an essential antecedent of secure behaviour and a mediator between in-
formation security related knowledge and behaviour. While the role of attitude 
was previously suspected to contain significance (Bauer & Bernroider, 2017; Sipo-
nen et al., 2014; Sommestad et al., 2014; Safa et al., 2015a; Kruger & Kearney, 2008), 
the study managed to quantify the effects in relation to knowledge acquisition 
and conclude that the effects mediated through attitude on behaviour are far 
greater. This provides information security educators with novel results regard-
ing the role of attitude and a powerful incentive to emphasize fostering attitudes 
instead of building knowledge. To meet these ends, the study compiled a sub-
stantial amount of literature into recommendations in the form of simple but sci-
entifically backed propositions. The recommendations pertained specifically to 
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information security awareness programmes, information security awareness 
training, and elements of design and deterrence that may offer organizations 
means improve information security awareness. 

With reference to why employees omit secure behaviour, the study quanti-
fied and presented reasons for omission and non-compliance that were strongly 
linked to the current scientific discourse and a broad representation of related 
theories. First, the fundamental discovery was that much of the perceived non-
compliant behaviour was related to a pure lack of knowledge, which denotes that 
a considerable amount of the insider threat is related to inadvertence rather than 
omission. Second, another essential finding was that as much as one-third of per-
ceived non-compliance was related to goal hierarchies and cost-benefit assess-
ments. Specifically, perceived benefits, perceived insignificance of risks and 
threats, or impediment to the job were viewed as factors that cause employees to 
omit. Third, cultural factors such as informal conventions and the influence of 
superiors and colleagues were significant causes for omission. Lastly, amotiva-
tion, stemming primarily from a lack of resources and only in a few cases from 
lack of valuation, proved a prominent risk for omissive behaviour. 

In addition, the results also showed that demographic factors are associated 
with information security awareness: age was associated and positively corre-
lated with information security awareness, which affirms previous results (Pat-
tinson et al., 2019; McCormac et al., 2017a; Ögütçü et al., 2016; Hadlington & 
Chivers, 2018; Sheng et al., 2010) and expands the phenomena into a new popu-
lation with a different national background (see also Oksanen & Keipi, 2013), thus 
extrapolating the phenomena. Such discoveries are significant in their ability to 
identify vulnerable groups and to concentrate targeted, more effective awareness 
efforts on these groups (Dodge et al., 2012). 

The originality and value of this study can thus be condensed in its ability 
to providing novel results regarding the role of attitude in information security 
and by further validating prior research with respect to reasons for non-compli-
ance and demographic factors associated with information security awareness. 

Ultimately, the human aspect represents a core component for information 
security and can improve security in ways that, at the brink of the new decade, 
computers cannot. Depending on the perspective, people can either be viewed as 
the last line of defence or the first barrier of information security. In either case, 
both likely prove a more constructive pedagogic approach than that of the weak-
est link. 
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