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Abstract: This thesis tackles the problem of developing interactive data visualization 

components that can be used in client-side web applications. The components are designed 

to be used in the context of multi-objective optimization, and especially with interactive 

methods. The thesis produced two new applications – desdeo-components and desdeo-

frontend. Desdeo-components is a component library that includes several visualization 

techniques that were implemented with the Victory.js charting library. Desdeo-frontend is 

a single-page application that demonstrates how the components are used. Furthermore, 

desdeo-frontend may serve as a building block for creating a web user-interface for the 

DESDEO optimization software framework. The thesis explores different technologies that 

could be used for new applications and identifies design patters for handling user actions in 

a flexible manner. 
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Suomenkielinen tiivistelmä: Tämän tutkielman parissa kehitettiin interaktiivisia datanvis-

ualisointikomponentteja, jotka on tarkoitettu käytettäväksi asiakaspuolen web-

sovelluksissa. Komponentit on suunniteltu monitavoiteoptimoinnin tarpeita silmällä pitäen, 

erityisesti interaktiivisten menetelmien tarpeet huomioiden. Tutkielma tuotti kaksi uutta 

sovellusta, joiden nimet ovat desdeo-components ja desdeo-frontend. Desdeo-components 
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on komponenttikirjasto, joka sisältää joukon visualisointitekniikoita. Visualisoinnit on ra-

kennettu Victory.js-kirjaston pohjalta. Desdeo-frontend on single-page application -tyylillä 

toteutettu web-käyttöliittymäsovellus, joka demonstroi, kuinka komponentteja käytetään. 

Desdeo-frontend voi jatkossa toimia pohjana DESDEO-optimointisovelluksen web-

käyttöliittymän kehitykselle. Tämä tutkielma kartoitti erilaisia web-teknologioita, jotka 

soveltuvat uusien sovelluksien tarpeisiin. Lisäksi tutkielmassa tunnistettiin suunnitte-

lumalleja, joiden avulla käyttäjän antamia syötteitä voidaan käsitellä joustavasti. 

Avainsanat: Datan visualisointi, vuorovaikutteiset monitavoiteoptimointimenetelmät, 

DESDEO, web-teknologiat, React, TypeScript 
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Glossary 

AJAX Asynchronous JavaScript and XML. A set of web develop-

ment techniques used to make asynchronous queries from 

client to server. 

API Application Programming Interface. A method of abstraction 

that hides the underlying implementation details and only ex-

poses a set of public actions that a software component sup-

ports. 

ASP Active Server Pages. Microsoft’s server-side scripting lan-

guage for creating dynamically generated web pages. Cf. JSP. 

CI/CD Continuous integration and continuous delivery or deploy-

ment. Processes that automate repetitive software develop-

ment tasks. 

CSS Cascading Style Sheets. A style sheet language used to style 

HTML documents. 

D3.js JavaScript library for manipulating documents based on data. 

Used to create data visualizations that work in web browsers. 

Decision maker Person or group of people who can provide preference infor-

mation and identify the best solution to a multi-objective op-

timization problem from a group of Pareto optimal solutions. 

DESDEO Open-source software framework for interactively solving 

multi-objective optimization problems. Developed by the 

Multiobjective Optimization Group at JYU. 

Docker Tool for creating and managing containers. A container is a 

standard package of software that includes source code and 

any dependencies needed to run the application. A container 

is a little bit like a lightweight virtual machine. 

https://d3js.org/
https://desdeo.misitano.xyz/
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DOM Document Object Model. DOM represents the structure and 

content of a web document. It is an API that allows programs 

to modify the content and style of a web page. 

GUI Graphical user interface. 

HTML HyperText Markup Language. A markup language used to 

construct web pages. 

Interactive data visualization Graphical data presentation technique that accepts user input 

to perform some meaningful action(s) with the data. 

JavaScript Programming language that is one of the core technologies of 

the World Wide Web, alongside HTML and CSS. Enables 

dynamic behaviour on web pages. 

JSP Java Server Pages (old name) or Jakarta Server Pages (cur-

rent name). A suite of technologies for creating dynamically 

generated web pages with Java. 

JSX JavaScript XML. An xml-like syntax introduced by React 

that allows HTML markup to be written directly into JavaS-

cript code. 

Multi-objective optimization Optimization problem that has multiple conflicting criteria 

that need to be considered simultaneously. 

Node.js JavaScript runtime environment used to run JavaScript code 

outside a web browser. 

npm Node package manager. Can refer to: 1) A package manage-

ment system for Node.js applications. Cf. Maven for Java or 

pip for Python. 2) The command line client for using the 

package manager. 3) The public package registry where Node 

packages are uploaded (npmsj.com). Cf. Maven Central for 

Maven libraries. 
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Pareto optimal Optimization outcome where no criterion can be improved 

without making another criterion worse in multi-objective op-

timization problems. 

PHP General-purpose scripting language often used for web de-

velopment. 

Python Interpreted general-purpose programming language. 

React JavaScript library made by Facebook for building web user 

interfaces. One of the most widely used technologies for 

frontend web development today. 

REST Representational state transfer. A software architectural style 

for stateless web services. A common way for applications to 

communicate over the Internet today. 

Redux JavaScript library for managing application state. 

SDLC Software development life cycle. A process for managing the 

life cycle of an information system, from initial planning to 

its end-of-life stage. 

Storybook JavaScript library for developing and displaying UI compo-

nents in isolation. It could be described as a graphical UI 

component explorer. Works with many different web devel-

opment frameworks, including React. 

Transcompiler Compiler that converts source code from one programming 

language to another. This process is called transcompilation. 

Also referred to as transpiler. 

TypeScript Programming language developed by Microsoft. It is a strict 

superset of JavaScript that adds static type definitions. Type-

Script code transcompiles into JavaScript for execution. 

UI User interface. 

https://reactjs.org/
https://storybook.js.org/
https://www.typescriptlang.org/
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Victory.js React-based modular component library for creating data 

visualizations. Used as the basis for the custom data visuali-

zation components developed in this thesis. 

  

https://formidable.com/open-source/victory/
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1 Introduction 

The subject for this thesis is developing interactive data visualization components that can 

be used in a web browser. Although the components should work with arbitrary data sets, 

they are primarily intended to be used in the context of multi-objective optimization, which 

has implications for the functionality of the components. 

Multi-objective optimization tackles optimization problems where there are multiple con-

flicting criteria that need to be considered simultaneously. Due to the conflicting criteria, 

multi-objective optimization problems typically do not have a single optimal solution, but 

rather several solutions that are mathematically equivalent. Hence, solving a multi-

objective optimization problem often requires input from a human decision maker, who 

can identify the best solution from the group of mathematically equivalent solutions candi-

dates. Finding the most preferred solution often requires the decision maker to study the 

problem and gradually build his or her understanding of the problem and its solutions. 

This thesis aims to develop tools to assist decision makers in their task. Some features that 

are useful for multi-objective optimization include support for exploring data sets to dis-

cover patterns and interdependencies between objectives, ability to filter uninteresting so-

lution candidates, having a convenient way to provide preference information and provid-

ing a way to indicate that a solution is interesting. Hence, the components should look to 

support these types of user actions. Due to the emphasis on interactive visualizations and 

the medium of the web, this thesis aims to bring together the fields of multi-objective op-

timization, data visualization, and web development in a rather novel way. 

The data visualization components developed in this thesis were released as a public open-

source Node.js library on the Node package registry, which allows anyone to use them in 

their Node applications. In addition to the new component library, the thesis work includes 

creating a prototype web application that demonstrates the use of the new components. The 

prototype application could serve as the starting point for developing a web user interface 

(UI) for the DESDEO optimization framework. The source code for both the component 

library and the frontend application is available on GitHub (see Appendix B). 
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With this thesis, I hope to take a step towards lowering the barrier of entry into using the 

existing optimization tools with a modern web UI. Although providing any kind of graph-

ical user interface (GUI) for existing multi-objective optimization tools would surely be 

valuable, I believe the approach of going with a web application should contribute to the 

novelty of this thesis. Taking a quick look at existing web-based visualization tools for 

multi-objective optimization, there does indeed seem to be a dearth of choice. To highlight 

some prior work, there is an interesting master’s thesis by Kodžoman (2018), who devel-

oped a visualization framework for optimization algorithms using Jupyter Notebooks. An-

other interesting example is the Parallel Coordinates library (Chang n.d.), which is impres-

sive work and could certainly be applied to the context of multi-objective optimization, 

however it is only a single visualization technique. Looking past web applications and into 

desktop applications for further inspiration, Hägele (2019) showcases an impressive look-

ing Java application for visualizing optimization trajectories. With this thesis, I hope to test 

the waters regarding the viability of building complex, data intensive UIs with modern web 

technologies. 

The overall structure of the thesis is as follows: Chapter 2 starts of by outlining the re-

search problem. Chapters 3–7 present the theoretical background for the thesis. The topics 

discussed are multi-objective optimization, data visualization, the DESDEO software 

framework, a brief introduction to web development and an overview of data visualization 

with web technologies. Chapter 8 discusses the research approach, which was design sci-

ence. Chapter 9 goes over the software requirements that were identified. Chapters 10 and 

11 make up the more technical portion of the thesis, with Chapter 10 presenting the tech-

nologies that were used and Chapter 11 establishing key design principles for the new ap-

plications. Arriving at the home stretch, Chapter 12 summarizes the results of this thesis. 

Finally, Chapter 13 concludes the thesis with some suggestions for further research. 
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2 Research problem 

This chapter presents the research problem of creating a protype web UI for visualizing 

data in the context of multi-objective optimization. First, I will briefly explain the motiva-

tion behind selecting this thesis topic. Next, I will list the research questions for this thesis, 

followed up by some discussion on the overall scope of the thesis. The chapter concludes 

with a note regarding risks associated with this thesis. 

2.1 Motivation for the thesis 

The topic for this thesis stems from the observation that there is a lack of good UI imple-

mentations for multi-objective optimization software (Tarkkanen, et al. 2013). The lack of 

suitable GUI software is unfortunate because there has been a fair amount of study into 

what types of visualization techniques could be used in the realm of multi-objective opti-

mization and the relative strengths and weaknesses of the different techniques. Some ex-

amples of such work include Miettinen (2014), Tušar (2014), and Korhonen and Wallenius 

(2008). Unfortunately, these ideas have rarely been brought to life with tangible software. 

Indeed, Tušar (2014, 79) concludes her dissertation by raising the software implementation 

of the visualization methods as the “most important future work direction”. As such, the 

groundwork – at least from the perspective of suitable visualization techniques – for a mul-

ti-objective optimization GUI software exists but is yet to be realized. 

The lack of GUIs also raises the barrier for using the existing multi-objective optimization 

tools that are out there. One such tool is the DESDEO software framework, which is the 

context for this thesis. Considering the many applications of multi-objective optimization 

in, for example, different engineering disciplines, medicine and supply chain management 

(Stewart, et al. 2008), it seems reasonable to assume that having access to an optimization 

tool like DESDEO could be of interest to parties both in and outside of academia. Unfortu-

nately, the current tools remain somewhat unapproachable due to the lack of a human-

friendly UIs. 
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2.2 Research questions 

Broadly speaking, the aim of this thesis is to first identify a set of technologies that can be 

used to build interactive data visualizations that work in web browsers, and then to build a 

prototype that demonstrates the use of those technologies. In addition to exploring different 

technical options, I expect to gain further insight into what types of limitations web appli-

cations impose for interactive visualizations and how much development effort is required 

to build functional data visualization components. 

The research questions for this thesis are: 

1. How feasible is developing interactive data visualizations for the web? Users 

should be able to interact with the visualizations in different ways; some examples 

could be making selections by mouse clicks or box selections, panning and zoom-

ing, and re-arranging elements by dragging them with a mouse. 

2. What technologies (programming languages, frameworks, libraries, etc.) would 

make a good fit for this type of an application. Finding viable libraries for develop-

ing interactive charts is of particular interest. 

3. How should the communication between the different components, or a component 

and the hosting frontend application, be handled? 

4. How should the global application state be managed to facilitate chart reactivity? 

That is, how can it be ensured that the charts react fluidly to any changes in the data 

set that they display? 

2.3 Scope and focus of work 

Although the above section lists several tangible research questions, the initial scope and 

focus of this thesis were not very clearly defined at the start of the thesis project. This was 

partly explained by the close connection to on-going research and development and partly 

because of the need to find out what kind of approaches and tools would be feasible for the 

needs of the new software. There was a vision of producing a new client-side web applica-

tion that connects to an existing server-side application, however there were many un-
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knowns in the initial idea. As such, this thesis was rather experimental in nature, and a ma-

jor focus point was exploring and prototyping technical solutions. In addition to the more 

programming-oriented work, the thesis involved mapping system requirements, exploring 

suitable technologies, doing technical and architectural planning, writing automated tests 

and, of course, reporting the results with this thesis. These activities – excluding reporting 

– are also found in the numerous software development life cycle (SDLC) models that 

have been suggested over the years, starting from Royce’s (1970) paper that is often at-

tributed as the foundation for the waterfall model. These different activities produced vari-

ous artifacts for this thesis, including: 

• software products, 

• reference architecture for the software, 

• knowledge of technical alternatives and their pros and cons, 

• further insight into the challenges of developing this type of software. 

2.4 Risks related to this thesis 

Before moving on to the theory section of this thesis, I want to briefly highlight some risks 

that were identified with this thesis. Firstly, it was initially quite difficult to estimate the 

overall effort required to carry out the different SDLC activities discussed in the previous 

section, which resulted in a fair amount of uncertainty regarding the artifacts that this the-

sis could produce. In hindsight, it may have been useful to establish clearer priorities for 

the different artifacts. Secondly, while there are many data visualization libraries suitable 

for web applications, they often have little support for customizable event handling. As 

such, achieving a sufficient degree of interactivity to user actions with the visualization 

components was recognized as a potentially difficult technical problem to overcome. This 

initial lack of knowledge regarding suitable technology choices contributed to the unclear 

thesis scope, as was discussed above. Thirdly, DESDEO’s backend application had no 

public application programming interfaces (APIs) at the time of writing this thesis. This 

meant that planning the integration between frontend and backend applications was based 

on (educated) guesswork on how the backend service might eventually work. 
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3 Multi-objective optimization 

This chapter serves as an introduction into the world of multi-objective optimization. The 

first section defines some basic concepts of multi-objective optimization. The second and 

third sections introduce noninteractive and interactive optimization methods. The fourth 

and final section discusses the role of a human decision maker in more detail. 

3.1 Defining concepts 

To start from the basics, optimization is “the task of finding one or more solutions which 

correspond to minimizing (or maximizing) one or more specified objectives and which 

satisfy all constraints (if any)” (Branke, et al. 2008, V). In short, to optimize something is 

to select the best option from a group of options. Optimization problems can be divided 

into two categories: single and multi-objective optimization problems. Branke et al. (ibid.) 

explain that a single-objective optimization problem involves only one objective function 

to be optimized, which usually produces a single, optimal solution, whereas a multi-

objective optimization problem is a problem with multiple objective functions that need to 

be optimized simultaneously. These objective functions usually conflict with each other, 

which means that improving the value of one objective function impairs the value of one or 

more other objective functions. The optimization problem may also contain constraints that 

must be met for a solution to be viable (Deb 2008, 67). Thus, the task of solving a multi-

objective optimization problem is about finding the right balance between the different 

objectives to reach the best possible solution. 

In contrast to single-objective optimization problems, multi-objective optimization prob-

lems typically do not have a single optimal solution, but rather a set of mathematically 

equivalent solutions (Miettinen 2014, 1–2). This is because in non-trivial multi-objective 

optimization problems, it is not possible to find a feasible solution with the optimal value 

for every objective function. The group of mathematically equivalent solutions is called the 

Pareto set or Pareto frontier, and finding it is referred to as reaching a Pareto optimal or 

Pareto efficient solution. A Pareto optimal solution is one where no objective function can 

be improved without making another objective function worse. 
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Multi-objective optimization falls under the category of multiple criteria decision-making 

problems. According to Miettinen (1999, xiii), multi-objective optimization problems can 

be divided into two distinct types, based on the properties of the feasible solutions: multiat-

tribute decision analysis and multiobjective optimization. She clarifies that in multiattribute 

decision analysis, there is a finite and predetermined set of feasible solutions, whereas in 

multiobjective optimization, the set of feasible solutions is infinite, and the potential solu-

tions are not known in advance. Miettinen (2014, 2) mentions choosing a car is an example 

of the former, whereas investing money into a stock portfolio is an example of the latter. 

Since multi-objective optimization problems typically have multiple mathematically 

equivalent solution candidates (i.e. the Pareto set), reaching a satisfactory solution often 

requires evaluating and choosing one solution from the candidate pool as the most pre-

ferred one. Branke, et al. (2008, V) emphasize that the optimization task of finding a Pare-

to set and the decision-making task of choosing a most preferred solution are equally im-

portant. This selection task introduces ambiguity into the problem-solving process, because 

finding the best solution suddenly becomes a fundamentally subjective task that requires 

input from a human decision maker. This human element is one of the defining features of 

multi-objective optimization as a discipline, and it is, in my opinion as a software develop-

er, the most interesting aspect of multi-objective optimization. The role of the decision 

maker will be discussed further in Section 3.4. 

3.2 Noninteractive methods 

The many multi-objective optimization methods can be classified into noninteractive and 

interactive methods. The focus of this thesis will be primarily on interactive methods, 

which will be discussed in the following section, however the basic ideas of noninteractive 

methods will be briefly presented here. 

In noninteractive methods, there either is no decision maker present, or the decision maker 

is only able to specify preference information before or after the solution process 

(Miettinen 2008, 1–3). These three scenarios make up three sub-categories of noninterac-

tive methods: no-preference, a priori and a posteriori methods. Miettinen (2008, 3) de-
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scribes the three sub-categories as follows: In no-preference methods, there is no decision 

maker, and therefore a reasonable and neutral compromise solution should be found with 

no preference information. In a priori methods, the decision maker articulates any prefer-

ence information before the solution process begins, and an analyst produces the best Pare-

to optimal solution that complies with the given preference information. An analyst is a 

person or a computer program who performs the mathematical modelling and computing 

involved in the solution process (Miettinen 2008, 2). A posteriori methods work in the re-

verse fashion – the representation of the Pareto set is discovered first, after which the deci-

sion maker performs the final selection (Miettinen 2008, 3). 

3.3 Interactive methods 

Interactive methods are the most extensive class of multi-objective optimization methods 

(Miettinen 2008, 3). They are iterative in nature, and they work by presenting interim solu-

tions to the decision maker, who can provide preference information to help guide the op-

timization algorithm (also called solution process) towards more preferable solutions. The 

process of forming interim solutions and asking for feedback can be repeated multiple 

times, until a final, most preferred solution is reached (Miettinen, Ruiz and Wierzbicki 

2008, 27–28). 

The typical process for solving a multi-objective optimization problem using some interac-

tive method has six steps, as described by Miettinen, Ruiz and Wierzbicki  (2008, 28) and 

Miettinen (2014, 4). The steps are: 

1. Initialization, which can involve calculating the lowest and highest objective func-

tion values in a Pareto set, for example. 

2. Generating a Pareto optimal starting point. This can be done by starting with a neu-

tral compromise solution or by asking the decision maker to provide the starting 

point. A neutral compromise solution is a point that is projected “’somewhere in the 

middle’ of the ranges of objective values in the Pareto optimal set” (Miettinen 

2008, 14). Such a point can be created by taking the average of the highest and 

lowest (ideal and nadir) values of each objective function (Miettinen 2008, 14–15). 
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3. Acquiring preference information from the decision maker to guide the solution 

process. The preference information can be, for example, desirable values of objec-

tive functions (aspiration levels) for some of the objective functions or the desired 

number of solutions for the next iteration. 

4. Generating new Pareto optimal solution or solutions based on given preference in-

formation. The new solutions are presented to the decision maker, who is asked to 

select the best solution so far as the current solution. 

5. Termination, if the decision maker is satisfied with the current solution. 

6. Otherwise, continue the solution process from step #3 and perform the next itera-

tion. 

Tackling optimization problems in an interactive manner has the notable advantage of al-

lowing the decision maker to adjust his or her preferences between each iteration, while 

also gaining a better understanding of the problem and the interdependencies that the dif-

ferent objective functions may have (Miettinen 2008, 3). In contrast to the noninteractive a 

priori and a posteriori methods, interactive methods also do not require the decision maker 

to have a global preference structure about the problem at hand (Miettinen, Ruiz and 

Wierzbicki 2008, 28). This means that it is not necessary to calculate all possible Pareto 

optimal solutions to find the most preferred one, but rather suitable solutions can be dis-

covered gradually, based on the preference information provided by the decision maker. 

Not having to consider all potential solutions is beneficial both to reduce unnecessary 

computation work and to make the decision-making process less taxing for the decision 

maker, since they have fewer alternative solutions to compare (ibid.). 

3.4 The role of a decision maker 

A decision maker is a person or group of people who is qualified to make an informed de-

cision on which of the options in a (Pareto optimal) solution set is the best solution for the 

given problem (Miettinen 2014, 4). A rational decision maker will always produce a Pareto 

optimal final solution (ibid.). The decision maker often relies on an analyst to help him or 
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her in the optimization process, for example by eliciting preference information and by 

interpreting the computation results and perhaps presenting them in a helpful manner 

(Miettinen 2008, 2). 

From the perspective of the decision maker, the process of solving a multi-objective opti-

mization problem with an interactive method often involves two distinct phases: a learning 

phase and a decision phase (Miettinen, Ruiz and Wierzbicki 2008, 29). In the learning 

phase, the decision maker explores the interim solutions provided by the analyst and builds 

up understanding of the problem as well as its feasible solutions to identify a region of in-

terest. In the decision phase, the decision maker arrives at the most preferred solution. The 

decision-making process is, therefore, fundamentally a process of learning. Indeed, Miet-

tinen, Ruiz and Wierzbicki (ibid.) describe it as a constructive process where the decision 

maker builds conviction of what kinds of solutions are possible, while mirroring these 

discoveries against his or her preferences that may also change over the decision-making 

procecess. 
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4 Data visualization in multi-objective optimization 

This chapter discusses data visualization and its role in multi-objective optimization. The 

chapter starts by outlining general data visualization concepts and gradually moves to-

wards covering topics that are more closely related to the domain of multi-objective opti-

mization. The first two sections serve as an introduction to data visualization and some of 

its basic concepts. The third section moves on to discuss the purposes of presenting data in 

a visual form. The next two sections discuss data visualization in the context of multi-

objective optimization, particularly from the perspective of interactive methods. The last 

section presents the visualization techniques that are implemented in this thesis. 

4.1 Data, information knowledge, and wisdom 

The data, information, knowledge, and wisdom (DIKW) pyramid (Ackoff 1989) is a clas-

sic way to present the idea that raw data is meaningless, however data can be refined to 

extract meaning out of it. The thesis of the DIKW pyramid is simple: information may be 

acquired from data, knowledge may be acquired from information, and wisdom may be 

acquired from knowledge. One way to look at the DIKW pyramid is as a metaphor for how 

humans learn things by acquiring and processing information. 

 

Figure 1. DIKW pyramid, as it is commonly depicted 

According to Wallace (2007, 13–14), the basic idea of the DIKW pyramid is commonly 

attributed to T. S. Eliot’s 1934 play The Rock, however he continues to argue that the ori-
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gins are unclear. Wallace (2007, 14) does, however, mention Russell Ackoff as one of the 

popular candidates for receiving the credit. Regardless of the true origins, the idea of a 

hierarchical data pyramid has stuck, and the concept is a mainstay among many fields of 

study, particularly in information science. 

Moving on from the history lesson, Ackoff (1989, 3–5) describes the four components in 

the DIKW pyramid. Data is made up of “symbols that represent properties of objects, 

events and their environment” and it is something that can be observed (Ackoff 1989, 3). 

Ackoff also notes that data is inherently worthless and must be refined into information to 

be useful. Information is contained in descriptions and found in answers to questions 

(ibid.). Knowledge, Ackoff (1989, 4–5) continues, is the know-how of how systems or 

other things work, which can be codified into instructions and allows systems to be con-

trolled efficiently. Finally, wisdom is the “ability to increase effectiveness”, which then 

leads to development, or an increase in value in a process (Ackoff 1989, 5). Curiously, 

Ackoff (1989) mentions understanding as an additional step in the pyramid between wis-

dom and knowledge, however understanding is not very commonly included in the acro-

nym nowadays. 

While the DIKW pyramid is a widely used concept, its use is not without criticism. Chen et 

al. (2009, 12) comment that the terms data, information and knowledge are often ambigu-

ously used to imply “different levels of abstraction, understanding, or truthfulness”. Fur-

thermore, they point out that the meanings for the terms can vary depending on the field of 

study. For the purposes of this thesis, it should suffice to draw some parallels between the 

concept of refining data into more useful forms and the task of solving a multi-objective 

optimization problem. Multi-objective optimization problems are defined by the data that 

shapes the problem. To see viable solution candidates, the data must often first be pro-

cessed somehow, which is where different optimization methods come into play. From this 

perspective, the act of optimization could be seen as a process that refines data into infor-

mation; that is, an optimization method takes in meaningless data and transforms it into a 

more useful form, for example as an interim solution set. In the DIKW terminology, these 

interim solutions could perhaps be considered information. The final step in both multi-

objective optimization and this analogy is finding the most preferred solution to the prob-
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lem, hence refining the available information even further. I suppose reaching the most 

preferred solution indicates that the decision maker has gained some new insight into the 

problem, which in the DIKW terminology might translate to acquiring knowledge. 

4.2 What is data visualization? 

To start from the ground up, visualization – in its modern connotation – can be understood 

as a “graphical representation of data or concepts” (Ware 2012, 2). Data visualization, 

then, is about presenting a (numerical) data set in a graphical form. The need for data visu-

alization is clear; studies have shown that humans strongly rely on vision to acquire infor-

mation (Ware 2012, 2), which naturally makes visualizations an appealing option for 

communicating information. Before moving on to discuss data visualization in more detail, 

I will briefly mention a couple of related terms. First, infographics is closely related but 

not equivalent to data visualization. An infographic is an explanatory graphic presentation 

that aims to tell a story to the viewer, whereas data visualization is a tool for analysing data 

(Koponen, Hildén and Vapaasalo 2016, 20–22). Secondly, information design, is “the art 

and science of preparing information so that it can be used by human beings with efficien-

cy and effectiveness” (Horn 2000, 15). While data visualization and infographics produce 

concrete outcomes in the form of graphics, information design is a much more abstract 

endeavour that ponders how phenomena could be expressed visually to make it under-

standable. 

Data visualizations generally have two purposes: they can assist in sense-making (i.e. data 

analysis) and serve as communication tools (Few n.d.). Although both purposes are im-

portant and powerful, the focus of this text will be more on the data analysis aspect. Senay 

and Ignatius (1994, 40) state that the purpose of data visualization is to “gain insight into 

an information space by mapping data onto graphical primitives”. Regarding the uses for 

data visualization, Grinstein and Ward (2001, 21) point out that visualizations can summa-

rize data, provide qualitative overviews of complex data sets, and help identify interesting 

local patterns in data. This is because, according to them, humans naturally look for “struc-

ture, features, patterns, trends, anomalies, and relationships” in data, and visualization can 

help expose those features in a data set. This emphasis on pattern recognition is also ech-
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oed by Tou (2011, 7), who discusses data visualization in the context of science and engi-

neering. He notes that data mining often involves searching for patterns and looking for 

useful data structures, typically from complex and multivariate data. In such context, ex-

tracting meaningful information from the data is very important, but also challenging. 

It should also be noted that a data set can be visualized in different ways and the choice can 

affect how people decipher the data. Going back to the idea of mapping data into graphical 

primitives, Senay and Ignatius (1994, 40) remark that several mappings are possible, and 

the choice leads to different visualization techniques. Grinstein and Ward (2001, 21) note 

that presenting data in different forms and highlighting the different interactions in the data 

is useful to help with data analysis. In an engineering context, Tou (2011) goes into great 

depth about how the selection and arrangement of elements can affect the outcome of a 

visualization. Understandably, he emphasizes the importance of simplicity and consistency 

of graphical representations as well as ensuring that the quantitative data remains easily 

readable. This is an interesting contrast to other fields where visualizations are also com-

monly used, like digital marketing, where the design emphasis may be quite different. 

There is a vast number of visualization techniques1, ranging from basic and familiar (f. ex. 

bar, line or pie charts) to increasingly complex and specialized presentations (f. ex. 

heatmaps, flow diagrams or exploded view drawings). Although the techniques may differ 

greatly from one another, producing them shares some common principles. Senay and Ig-

natius (1994, 36) identify three steps in the data visualization process: data manipulation, 

visualization mappings, and rendering. The data manipulation step converts a data set into 

a workable form; in the language of modern data engineering, this step might also be called 

data wrangling. The visualization mapping step binds the data to chosen visualization 

primitives, such as positional parameters, colour and texture. The goal of mapping is to 

identify the set of primitives that can effectively convey the information in the data set. 

The rendering step produces the final image, based on the design created in the mapping 

step. 

 
1 See, for example, https://datavizproject.com/ for examples of different visualization techniques. 

https://datavizproject.com/
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To tie data visualization back to the DIKW pyramid, Chen et al. (2009, 13) argue – albeit 

with rather obfuscated notation – that it is difficult for humans to process information from 

a raw data set, which makes it difficult to acquire meaningful information from the data. 

Hence, visualizing data facilitates the process of transforming data into information, which 

may then be further refined into knowledge and wisdom. Looking at data visualization 

from that perspective, one could argue that it is a vehicle for information discovery. 

4.3 Purposes of data visualization 

The previous section argued that data visualization is fundamentally a tool that helps hu-

mans analyse raw data. In terms of the DIWK pyramid, data visualization helps us climb 

up the pyramid, towards more valuable insights. While that is not a wrong conclusion to 

make, there is more nuance to the topic. 

It was already discussed above that a data set can be visualized in different ways, and the 

choice can affect how the visualization is read. This leads into the notion that visualiza-

tions can serve different purposes. Grinstein and Ward (2001, 22) outline three use cases 

for visualizations, which are exploring data, confirming a hypothesis, and manipulation. In 

exploratory visualizations, the user may not know what he or she is looking for, but rather 

the user is exploring the data set to discover structure and patterns that could be meaning-

ful. Exploratory visualizations place great emphasis on interacting with the data to facili-

tate learning. Confirmatory visualizations are done so that the user can test a hypothesis. In 

production visualizations, the goal is to present the data in an optimized and purposeful 

way and with the intention of manipulating the viewer in some way. Grinstein and Ward 

(ibid.) mention a marketing brochure as an example of this type of visualization. 

Continuing the theme of visualization as a means of influencing people, Pandey et al. 

(2014, 2211), argue that visualizations are increasingly harnessed as tools to convey pow-

erful messages. Their study was focused on the question of does presenting data graph-

ically (as opposed to textual or tabular presentation) make the message more pervasive. 

They discovered that using charts and graphs did indeed affect the overall persuasiveness 

of the presentation, although the effectiveness depended on people’s initial attitudes to-
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wards the topic being discussed. This chapter has, so far, inspected data visualization as a 

tool for making data understandable for the purpose of analysing it. From this perspective, 

it is intuitive to strive to present the data in an objective and truthful manner. Although 

delving deep into the subject of data visualization as a tool for manipulation and persuasion 

is outside the scope of this thesis, it is an interesting topic and something to be aware of 

even in the context of this thesis. 

4.4 Data visualization in multi-objective optimization 

The previous sections have discussed data visualization in a general sense, without a spe-

cific context in mind. This section, meanwhile, looks at data visualization through the lens 

of multi-objective optimization, where visualization plays an important role in aiding deci-

sion makers. In multi-objective optimization, the primary purpose of visualizations is to 

help decision makers explore the data and gain understanding of the problem they are solv-

ing. A good visualization is, therefore, easy to comprehend and intuitive to use; it should 

not lose too much of the original information, but it should also not introduce unintentional 

information into the data (Miettinen 2014, 5–6). 

There are a couple of important issues to consider when designing visualizations for multi-

objective optimization. Firstly, the complexity of the visualization is primarily dependent 

on two factors: the number of objectives and the number of alternatives (Korhonen and 

Wallenius 2008, 195). Multi-objective optimization problems often have more than two 

objectives to consider, which poses a problem for visualization: how does one represent 

multivariate data in two dimensions? Korhonen and Wallenius (2008, 198–199) state that 

in statistics, this problem is generally solved with one of two options: either the dimen-

sionality of the problem is reduced, or the multivariate observation is plotted as an object. 

There are several standard techniques that demonstrate the latter approach, such as spider-

web charts (also called radar charts). Secondly, the number of alternatives may be un-

countable; as an example, consider the case of selecting a sub-region of an objective space 

(Korhonen and Wallenius 2008, 195). This of course limits what types of elements can be 

used to meaningfully express that data – two-dimensional coordinates, for example, proba-

bly do not make much sense in this case. 
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Finally, it is good to remember that although good visualizations can make complex data 

easier to digest, one should still apply restraint when presenting data. This is because hu-

mans have rather limited working memory, which means that we cannot efficiently process 

large amounts of information (Huang, Eades and Hong 2009, 140). Indeed, a well-known 

theory of magical number seven plus or minus two suggests that an average human can 

only store roughly seven items in his or her working memory (Miller 1956). A similar con-

cern is also raised by Miettinen (2014, 6), who discusses the limitations of humans’ infor-

mation processing capabilities in the context of visualizing alternatives in multi-objective 

optimization. She reminds us that humans have a limited capacity for processing and re-

membering information, and as such, one should consider the amount of information that is 

displayed at a time. 

4.5 Interacting with visualizations in multi-objective optimization 

Working with interactive multi-objective optimization methods presents some additional 

challenges for visualization. As was discussed in Sections 3.3 and 3.4, the defining features 

of interactive methods are their iterative solution process and the active interplay between 

the decision maker and the analyst. Enabling this interplay in the problem-solving process 

poses challenges for both the individual visualizations and especially for UI design of mul-

ti-objective optimization software. 

Taking a closer look into the interactive problem-solving process reveals some common 

interactions. These include evaluating a solution, comparing several solutions, indicating 

that a solution is interesting (Tarkkanen, et al. 2013, 3222), setting parameters for a desired 

solution, and filtering out uninteresting solutions (Miettinen 2014, 2–3). Tarkkanen, et al. 

(2013, 3221) presents the following as the main challenges for UI design for interactive 

methods: supporting the practical decision-making process, making it intuitive to specify 

preference information, and analysing the data produced by the analyst. Preference infor-

mation could be given, for example, by specifying a reference point for desirable objective 

function values (Tarkkanen, et al. 2013, 3223) or by indicating “a desired direction of sim-

ultaneous improvements” (Ojalehto and Miettinen 2019, 78). 
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Finding ways to support the above-mentioned common actions is a priority for multi-

objective optimization software, and something to consider in this thesis. More specifical-

ly, the thesis is interested in exploring useful ways to display data and demonstrating op-

tions for providing preference information in a convenient way. These two concerns play 

an important role in supporting analysis and guiding the interactive optimization method. 

4.6 Selected visualization techniques 

The visualization techniques implemented in this thesis are (grouped) bar charts, two-

dimensional scatter plots, value paths and a simple data table. Additionally, some work 

was done to develop a spider-web chart, however that was left in an unfinished state due to 

implementation difficulties and a lack of time. The charts are roughly similar in their de-

sign to the ones demonstrated in Miettinen’s (2014) paper. 

The above-mentioned visualization techniques were chosen primarily due to their simplici-

ty, familiarity and versatility. From a multi-objective optimization perspective, they have 

been mentioned as viable visualization techniques by Miettinen (2014) as well as 

Korhonen and Wallenius (2008). They are also commonly used in other contexts as well, 

which should help decision makers understand them in the context of multi-objective op-

timization. From a technical perspective, the familiarity again works in their favour be-

cause these types of visualizations (apart from value paths) are often found in charting li-

braries. The option of leveraging existing libraries makes the overall development effort 

more manageable. On the downside, because the charts are simple, they offer little unique 

utility that would be of special value in the context of multi-objective optimization. 

For ideas on additional visualizations to implement, see Korhonen and Wallenius (2008), 

Miettinen (2014), Filipič and Tušar (2018) and Wilke (2019). The first three examine visu-

alization specifically in the context of multi-objective optimization, whereas Wilke offers a 

more general look into different types of visualization techniques with good advice on how 

to apply them. 
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5 DESDEO 

DESDEO is an open-source software framework that can be used for interactively solving 

multi-objective optimization problems. It is being developed by the Multiobjective Opti-

mization Group at the University of Jyväskylä, and it consists of multiple modules, which 

are implemented in Python (DESDEO n.d.). The goal of DESDEO is to make interactive 

optimization methods readily available to both researchers and practitioners, hence allow-

ing people to solve optimization problems that involve multiple conflicting objectives 

(Ojalehto and Miettinen 2019). The work done in DESDEO is noteworthy because there is 

a clear lack of open-source software in the domain of multi-objective optimization, and 

software support for interactive methods is particularly poor (ibid.). In fact, Ojalehto and 

Miettinen (ibid.) state that they are not aware of any open-source frameworks that are suit-

able for the needs of interactive multi-objective optimization methods, and even proprie-

tary options are rare. 

5.1 DESDEO’s architecture 

Figure 2 presents the high-level architecture of the DESDEO framework, as it was per-

ceived in 2019. The architecture is divided into four layers, which are called problem, op-

timization, method, and elicitation. The different layers communicate via predefined chan-

nels, which is intended to promote reusability of the components (Ojalehto and Miettinen 

2019, 74–75). The framework has no built-in UI, however it can be connected to an exter-

nal UI implementation, such as IND-NIMBUS (ibid.). Hence, a UI could be considered a 

fifth layer. The basic structure of the application follows a common multitier software ar-

chitecture design. 
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Figure 2. DESDEO framework overview (Ojalehto and Miettinen 2019, 75) 

This thesis is mostly interested in the desired functionality of the UI and the mechanisms 

that are used to connect the UI to the backend services provided by DESDEO. As the 

above figure nicely illustrates, the UI serves two primary functions: it accepts user input 

and displays the output back to the user. More specifically, the decision maker passes pref-

erence information to guide the analyst (i.e. the DESDEO framework) towards more pref-

erable solutions. Ojalehto and Miettinen (2019, 78) mention as examples that preference 

information could be provided as “a desired direction of simultaneous improvements”, 

“classification of objective functions”, or by “specifying a reference point of aspiration 

levels”. The optimization framework then takes the preference information, processes it 

and returns an output that the UI displays to the user. The type of preference information 
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given depends on the optimization method used. The output might be a set of interim solu-

tions, for example. 

5.2 DESDEO’s modular structure 

The work on DESDEO has continued steadily since its initial release. The current design 

direction for DESDEO emphasizes modularity, which is demonstrated by the fact that the 

current version of the software is divided into several modules with well-defined purposes 

(DESDEO n.d.). At the time of writing, DESDEO’s documentation lists seven modules: 

desdeo, desdeo-problem, desdeo-tools, desdeo-emo, desdeo-mcdm, desdeo-vis, and desdeo-

mix (Multiobjective Optimization Group 2020). The last two are labelled as being under 

construction. The purposes of the different modules are summarized in Figure 3. 

The modular structure is intended to make it easier to expand DESDEO’s suite of optimi-

zation methods, while also ensuring their cross-compatibility (DESDEO n.d.). Dividing 

software into several modules is also a natural way of creating logical boundaries – a mod-

ule typically hides its own implementation details and only exposes certain details about 

itself via a public API (Hall, et al. 2011, 25). The data visualization component library de-

veloped in this thesis can, in the future, be used by the visualization module. 
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Figure 3. DESDEO’s modular structure (DESDEO n.d.) 

5.3 User interface features 

After introducing the DESDEO framework, let us summarize the main features that 

DESDEO’s UI should have. As was outlined in the previous section, the primary responsi-

bilities of the UI are accepting preference information input from the decision maker and 

displaying interim solutions and other relevant information back to the decision maker. 
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Based on the discussion in this section and in Section 4.5, the UI should be capable of han-

dling the following types of inputs from the decision maker. 

Input related to providing preference information: 

• Giving preference information to guide the solution process. 

• Setting parameters to guide the solution process. 

Input related to the solution candidates: 

• Filtering out uninteresting solutions and otherwise exploring the data set (f. ex. to 

discover relations between the objective functions). 

• Indicating that a solution is interesting, and the same solution may be returned to 

later. 

• Selecting a solution as the most preferred solution, ending the optimization task. 

In addition to handling input, the UI should, of course, be able to present the problem data 

and any interim solutions in a useful and understandable way. See Section 4.4 for further 

discussion on visualization in the context of multi-objective optimization. 
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6 Introduction to web development 

This chapter goes over some of the most essential aspects of developing web applications, 

especially from the perspective of frontend (or client-side) development. The purpose of 

this and the following chapter is to provide context for the technology choices that were 

made for the new software. The technology choices will be outlined in Chapter 10. This 

chapter discusses what web applications are, how they work, and what kinds of approaches 

there are for building web applications. 

6.1 In search of web applications 

As was mentioned already in the introduction, the topic of the thesis is developing a web 

application. In 2021, web application is a term one can expect to hear even in everyday 

conversation, however defining what is and is not a web application is not entirely straight-

forward. Furthermore, web applications have evolved significantly over the last two to 

three decades, as can be surmised from the following discussion. 

To start things off, Fraternali (1999, 228) describes web applications as a “hybrid between 

hypermedia and an information system”. According to him, web applications deal with 

concerns such as handling both structured and nonstructured data, provide support for ex-

ploratory access via navigational interfaces and support proactive behaviour, such as rec-

ommendations and filtering. Conallen (1999, 63–64) provides a simpler but relevant per-

spective on the topic, stating that a web application is a “Web system (Web server, net-

work, HTTP, browser) in which user input (navigation and data input) effects the state of 

the business”. He continues to say that web applications generally follow a client–server 

model and emphasizes that the frontend of a web application is delivered via a web system. 

Scouring the Internet, it is also possible to find definitions that associate web applications 

closely with Java and its servlet specification; see, for example, Chaffee (2012). This per-

spective, while not incorrect, may come as a surprise to the modern reader. For the purpos-

es of this thesis, it is perhaps sufficient to re-iterate that web application are used via a web 

browser and they contain logic and/or state that users can manipulate (i.e. a plain HTML 

document is not a web application, even though it can be viewed with a browser). 
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6.2 Servers and clients 

As was mentioned above, web applications are typically built with a client–server model, 

where the server stores documents or other information and the client requests to see spe-

cific documents or information (Jazayeri 2007, 200). The mechanism that the server and 

client use to communicate is the Hypertext Transfer Protocol (HTTP), which is a request–

reply protocol (Jazayeri 2007, 201). Using HTTP, a client may, for example, ask the server 

for a specific resource (a GET request) or submit information to the server (the HTTP 

method used depends on the situation; POST is probably the most common). 

In the early days of the World Wide Web, web pages were made up of static documents 

that were linked with one another. In this system, the server’s role was to serve the clients 

(i.e. web browsers) web pages that they can then display to the users (Jazayeri 2007, 201). 

Jazayeri (ibid.) notes that software engineers quickly discovered that it was possible to 

generate web pages programmatically, for example based on information queried from a 

database. This discovery was the first step towards producing dynamic web pages. The 

idea of servers returning “ready to consume” web pages to clients is known as server-side 

rendering. Some traditional technologies for server-side rendered web applications include 

PHP, Java Server Pages (JSP) and Active Server Pages (ASP). Note, however, that alt-

hough a web page may be constructed dynamically with the above technologies, the creat-

ed page still has no dynamic behaviour from the client’s perspective; the client is still 

served a static HTML page. Producing web pages with client-side dynamic behaviour re-

quires further effort and some new tools. 

Working with client-side applications involves four fundamental components: Hypertext 

markup language (HTML), Cascading Style Sheets (CSS), JavaScript, and the Document 

Object Model (DOM). HTML is a markup language that forms the structure and contents 

of web pages, CSS is used to style HTML documents, and JavaScript is a scripting lan-

guage that allows programmers to manipulate the contents of web pages via DOM 

(Mikkonen and Taivalsaari 2008, 320). DOM is an API for HTML and XML documents 

that presents the contents of the document in a tree-like hierarchy and allows programs to 

edit the content and style of web documents (MDN Web Docs 2021). In summary, HTML 
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is the content of a page, CSS defines its looks and JavaScript (via DOM) defines the page’s 

behaviour. Out of these four web components, JavaScript deserves a closer look. 

6.3 Dynamic web applications with JavaScript 

JavaScript was first released in 1995 as a scripting language for the Netscape Navigator 

web browser, with the aim of enabling dynamic behaviour for web pages (Haverbeke 

2018). Since its inception, JavaScript – or more precisely ECMAScript – has grown to be 

the dominant programming language for client-side web applications. ECMAScript is both 

a specification and a programming language that implements the specification (Ecma 

International 2020). ECMAScript (the standard) aims to ensure openness and interoperabil-

ity of the web, based on the notion that “Anybody should be able to create a Web page that 

can be hosted by a variety of Web servers from different vendors and accessed by a variety 

of browsers” (Wirfs-Brock and Eich 2020, 3). Although JavaScript began as a scripting 

language for the web, is has since greatly expanded its reach, propelled by the release of 

Node.js. Node is a JavaScript runtime environment built on top of Chrome’s V8 JavaScript 

Engine (OpenJS Foundation n.d.). Node allows JavaScript code to be run outside a web 

browser, thus making JavaScript a viable language for server-side development, among 

other things. 

As was discussed above, JavaScript can be used to modify contents of a web page via the 

DOM API, which is powerful in its own right. More impressively, JavaScript can be used 

to query the server without triggering a page load on the browser. This was originally 

achieved by using AJAX (Asynchronous JavaScript and XML), which is an asynchronous 

communication protocol for client–server communication (Jazayeri 2007, 207). The dis-

covery of AJAX was an outright revolution in how web applications were developed, as 

noted by Fink and Flatow (2014, 4). This is because enabling direct asynchronous commu-

nication between the client and server circumvents the classic dynamic of retrieving ren-

dered documents in favour of retrieving snippets of data that the client then uses as it sees 

fit. Indeed, Crane, Pascarello, and James (2006) discuss the advantages of AJAX in length, 

noting that it enables, among other things, the development of “rich clients”. A rich client 
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supports a variety of input methods and responds to them in an intuitive and timely fashion 

(Crane, Pascarello and James 2006, 5). 

Moving on from the exciting discovery of AJAX and towards the present day, single-page 

applications (SPA) are, in my opinion, the next major shift in client-side application de-

velopment. SPA is a software architectural style that is, in many ways, a logical continuum 

for the concepts pioneered by AJAX. An SPA is a web application that only has one page 

that functions as a shell for web pages and other content that the application may have 

(Fink and Flatow 2014, 11). From a technical perspective, the core idea behind SPAs is 

that clients receive data in JSON format from the server and independently decide how to 

display the data (Fink and Flatow 2014, 12). Furthermore, the data is retrieved without 

incurring a page load, which results in a seamless browsing experience (Fink and Flatow 

2014, 13). SPA has nowadays become a popular approach for building frontend applica-

tions. 

Although JavaScript is a crucial part of client-side web development, it is certainly possi-

ble to use other programming languages as well. If a different language is used, the source 

code can be transpiled into JavaScript to allow it to run in a browser (Poudel 2018). Some 

alternatives to JavaScript for frontend development include TypeScript, Elm, and 

ClojureScript. 

6.4 Software frameworks 

Modern software development is often done with the help of software frameworks. A 

software framework is a “library that offers opinions about how software gets built” (MDN 

Web Docs 2021). Frameworks may be used, on one hand, as guidelines for overall soft-

ware architecture (Okanović 2011, 1–2), or, on the other hand, as tools for solving com-

mon tasks or problems in building software. Examples of common issues that may be han-

dled by a framework (or libraries) are managing database connections, session handling 

and user authentication. While the framework sets the rough guidelines for application 

development, further application-specific customization is required to produce working 

software for a specific context (Okanović 2011, 2). In addition to generally making devel-
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opment easier, frameworks can increase code quality and maintainability. This is because 

frameworks often impose opinions on how certain things should be done in the code, thus 

resulting in a more homogenous and predictable code base (MDN Web Docs 2021). 

It is worth noting that there are different types of frameworks, with varying scope and fo-

cus. Fernández-Villamor, Díaz-Casillas and Iglesias (2008) make a distinction between 

“Web application frameworks” (WAF) and “Agile web frameworks” (AWF). They argue 

that WAFs usually focus only on one layer of an application, such as persistence or web 

flow. AWFs, meanwhile, address the entire application, which is why they are also known 

as “full stack web frameworks”. The canonical example of such framework is probably 

Ruby on Rails. While I am not sure that the term “agile web framework” has lived on since 

the release of their paper, the principle of having frameworks with varying scopes certainly 

still applies today. 

This thesis focuses on frontend development, and thus modern client-side JavaScript 

frameworks are of particular interest. Probably the most popular general purpose frontend 

frameworks at the time of writing are Angular, React2, Svelte, and Vue. The question of 

which framework to use for the new applications is addressed in Section 10.2. 

 
2 React is technically a library, however it is commonly supplemented with a suite of other libraries, which 

together make it function like a framework. 
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7 Data visualization for the web 

This chapter presents the problem of creating data visualizations for the web and outlines 

some potential solutions. The first section discusses different techniques for displaying 

graphics on web pages, the second section introduces a well-known and influential data 

visualization library, and the third section explores some of its modern competitors. 

7.1 Web graphics 

One of the main goals for this thesis was to explore data visualization options for the web. 

The World Wide Web Consortium (W3C) lists a few different ways of presenting graphics 

on a web page: raster images (in PNG file format) Scalable Vector Graphics (SVG), the 

Canvas API, and Web Computer Graphics Metafiles (WebCGM). They explain that these 

techniques are used for different purposes; for instance, interactive line art and data visual-

ization are a good fit for SVG and the Canvas API (W3C 2016). While the Canvas API is 

an interesting alternative for producing web graphics, the following text will focus on SVG 

because it is the technique that is used by the father of modern web data visualization solu-

tions. More on this in the next section. 

SVG is a text-based standard for producing images that work well with other web stand-

ards, like CSS, DOM and JavaScript (MDN Web Docs 2021). The SVG standard has been 

developed by W3C since 1999 (ibid.). Quint (2003, 99–100) describes SVG as a drawing 

solution that can be used to draw primitive shapes like lines, polygons, rectangles, and el-

lipses, as well as paths. These shapes, or objects, can be transformed and styled, for exam-

ple in terms of their scale, rotation and opacity. In addition to creating static objects, SVG 

also provides more advanced dynamic features, like adding animations and scripts to ob-

jects (Quint 2003, 100). 

One of the key benefits of SVG is that SVG images, unlike raster images, scale cleanly at 

any size (MDN Web Docs 2021). Furthermore, many programming languages, including 

JavaScript, can generate SVG images (W3C 2016). In summary, SVG is a flexible and 

powerful tool for producing graphics for the web, making it an essential tool for data visu-
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alization in web context. One noteworthy tool that heavily features SVG is the D3.js chart-

ing library (MDN Web Docs 2021), which will be introduced next. 

7.2 D3.js 

There is no way to discuss data visualization in the web without bringing up D3, so here 

we go. Above, I titled D3 the father of modern web data visualization, and I do not think 

that is an exaggeration; there are plenty of books and countless tutorials written about us-

ing D3 – Murray (2013), Dale (2016), and Zhu (2013) all seem like good resources to start 

learning D3. Furthermore, as we will soon discover, D3 is the foundation for many (possi-

bly even most) other JavaScript-based data visualization libraries. 

D3 stands for Data-Driven Documents, and it is a JavaScript charting library first released 

in 2011 by Michael Bostock, Vadim Ogievetsky and Jeffrey Heer of the Stanford Visuali-

zation Group (Bostock, Ogievetsky and Heer 2011). Bostock, Ogievetsky and Heer (2011, 

2302) describe D3 as a “visualization kernel” that solves the problem of “efficient manipu-

lation of documents based on data”. They mention jQuery as a suitable analogue to D3, 

since both are document transformers. 

At its core, D3 offers a handful of basic operations for manipulating and displaying data. 

Bostock, Ogievetsky and Heer (2011, 2302–2303) highlight the selection of specific nodes 

in a DOM tree as a requirement for enabling data-driven transformations and present it as 

a core feature of the library. In D3, selection is an atomic operand that finds a set of ele-

ments from a document, based on given filters. These selections can then be manipulated 

by operators that modify the selection in some way. In addition, transitions can be used to 

construct animations and user input can be captured with event handlers that enable docu-

ments to contain interactive behaviour (Bostock, Ogievetsky and Heer 2011, 2303). 

The main selling point of D3 is its raw power – there are few limitations for what can be 

done with the library, provided that the programmer is skilled enough. Unfortunately, the 

powerful feature set comes with a cost. Firstly, D3 is commonly considered to be a diffi-

cult tool to learn (Murray 2013, 4). Perhaps the biggest reason for this is the fact that D3 is 

a relatively low-level library, as noted by King (2014), particularly when compared with 



 

31 

 

many of the more modern data visualization libraries that will be discussed in the next sec-

tion. This low-level approach means, among other things, that D3 does not offer any prede-

fined visualizations that can be used as-is, but rather D3 offers a toolbox for creating your 

own visualizations (Murray 2013, 8). Secondly, D3 may not always play nicely with other 

libraries that want to have control over the DOM, such as React. The problem is that both 

D3 and React want to control the DOM tree and dictate what is rendered on the page at any 

time, which may lead to conflicts and surprising bugs. The issues with combining D3 and 

React (and other frontend frameworks) are well-known, and there are some approaches to 

working around them. See Iglesias (2018) for potential solutions. 

7.3 Competitors to D3 

For this thesis, I examined the overall landscape of JavaScript-based data visualization 

libraries to identify potential tools for the task at hand. I had identified D3 as a viable op-

tion for this project early in the planning stage, however I also wanted to see if there were 

other, easier-to-use alternatives available. The libraries I looked at were ApexCharts, 

Chart.js, Highcharts, Nivo, Plottable.js, React-vis, Recharts, and Victory, which were sug-

gested in online articles3 related to JavaScript data visualization. An important observation 

to make about these libraries is that several of them are, in fact, built on top of D3. To 

summarize my findings, the major differences between the above-mentioned libraries and 

D3 are the types of components that they provide out-of-the-box and their level of abstrac-

tion. Furthermore, many of the libraries listed above lacked sufficient support for adding 

interactive behaviour for the charts. 

Regarding the types of components that the libraries offer, they take the approach of 

providing several types of visualization techniques as ready-to-use components (e.g. they 

may have a bar chart component or a scatter chart component). As was mentioned above, 

D3 does not offer such convenience. D3’s approach of building all charts from the ground 

up has its pros and cons. On one hand, building completely custom visualization compo-

nents provides full freedom regarding their functionality and looks. On the other hand, 

 
3 See, for example, Majorek (2020) and Saring (2018). 
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building everything from scratch is a significant amount of work, and of course requires a 

fair amount of expertise with the library. 

The above-mentioned libraries also had a higher level of abstraction when it comes to ren-

dering data. As an example, drawing a simple bar chart in D34 involves drawing rectangles 

with the correct dimensions, styling them, and rendering them as a SVG image with manu-

ally defined axes. Creating a similar chart with ApexCharts5 is more straightforward; the 

chart is created with an object and its data and style are defined with properties. 

One area where the libraries differed was their integration with popular JavaScript frame-

works. Some libraries provided the charts as plain JavaScript, others had different versions 

or additional wrapper libraries to make them compatible with different frameworks, and 

couple were designed specifically to integrate with React. From an ease-of-use perspective, 

having an easy integration with popular frameworks is, of course, desirable for this project. 

Finally, many of the above libraries suffered from a surprisingly poor support for imple-

menting custom functionality on chart interactions, like when a piece of data is clicked 

with a mouse. It is possible that this type of more advanced functionality does, in fact, exist 

in these libraries, but it is buried deep enough into their documentation that a cursory look 

does not reveal it. Be as it may, I certainly got the impression that many of these libraries 

are intended to be used in a largely static manner, to display data, but not to interact with 

the data in a very meaningful way. Interactivity was an important feature for the new visu-

alization components that were developed in this thesis, as will be discussed in Chapter 9, 

and thus the apparent lack of interactive features ruled out some of the above libraries from 

consideration. 

 
4 Bar chart using D3: https://observablehq.com/@d3/bar-chart 
5 Bar chart using ApexCharts: https://apexcharts.com/javascript-chart-demos/bar-charts/basic/ 
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8 Research approach 

The research approach for this thesis is design science. This chapter starts off by introduc-

ing design science, followed up by discussion on the artifacts that design science research 

can produce. Next, the design science research process is briefly outlined. The chapter 

closes with an overview of how this thesis project was carried out. 

8.1 Introducing design science 

Design science is a commonly used research approach in information systems, computer 

science and software engineering (Iivari 2007, 39). The premise of design science is to 

explore a problem by creating an item or an idea that solves said problem. These tangible 

items and intangible ideas are collectively referred to as artifacts. The process of creating 

the item is thought to produce novel ideas that can be generalized into new knowledge of 

the problem, thus adding to the existing body of knowledge regarding the problem space. 

More precisely, Hevner and Chatterjee (2010, 5) define design science research as a re-

search paradigm where “a designer answers questions relevant to human problems via the 

creation of innovative artifacts, thereby contributing new knowledge to the body of scien-

tific evidence. The designed artifacts are both useful and fundamental in understanding that 

problem.” Hevner and Chatterjee (ibid.) continue to state that the first principle of the 

method is that “knowledge and understanding of a design problem and its solution are ac-

quired in the building and application of an artifact”. In much the same vein, Vaishnavi, 

Kuechler and Petter (2004, 4) define design science as knowledge of how to create artifacts 

that satisfy pre-determined functional requirements. Design science research, according to 

them, is research that “creates this type of missing knowledge using design, analysis, re-

flection, and abstraction”. 

8.2 Design science artifacts and theories 

So, design science looks to gain insight into a problem space by applying existing design 

theory to create artifacts. Although artifact is perhaps the most essential concept in all of 
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design science research, there is no universally accepted notion on what it is or should be. 

To start the discussion, March and Smith (1995, 254) established the basic vocabulary for 

design science with constructs, models, methods, and instantiations, which are the products 

of design science study. Baskerville et al. (2018, 362) summarize the concepts as follows: 

constructs are the basic concepts and language that are used to describe problems and 

solutions, models represent the real-world context of a problem, and methods define pro-

cesses. Instantiations take constructs, models and methods and implement them as a work-

ing information system that solves a problem. Alternatively, Vaishnavi, Kuechler and 

Petter (2004, 17) say that instantiation is “the realization of the artifact in an environment”. 

Vaishnavi, Kuechler and Petter (2004, 16) also make a distinction between abstract and 

material artifacts. Abstract artifacts include constructs, models, frameworks, architectures, 

design principles, and methods, whereas material artifacts are context-bound instantiations 

of the abstract artifacts. 

Together with IT artifacts, design theories are the second type of research outcome that is 

commonly recognized for design science studies (Baskerville, et al. 2018, Vaishnavi and 

Kuechler 2004). While both outcomes are considered important, the lower-level design 

artifacts are typically seen as the groundwork that builds towards high-level design theo-

ries, which contribute “new knowledge to the body of scientific evidence”, as Hevner and 

Chatterjee (2010, 5) put it. An example of this line of thinking is found in Gregor and He-

vner (2013, 341–342), who discuss design artifacts from the perspective of their abstrac-

tion level. In short, they divide research efforts into three levels, where the first is “situated 

implementation of artifact”, the second is “nascent design theory”, and the third is “well-

developed design theory” (see Table 1). They argue that the higher the abstraction level of 

the produced artifact, the more universally applicable – and therefore more valuable and 

with more academic merit – the study findings are. 

This dichotomy between design artifacts and design theories is recognized by Baskerville 

et al. (2018, 358–359), who note that research in information systems could arguably be 

divided into an “artifact camp” and a “design theory camp”. Furthermore, they make a 

point of how particularly some of the “gatekeepers of IS journals” emphasize theoretical 

contribution as a sign of quality in information systems studies. That said, Baskerville et al. 
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(ibid.) advocate for the value of design artifacts as important contributions to existing de-

sign knowledge. 

 Contribution Types Example Artifacts 

More abstract, complete, 

and mature knowledge 

 

 

Level 3. Well-developed design 

theory about embedded phe-

nomena 

 

Design theories (mid-range 

and grand theories) 

 

Level 2. Nascent design theory 

— knowledge as operational 

principles/architecture 

 

Constructs, methods, mod-

els, design principles, tech-

nological rules. 

More specific, limited, 

and less mature 

knowledge 

Level 1. Situated implementa-

tion of artifact 

Instantiations (software 

products or implemented 

processes) 

 

Table 1. Design science research contribution types (Gregor and Hevner 2013, 342) 

There has also been criticism of the often rather abstract nature of artifacts proposed in 

studies that apply design science as a method, particularly in the field of information 

systems. In their influencial paper that examined how IT artifacts are conceptualized in 

information systems research, Orlikowski and Iacono (2001) argue that research efforts 

have been overly focused on conceptual issues surrounding the IT artifact, at the expense 

of studying the artifacts themselves. They criticize prior research for adopting an overly 

simplified and utilitarian view of the IT artifact, stating that the artifacts have commonly 

been considered unproblematic, taken for granted and viewed through the researchers’ 

“disciplinary lenses”. The result, according to Orlikowski and Iacono (2001, 130), is that 

IT artifacts are “absent, black-boxed, abstracted from social life, or reduced to surrogate 

measures” in information systems research. 

Overall, it is not easy to give a satisfactory summary of what the outcome of a design sci-

ence study should be. There clearly are different types of artifacts, ranging from tangible to 

intangible, from a piece of software to abstract theories about solving problems. At the risk 

of overgeneralizing, it seems reasonable to suggest that these ideas fit quite comfortably 

into the different disciplines where design science is most often applied: computer scien-

tists and software engineers may first and foremost be interested in the IT artifact itself, 
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whereas more business-oriented information systems researchers are perhaps more inter-

ested in the context of the artifact and its utilitarian value in an organization. 

8.3 Design science process 

As was discussed in the previous sections, design science research aims to produce new 

artifacts, which are then evaluated and studied to extract generalizable theoretical 

knowledge from them. This implies that design science research process must include at 

least an artifact creation phase and an analysis phase. Indeed, one common model, present-

ed by both Vaishnavi, Kuechler and Petter (2004, 11) and Baskerville et al. (2018, 365), 

depicts a five-step research process. The steps in this model are awareness of problem, 

suggestion, development, evaluation, and conclusion. 

 

Figure 4. Design science research process (Vaishnavi and Kuechler 2004, 11) 

The first two are the preliminary steps where a problem is identified, and possible solutions 

are explored. The development phase is where a new IT artifact is created to test out a pos-
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sible solution to the identified problem. Vaishnavi, Kuechler and Petter (2004, 12) empha-

size that the artifact does not have to be refined, but rather the interest is on establishing a 

functional design for solving the problem. Conversely, the inherent value of the artifact is 

highlighted by other scholars, such as Baskerville et al (2018) and Orlikowski and Iacono 

(2001). The evaluation phase, of course, analyses the new artifact and its impact in solving 

the problem. Vaishnavi, Kuechler and Petter (2004, 12) point out that any deviations from 

the initial expectations for the artifact should be analysed and tentatively explained in this 

phase. They continue to say that the lessons learned from the evaluation may then be car-

ried over to another iteration of the design process, starting from the suggestion phase. 

Finally, after one or more iterations, the research process is concluded. 

8.4 Conducting design science 

The research process model presented in Figure 4 fits reasonably well into this thesis. The 

initial problem, namely a lack of UI implementation for multi-objective optimization, 

served as the initial motivation for this thesis. Once the research problem was defined with 

some accuracy, the main thesis process began. Most of the thesis work was spent in cycles 

of Suggestion, Development and Evaluation phases. The suggestion step involved activi-

ties like exploring viable technologies for development work, establishing guidelines for 

the overall design of the software, and considering new visualization techniques to proto-

type. The main concerns were, on one hand, planning viable technical solutions for desired 

features, and, on the other hand, looking for technical problems and limitations that could 

prevent the development of viable IT artifacts. The most time and effort went into the de-

velopment phase, where the IT artifacts – a web application and a component library – 

were developed. The development work was monitored throughout the thesis process to 

identify problems and to guide future development work. Evaluating the produced artifacts 

with well-defined metrics is an important part of conducting design science research 

(Hevner, et al. 2004, 85–87), however finding suitable evaluation methods and metrics 

proved to be a challenge. As was discussed in Chapter 2, there was a fair amount of uncer-

tainty regarding the direction that this thesis would take in its early stage, which meant that 

it was difficult to establish goals for how the artifacts should be evaluated. Hevner, et al. 
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(2004, 86) present five categories of evaluation methods, out of which Testing fits this 

thesis the best. The data visualization components have automated tests that apply both 

black and white box methods to ensure the functionality of each component. In addition, 

this thesis looks into some notable technical design choices regarding how the visualization 

components integrate into the frontend application, which could be considered 

Architecture Analysis. Finally, this thesis is the obvious conclusion of the research process. 

The thesis presents the new IT artifacts and discusses the lessons learned from their 

development. The most important technical and design concerns are addressed in Chapters 

10 and 11. Chapters 12 and 13 summarize the results of the development work and address 

the question of how feasible the initial vision for the web UI was from a technical 

perspective. Together, these chapters hope to provide some insight into how this type of 

software could be built. 
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9 Software requirements 

This chapter outlines the requirements for the software that was developed in this thesis. 

The first section briefly introduces the discipline of requirements engineering. The second 

section outlines the initial ideas for the new software. These initial ideas and constraints 

are then discussed in more detail in the following three sections, using Laplante’s (2018, 4-

12) system of dividing requirements into functional, non-functional and domain require-

ments. 

It should be noted that the division to functional, non-functional and domain requirements 

is not the only way to categorize requirements. A different approach, suggested by Som-

merville (2011, 83–84), would be to divide requirements into user and system require-

ments. I find functional, non-functional and domain to be a simple and understandable sys-

tem for this case, however more thought should be put into analysing requirements if a 

proper requirements document were to be written. Regarding requirements documents, 

there are many ways to present requirements, ranging from informal natural language to 

visual models or even highly structured formal or mathematical models (Laplante 2018, 

Sommerville 2011). In this thesis, requirements are discussed rather informally using natu-

ral language. 

9.1 What is requirements engineering? 

To start with basic terminology, requirements define the stakeholders’ (f. ex. users, cus-

tomers, and developers) needs for a system under development, and thus they are the basis 

for every project (Hull, Jackson and Dick 2005, 2). More simply, requirements are a de-

scription of what the system should do (Sommerville 2011, 83). The act of eliciting, evalu-

ating, and documenting a project’s requirements is referred to as requirements engineering. 

More specifically, Laplante  (2018, 2–3) defines requirements engineering as follows: 

“Requirements engineering is the branch of engineering concerned with the real-world 

goals for, functions of, and constraints on systems. It is also concerned with the relation-

ship of these factors to precise specifications of system behaviour and to their evolution 

over time and across families of related systems.” It should be noted that requirements en-



 

40 

 

gineering is not specific to software development, but rather it can be applied to develop-

ment of any system. As an example, Laplante (2018, 2) introduces requirements engineer-

ing with an anecdote about building a bridge. 

9.2 Initial requirements 

The list below summarizes the initial set of requirements that were identified in the prelim-

inary discussions between the thesis supervisors and me. Some of the requirements are also 

mentioned in the thesis topic proposition paper, which is included as Appendix A. These 

initial ideas for the software are discussed here to provide context of the starting point of 

the endeavour and to capture some of its original vision. 

The initial requirements for the project, in a rough order of importance: 

1. The software must be open source. 

2. The software must be a web application. In other words, the software must be usa-

ble via a web browser. The frontend application must be able to communicate with 

DESDEO’s backend services. 

3. The visualization components must be implemented in a modular way, so that each 

component is re-usable. 

4. The new visualization components must be interactive. The exact nature of the in-

teractivity was initially vague, although there was a notion of supporting various 

mouse gestures. The purpose of gestures could be, for example, to provide prefer-

ence information to a multi-objective optimization method. 

5. The visualization components must be able to display the same data set and react to 

changes in the data set. In other words, the components should apply the linked da-

ta view paradigm (Wills 2008, 218), where the same data is displayed with multiple 

simple views that are linked with one another. Being linked means that interactions 

with one view are reflected in all linked views. For example, if a piece of data is 

removed from the data set, the change must be reflected across all views. Satisfying 
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this requirement allows the same data to be displayed with multiple visualization 

techniques. 

6. The visualization components should be dynamic and accessible. 

7. The software should be written in a maintainable and extendable manner. 

As can be seen from the above list, some of the requirements were concrete and well-

defined from the start, whereas others were more vague. Out of the above requirements, I 

suspected that achieving a sufficient level of interactivity with the UI would be the most 

difficult problem to solve. 

9.3 Functional requirements 

Functional requirements describe what services the system should provide, how it should 

react to inputs, and how the system should behave in specified situations (Sommerville 

2011, 84–85). Functional requirements should also explicitly define behaviours that are not 

allowed (Laplante 2018, 6). In short, functional requirements define what a system should 

and should not do. Sommerville (2011, 86–87) states that the functional requirements of a 

system under development should be defined in a complete and consistent way. He adds, 

though, that in large and complex systems, achieving this is practically impossible. It 

should also be noted that the distinction between a functional and non-functional require-

ment is not always clear, as Sommerville (2011, 85) points out. 

There are some functional requirements that can be extracted from the initial requirements. 

The first and most obvious one is requirement #2, which dictates that the application 

should be a web application, as opposed to a desktop or a mobile application. Requirement 

#2 also explicitly specifies the need to establish a communication mechanism with 

DESDEO’s backend services. Secondly, requirement #3 emphasizes the importance of 

developing the application in a modular manner. The desire for modularity guided the de-

velopment efforts towards delivering the visualization components as an independent ap-

plication, rather than implement them directly into the frontend application. Hence, the 

components were eventually delivered as an independent component library. Thirdly, re-
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quirement #4 regarding interactivity of the visualization components was a theme that was 

heavily emphasized throughout the development process. It was perhaps the most novel 

aspect of the project, but also the one that presented the biggest challenges. Fourthly, re-

quirement #5 suggested that there was a need for an application-level state management 

solution, as indicated by the need to pass the same data set to multiple components and 

keep the data set synchronized. 

9.4 Non-functional requirements 

If functional requirements describe what a system should do, then non-functional require-

ments describe how the system should do those things. Laplante (2018, 7–11) explains that 

non-functional requirements deal with some observable attributes of a system, such as reli-

ability, reusability or maintainability. He divides non-functional requirements into five 

categories, which are quality, design, economic, operating, and political/cultural. Som-

merville (2011, 87) explains that non-functional requirements are issues that are not direct-

ly related to the services provided by the system. Instead, they are more likely to describe 

emergent system properties (f. ex. response times) or system constraints (f. ex. capabilities 

of input and output devices). Sommerville (ibid.) continues to emphasize the importance of 

non-functional requirements, stating that they are often more critical than individual func-

tional requirements. This is because, according to him, users can typically work around 

inadequacies in system functionality, whereas failing to meet non-functional requirements 

may render the entire system unusable. Sommerville (ibid.) provides an example of an air-

craft control system that fails to meet reliability requirements – in such a case, the system 

is most likely deemed unsafe, and therefore never accepted into use. 

There are a handful of non-functional requirements that can be identified from the list of 

initial requirements. The most obvious one is requirement #1 that mandates for the soft-

ware to be open source. Secondly, requirement #7 states that the software should be devel-

oped “in a maintainable and extensible manner”. The implications of this statement are 

multi-faceted and difficult to meet and evaluate. For some actionable guidelines, favouring 

a statically typed programming language, dedicating some effort into writing automated 

tests, and producing documentation for the software should help with maintainability. En-
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suring extensibility is a difficult topic to address briefly, however dividing the software 

into modules with well-defined public APIs and applying the Open-Closed principle 

(Martin 2017) should provide a good starting point. Thirdly, requirement #6 states that the 

UI should be accessible. Again, this is a complex topic to tackle, and it mostly falls outside 

the scope of this thesis. Ultimately, the look and feel of the finished UI components was 

largely dictated by the libraries that were used in the implementation, and as such, I had 

limited control over how accessible or inaccessible the finished software is. 

9.5 Domain requirements 

Domain requirements are derived from the specific needs of the application domain (in this 

case multi-objective optimization) rather than from the needs of system users 

(Sommerville 2011, 86). Laplante (2018, 11) points out that domain requirements can be 

domain-specific functional requirements, additional constraints placed for certain function-

al requirements, or specifications for how certain computations must be performed. Som-

merville (2011, 86) comments that domain requirements are problematic, because software 

developers often do not have the required domain knowledge to tell if domain require-

ments have been missed out or if they conflict with other requirements. As an example, a 

functional requirement for a banking system might be that it needs to log users’ actions in 

adequate detail. A domain requirement, on the other hand, might be that the system must 

not log certain sensitive customer information. 

There were few clearly domain-based requirements in the initial requirements. The one 

that was mentioned already in the thesis proposal was that a decision maker should be able 

to pass preference information via “interactive graphical elements”. This concern closely 

relates to the requirement #4 regarding interactivity, which was discussed in the functional 

requirements section above. Another feature that was recognized as valuable for multi-

objective optimization was the ability to visualize a data set using different techniques in a 

linked manner, with the aim of helping decision makers analyse the data. Using multiple 

visualization techniques for the same data ties back into requirement #5, which maintains 

that changes to the data should be reflected across all visualizations. 
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10 Technology choices 

This chapter presents the technology choices for the project with some discussion on why 

the selected tools were chosen. More specifically, the first three sections go over the choic-

es of programming languages, frameworks, and data visualization libraries. The entire 

technology stack is summarized in the fourth section. 

10.1 Programming language 

The goal of this thesis was to produce a proof-of-concept interactive UI that runs in a web 

browser. Hence, the use case is a rather obvious fit for a SPA6, which can provide a rich 

and responsive user experience. Taking the SPA route firmly guides the choice of technol-

ogies towards JavaScript and its numerous frameworks and libraries. Furthermore, JavaS-

cript was suggested in the thesis proposal (see Appendix A) as a suitable programming 

language for the task. Ultimately, I decided to forego JavaScript in favour of its younger 

sibling TypeScript as the programming language for both the component library and the 

frontend application. 

TypeScript is a superset of JavaScript that adds optional static type definitions to the lan-

guage; it is essentially JavaScript with static types. TypeScript is a rather popular language, 

having over 19 million weekly downloads on npm at the time of writing. Furthermore, in 

2020, TypeScript was cited as the fourth most used language on GitHub (GitHub 2020). 

TypeScript is fully compatible with JavaScript, which means that TypeScript applications 

are free to use any JavaScript frameworks and libraries without an issue, which was a cru-

cial consideration for this project. 

TypeScript was picked as the language for this project because it is, in my opinion, a better 

JavaScript due to the virtue of static typing. Static vs. dynamic typing is a classic topic of 

debate among software developers, with valid arguments on both sides of the fence7. Per-

sonally, I lean more towards favouring static typing, and I believe that having static types 

 
6 See Chapter 6 for further discussion on client-side web applications and SPAs. 
7 See, for example, Meijer and Drayton (2004) and Ousterhout (1998) for perspectives on the topic. 
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provides benefits for development and especially maintenance of the software. A potential 

downside of TypeScript is the fact that it requires a build step, where the code is transpiled 

into JavaScript so that browsers can understand it. With React applications, though, this 

additional build step does not particularly matter because React applications typically have 

a build step in any case to package the code for deployment. See Evans (2019) for more 

information on building React applications. 

10.2 Frontend framework 

There were two main candidates for a general-purpose web development framework for 

this project: React and Vue. The reasons for considering those two are simple – they are 

both mainstream frameworks at the time of writing, and I had prior experience with both. I 

did not see a compelling reason to explore more exotic frameworks for the purposes of this 

project, because the requirements of the new software – from the perspective of these gen-

eral-purpose frameworks – are fairly basic. The data visualization aspects are a different 

story, however the choice between React, Vue, or some other framework should have rela-

tively little impact on that. 

Between React and Vue, I went with the former for a few reasons. Firstly, React is an older 

and arguably more mature technology than Vue, which should reduce the chances of run-

ning into unexpected problems with the framework. Secondly, and perhaps more im-

portantly, React has a larger ecosystem of libraries to choose from. This is especially no-

ticeable when looking into more niche use cases, such as data visualization. While many of 

the more popular data visualization libraries may, to varying extents, be agnostic about the 

frameworks they are paired with, coupling them with React is probably the safest bet to 

avoid obscure bugs and other problems. Thirdly, React is most likely the more popular 

framework of the two8, which should help with introducing new people into the project in 

the future. 

 
8 At the time of writing, React has roughly five times as many weekly downloads on npm as Vue 
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10.3 Data visualization library 

While the programming language and framework choices were quite easy to make, tack-

ling the challenge of data visualization with JavaScript was significantly more challenging. 

In fact, I consider selecting a suitable data visualization solution to be the most important 

tooling-related decision that was made in this thesis. The choice boiled down to deciding if 

it would be better to go with the perhaps safer but also more difficult to use D3, or one of 

the higher-level charting libraries introduced in Section 7.3. 

Although D3 was a strong contender, my choice was ultimately Victory.js. Victory is an 

open-source, modular charting library for React applications. It is developed by a company 

called Formidable, and the first version of the library was released in 2015 (Formidable 

n.d.). Like many of the other charting libraries mentioned in this thesis, Victory is built on 

top of D3, and it leverages the low-level rendering functionality of D3. In my evaluation, 

Victory provides a reasonable amount of baseline components that work well out-of-the-

box, while also allowing the programmer to write low-level code to customize the compo-

nents, as necessary. Furthermore, I believe that Victory has sufficient support for adding 

and customizing chart element interactions, which was a key consideration for this project. 

That said, chart interactivity is a topic that should be continuously evaluated as develop-

ment of the software proceeds. It is also nice that Victory’s custom components are export-

ed as React components, which makes integrating Victory into a React application effort-

less. Lastly, compared to some of the other charting libraries mentioned in Section 7.3, 

Victory has reasonably good documentation. 

Overall, the main reason for choosing a higher-level charting library instead of D3 was to 

reduce the amount of effort that was required to develop a single visualization component. 

This way, it was possible to prototype multiple types of visualizations and test their inte-

gration with a frontend application. I doubt a similar scope for the thesis would have been 

possible to achieve, had I implemented the components using D3 instead. That said, ex-

ploring the possibilities of D3 (or other charting libraries) would certainly be an interesting 

endeavour for the future. 
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10.4 Summary of technologies 

Below is a summary of the entire technology stack, including the most noteworthy librar-

ies, used to build the frontend application and the data visualization component library. 

Component library and frontend application: 

• Written with TypeScript, using React as the framework. 

• Unit tests are done with Jest, which is a JavaScript testing framework (Facebook 

2021). 

• Linters are used to maintain code quality and uniform style. Linting is done with 

Eslint and Prettier. 

• Applications run inside Docker containers. Containers are used to give future de-

velopers more options on running their own development environments. 

• Continuous integration (CI) workflows are done with GitHub Actions. These work-

flows involve automatically running tests and linters on code changes. 

• Continuous delivery (CD) consists of automatically creating and pushing latest con-

tainer images to Docker Hub. 

Component library only: 

• Uses the Victory charting library as the foundation for the custom charts. 

• Uses the Storybook.js (Figure 5) library as a local development environment. Sto-

rybook is a component explorer tool that can be used to develop UI components in 

isolation (Chroma Software n.d.). Storybook can also double as a documentation 

tool, which is convenient. 

• Application is packaged as a library using Rollup. Rollup is a module bundler that 

compiles JavaScript code into a production-ready package (Rollup n.d.). 

Frontend application only: 

• State management is done with Redux. State management is discussed in Section 

11.2. 
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Figure 5. Storybook’s UI 
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11 Software design choices 

This chapter discusses the most noteworthy design decisions that were made when building 

the frontend application and the visualizations components. Some of the choices were es-

tablished in the planning stage of the project, whereas others were informed by discoveries 

made during application development. 

11.1 Delivering visualizations as a component library 

One of main requirements – requirement #3 in Section 9.2 – was to develop the visualiza-

tion components in a modular manner, so that each component could function inde-

pendently. The focus on modularity culminated in developing the visualization compo-

nents as a stand-alone library. Hence, there were separate code bases for the frontend UI 

application and the data visualization components. The component library was labelled 

desdeo-components and the frontend UI application was called desdeo-frontend. Desdeo-

components was released into the Node package registry, where it is publicly available 

under the same name. Before discussing the implications of the component library ap-

proach, I want to briefly go over the history behind software components, and their more 

modern connotations. 

McIlroy (1969) is commonly credited for popularizing the idea of dividing software into 

components. In his paper, McIlroy argued for adopting “mass production techniques” in 

software development and drew parallels between traditional (at the time) industrial pro-

cesses and software development practices. McIlroy’s thesis was that software industry 

was weakly founded, because there was no “software components subindustry”, which 

could produce “interchangeable standard parts” for software. To illustrate his point, McIl-

roy said that writing a compiler begins by asking “What table mechanism shall we build?”, 

when he believed that the correct question to ask was “What mechanism shall we use?”. In 

other words, he thought that the problem was common enough that it should have an “off 

the shelf” solution. 
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Moving on to the 21st century, component has become a mainstay in the software devel-

opment lingo; indeed, Crnkovic and Larsson (2001) note component-based development as 

a new trend in software development. A decade later, Crnkovic et al. (2011, 593) consider 

component-based software engineering to be an established area of software engineering, 

with its roots in, among other things, object-oriented design. While it is generally agreed 

that software can be built using components, there is no universally agreed-upon definition 

for what a component is. Crnkovic and Larsson (2001) offer four definitions found from 

literature. To quote the most relevant parts for this thesis, a component is “a non-trivial, 

nearly independent, and replaceable part of a system that fulfills a clear function...” and “A 

software component can be deployed independently and is subject to composition by third 

party.”. These definitions fit desdeo-components well. 

Regarding the way in which component-based systems are built, Crnkovic et al. (2011, 

596) maintain that component development occurs in multiple stages, which are “require-

ments, design, implementation, deployment, and execution”. Further, they present these 

stages in the form of a component lifecycle model (Figure 6). The development work of 

desdeo-components closely matched this component lifecycle model. 

 

Figure 6. The component lifecycle (Crnkovic, Sentilles, et al. 2011, 596) 

From a development perspective, the primary benefit of the component library approach 

was that it allowed components to be developed and tested in isolation, without having to 

worry about the context in which they are used. Additionally, I found that while it was ini-

tially more difficult to fully grasp the interplay between the visualization components and 
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the frontend application, creating a hard separation between the two forced me to pay close 

attention to the components’ public APIs, thus hopefully improving their design. Finally, 

having separate code bases meant that it was possible to freely work on the components 

without affecting the frontend application in any way. The most notable downsides were 

the increased complexity in managing component interaction with the frontend application 

and the need for additional tooling to develop the components (Storybook being the most 

notable development tool used). 

11.2 Managing state in the frontend application 

Requirement #5 in Section 9.2 identified developing an application-level state management 

solution as an important requirement for the project. The purpose of the requirement was to 

ensure that any modification to the data set would be reflected in all visualization compo-

nents. Fulfilling this requirement quite naturally leads towards adopting a “single source of 

truth” approach to managing application state. Single source of truth is a principle that 

states that there should be a single authoritative source for a piece of data. The principle 

has been applied in many contexts, from network automation (McGillicuddy 2020) to ser-

vice-oriented architecture (Pang and Szafron 2014) and state management in web applica-

tions (Reduxjs n.d.) – the last of which is of interest to this thesis. 

State management is a rather common problem in frontend web applications, and various 

solutions have sprung up to address it over the years. Some well-known examples include 

the Flux architecture and libraries like MobX and Redux. Without going into specifics, 

they use a centralized data store that is somewhat akin to a database in a server-side appli-

cation. The store is accessed with various mechanisms to read the application state and to 

make modifications to the state. In addition to standalone state management libraries, pop-

ular frontend frameworks also provide tools for managing application state. React, for ex-

ample, addresses state management via class components9 and state hooks10. Desdeo-

frontend uses Redux for state management because its event-driven state management sys-

tem fits rather naturally into the event-based communication style of the visualization 

 
9 See https://reactjs.org/docs/state-and-lifecycle.html for code examples 
10 See https://reactjs.org/docs/hooks-state.html for code examples 

https://reactjs.org/docs/state-and-lifecycle.html
https://reactjs.org/docs/hooks-state.html
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components (see the following section for discussion on event handling). Furthermore, 

Redux is a commonly used state management library, particularly with React applications, 

which should make it familiar to future developers as well. Ultimately, though, the specific 

state management technique is probably not very important, and a working solution could 

be achieved with other tools as well. For example, React’s built-in state hooks would prob-

ably be sufficient for desdeo-frontend’s current needs. 

What is important, however, is to note that the visualization components are stateless, and 

all application state is maintained solely in the frontend application. Alternatively, it would 

have been possible to have each component manage its own state or perhaps devise some 

sort of a state management solution that is integrated into the component library and shared 

across all components. Overall, I am happy with the choice of going with stateless compo-

nents and lifting the application state up to the frontend application. This way, application 

state is managed in one place and data only flows one way11, from frontend application to a 

component. Furthermore, not managing state in the components increases their flexibility, 

because they can be used in a static way to present arbitrary data. If one wants to take ad-

vantage of the interactive features, which are important in the context of interactive multi-

objective optimization methods, the frontend application should implement an event-driven 

state management system. This will be discussed next. 

11.3 Event handling in visualization components 

Requirement #4 in Section 9.2 identified interactivity as an important feature for the visu-

alization components. Coming up with a way to provide sufficient interactivity was per-

haps the most difficult challenge tackled in this thesis. As was hinted above, the final de-

sign was to leave the event handling functionality as the responsibility of the frontend ap-

plication, not the visualization components. 

As an example of an event, clicking on a datum is recognized in most visualization com-

ponents. When a visualization component registers a click event, it passes it on to the 

 
11 For an explanation of one-way data flow, see, for example, https://redux.js.org/tutorials/fundamentals/part-

2-concepts-data-flow. 
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frontend application via an event handler function. These event handler functions are given 

to the component as a prop12 by the frontend application. Due to this, the frontend applica-

tion has control over what specific user actions (like clicking on a datum) do in the applica-

tion; clicking on a datum might, for instance, remove it from the data set, duplicate it, or 

indicate that it has been selected. It is, of course, also possible for the frontend application 

to not implement event handlers for some or all user actions, in which case an action simp-

ly does nothing. 

 

Figure 7. The “onClick” callback function is passed to a component as a prop 

The event handler functions discussed above are an example of a callback function (some-

times called a call-after function). Callback functions are commonly used in JavaScript to 

sidestep issues that stem from the fact that JavaScript is a single-threaded13 programming 

language. A callback function is “a function passed into another function as an argument, 

which is then invoked inside the outer function to complete some kind of routine or action” 

(MDN Web Docs 2020). Alternatively, Dabek et al. (2002, 186) note that callback func-

tions may be used in situations where “a program cannot complete an operation immedi-

ately because it has to wait for an event”. The above is true, however my case was some-

what different; the reason to use callback functions was to expose the event handling func-

tionality out of the components. To phrase that in another way, using a callback function in 

 
12 Props are a way to pass values to React components. Cf. function parameters. 
13 Being single-threaded means that only one thing can ever happen at a time in code. This is bad in situations 

where certain operations take a long time to complete, because the program is forced to wait until the action 

is completed. A common example of a potentially slow operation is calling a web endpoint, which may be 

slow to respond. 
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a component allows the component to perform an operation that it cannot do by itself, like 

manipulate an external data store. 

Relegating the implementation of event handling – including the responsibility of defining 

what the events do – as the frontend application’s responsibility has the clear benefit of 

making the visualization components flexible, and thus re-usable. This is because the com-

ponents’ behaviour is not predetermined, but rather defined by the context in which they 

are used. There are, however, also downsides. Firstly, I discovered that the Victory chart-

ing library has an internal event handling system that is designed to manage user actions. 

My solution essentially bypasses the internal system, which introduces some limitations for 

how the charts can react to events. For example, it would be possible to achieve fairly 

granular styling for chart elements by using the internal event handling, however styling 

elements via “external” events is comparatively limited. Secondly, my solution adds some 

complexity into the interaction between visualization components and frontend application. 

11.4 Wrapper and rendering components 

Most of the visualization components were implemented with two layers; they have an 

inner private rendering component and an outer public wrapper component. The inner ren-

dering component implements all the functionality in a particular visualization component, 

such as drawing the chart and handling any user actions that the component supports. The 

inner rendering component is wrapped inside an outer component, which serves two pur-

poses: Firstly, it exposes the public API of a chart and hides its implementation details. 

The implementation details remain hidden from the consumers of the library because the 

library only exports the wrappers. Secondly, a wrapper component processes the inputs 

that are given to it by the frontend application so that the inner rendering component can 

easily use them. These inputs can be things like controlling the layout of the chart (hori-

zontal vs. vertical orientation) or, most notably, the data set that should be rendered. Re-

garding data sets, it is important to understand that data must be given in a correct shape to 

the rendering components. 
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Figure 8. Example of a wrapper component and a rendering component 

As was mentioned above, the rendering components are given a data set as a parameter, 

and the shape of the data set matters. This is because the rendering components are built on 

top of the Victory charting library. The charts in Victory render their elements (bars, coor-

dinates, lines, etc.) based on the data they are given, which means that the shape of the 

input data often directly determines how the charts are drawn. As an example, the data set 

for grouped bar charts (Figure 9) is made of nested arrays that create the bar groups (“al-

ternatives”) seen in the visualization. One might expect that the same nested array data 

structure can be given to other types of visualization components as well, however that is 

not always the case. For instance, if one wants to try out a visualization technique where 

the groups (alternatives) are stacked on top of one another, the items in the nested arrays 

must be organized differently. Hence, the same data set must be transformed into specific 

shapes that the different chart types can understand and display correctly. Doing these data 

transformations is one of the main responsibilities of the wrapper components. 
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Figure 9. Grouped bar chart shown in Storybook 

It would have been possible to not make a distinction between wrapper and rendering 

components, and rather combine the two into a single entity. I maintain, however, that hav-

ing wrappers and renderers improves the overall design of the components, because they 

help enforce a clear separation of concerns. The wrappers handle external inputs (from a 

frontend application) and perform much of the conditional logic involved in using a partic-

ular visualization component (such as the question of horizontal or vertical orientation). 

Importantly, using wrappers allows the frontend application to pass the same data set, in 

the same shape, to the different visualization components. The wrapper then transforms the 

data set into a shape that the rendering component understands. Handling these concerns in 

wrappers leaves the rendering components relatively free of logic. The result is that the 

rendering components can be written in a mostly declarative style, where they simply ren-

der elements based on the inputs they receive from their wrappers. 
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12 Results 

This chapter summarizes the results of the thesis. The chapter starts off by outlining the 

work that was done in this thesis. The following two sections describe the tangible IT arti-

facts and other intangible artifacts that were produced. The last two sections highlight the 

successes and shortcomings of the thesis project. 

12.1 Summary of work 

The most notable types of work done in this thesis were: 

1. Requirements gathering to identify what I should be building. The requirements 

were evaluated and refined throughout the thesis process. 

2. Identifying technologies – including programming languages, frameworks, and li-

braries – that are suitable for the new applications. 

3. Defining architectural styles and design patterns to serve as the foundations of the 

development work. 

4. Development work, including writing automated test suites. 

5. Building CI/CD pipelines to assist development work and improve code maintaina-

bility. 

6. Writing this thesis to report the results. 

It should be noted that although the above summary of work is presented as a numbered 

list, the work was not done in a strictly ordered fashion, and some activities continued 

throughout the project. 

12.2 IT artifacts 

This thesis produced two new applications – desdeo-components and desdeo-frontend. The 

first is a component library that implements multiple data visualization techniques and the 

second is a SPA that serves as a web user-interface for the new components. Links to the 
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source code for both applications are found in Appendix B. Screenshots of the visualiza-

tion components are found in Appendix C. 

Desdeo-frontend is a rather conventional client-side web application that was built in a 

SPA style with React. It uses Redux for state management and a handful of common librar-

ies for things like routing, unit testing and linting. The primary responsibilities of the ap-

plication are implementing basic page layout and navigation features, integrating the visu-

alization components with one another via a global state management system, and defining 

the behaviour of charts on user actions (f. ex. mouse clicks or selections) via event han-

dlers. Additionally, the frontend needs to communicate with DESDEO’s backend services 

via some mechanism. There were some initial plans for how the integration with the 

backend could be done, however that fell outside of the scope of this thesis. I think the 

most interesting features of the frontend application are the way it communicates with the 

data visualization components via events and the way those events are used to manipulate 

the application’s state. These topics were discussed in Sections 11.2 and 10.3. 

Desdeo-components contains several types of interactive visualization techniques. The 

visualizations were designed with the domain of multi-objective optimization in mind, 

however they should work in other contexts as well. The visualization techniques that were 

implemented include bar chart, scatter chart, value paths, data table and an incomplete spi-

der-web chart. The spider-web chart lacks any interactive functionality, but it can still be 

used in a static way to display data sets. The spider web chart was left in an unfinished 

state due to lack of time and development difficulties with the chart’s event handling. The 

component library was built with React and it heavily leverages the Victory charting li-

brary. The library was designed with the expectation that it would be expanded in the fu-

ture, and that is reflected in its modular design. The component library is publicly available 

in the Node package registry, which means that it can freely be used in any frontend Node 

application. 
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Figure 10. The same data set with three linked visualizations 
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Some of the most important issues that were considered during development were chart 

interactivity to user input and reacting to changes in their data. I think this thesis was rea-

sonably successful in addressing the latter problem of linking the charts together so that 

they all react to any changes in the data set. Figure 10 is a screenshot of desdeo-frontend, 

where two grouped bar charts and a data table are shown on the same page. All three charts 

display the same data set. As can be seen from the screenshot, several items in the data set 

have been selected, which is indicated by the red colour. Selecting or unselecting an item 

in one chart immediately updates all other linked charts as well. Handling user input was a 

more difficult problem to tackle, as was foreseen in Section 2.4. The visualization with 

best support for user interactions is probably value paths (Figures 11 and 12), which allows 

user to brush on the vertical bars that represent different criteria to filter out undesirable 

alternatives (alternatives are shown as orange horizontal lines). Furthermore, hovering on a 

vertical brush bars displays a label with the value of the objective function next to the 

mouse cursor. Most other visualization components support data selection with mouse 

clicks, as well as show relevant labels on mouse hover. 

 

Figure 11. Value paths – initial state 
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Figure 12. Value paths – some alternatives have been filtered out 

Desdeo-components and desdeo-frontend demonstrate one possible approach for building 

interactive web UIs using customizable data visualization components. Hence, I present 

the two applications as the tangible IT artifacts produced in this thesis. Additionally, I pre-

sent the design and architectural features that were discussed in Chapter 11 as complemen-

tary intangible artifacts. These design directions explain the functionality of the applica-

tions and establish guidelines that can be applied for further development. 

12.3 Other intangible artifacts 

In addition to the IT artifacts discussed above, the thesis produced other, less tangible arti-

facts. These artifacts emerged, on one hand, from the information that enabled the devel-

opment of the new applications and, on the other hand, from lessons learned while devel-

oping the new software. 

Before development work could begin in earnest, there was a need to establish basic re-

quirements for the new applications to define what I was building. The results of the ad-

hoc requirements gathering are presented in Chapter 9. While the requirements gathering 
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process was unrefined, it still managed to uncover a few key details to guide development 

efforts. Most notably, interactivity and reactivity (to changes in data) were seen as im-

portant features to prototype in the new software, and they will most likely continue to be 

essential requirements for future development as well. Hence, I present the current soft-

ware requirements as an intangible artifact that could serve as the starting point for more 

strategic requirements gathering and analysis. 

It was initially not clear what technologies would be suitable for the project, and therefore 

exploring available options required a fair amount of effort early in the project. Chapters 6 

and 7 lay the groundwork for the choice of technologies and Chapter 10 presents and ex-

plains the final choices. I present the list of technologies – as summarized in Section 10.4 – 

as another intangible artifact that outlines a viable suite of tools for developing interactive 

data visualization components for the web. The tools identified here could be applied to 

develop rich and interactive UIs in other contexts as well. 

On a more general note, this thesis takes a glimpse into the challenges and possible ap-

proaches of visualizing solutions in multi-objective optimization. Although that is an estab-

lished area of research, re-contextualizing the problem into the domain of the web is rather 

novel. As such, this thesis attempts to draw together the problem spaces of multi-objective 

optimization, data visualization, and web development and tackles them together. While 

this thesis does not produce new design theories, I hope that it has done enough to serve as 

an interesting case study in this rather unique and challenging problem space. 

12.4 What went well 

First, I am overall happy with the choice of technologies for this project. The technologies 

used are a modern, mainstream, and sufficiently mature to facilitate further development. 

Sticking with widely used technologies should make it easier for others to contribute to the 

projects in the future. I am also confident that going with TypeScript over JavaScript will 

contribute to the long-term maintainability of the code base. See Chapter 10 for discussion 

on technology choices. 
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Secondly, implementing the data visualization components as a separate component library 

was almost certainly a good choice. Delivering the components separately from the 

frontend application makes them re-usable, for example in the case that the frontend appli-

cation is scrapped and a new one is developed from scratch. The component library ap-

proach also allows the charts to be developed independently from the frontend application, 

which has been a bit of a trend in recent years14. See Section 11.1 for further discussion. 

Thirdly, going with Victory as the charting library was perhaps a controversial choice. In 

retrospect, I still think Victory was the correct choice for this thesis, however I suspect that 

switching to D3 might serve the project better in the long run. The advantages of Victory 

over D3 are its relatively gentle learning curve (at least in my opinion) and its more high-

level approach to building visualizations, which allows one to create basic visualizations 

fairly easily. See Sections 7.2, 7.3, and 10.3 for further discussion on these topics. These 

benefits were essential to achieving the volume of work that was done with this thesis; I 

believe that implementing a single visualization component with D3 to the current standard 

would have been enough work for the thesis. As such, going with an easier-to-use – but 

less flexible – library allowed for more exploration of the overall problem space. All that 

being said, D3 is probably still the premiere choice for complex data visualizations for the 

web, and thus it may eventually be the way to go for DESDEO. 

Finally, the sprawling and perhaps even unfocused nature of this thesis was both a benefit 

and a hindrance. The benefit was that the thesis was quite successful in identifying several 

areas of further study and development. These suggestions for further work are discussed 

in the conclusion of the thesis. The drawback was that this thesis did not delve very deeply 

into any one topic. 

12.5 What could have been improved 

The first note regarding technical implementation is that exploring chart interactivity was 

perhaps left underdeveloped. The charts implemented can handle some user actions, but 

the feature set is rather limited. As such, adding some more advanced visualization tech-

 
14 See component-driven development: https://www.chromatic.com/blog/component-driven-development/ 
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niques with more complex user interactions may still be required to gain confidence re-

garding the feasibility of the visualization components. 

The second note regarding technical implementation is that Victory is rather particular 

about the shape of the data that it receives, as was discussed in Section 11.4. To get the 

charts to work correctly, a significant amount of data wrangling (i.e. transforming data 

from one shape to another) had to be done with the different visualization techniques. Re-

peatedly transforming the same data set into slightly different shapes is certainly not ideal 

for application performance, nor for code readability. With small data sets, like the one in 

Appendix D, the data transformations are not a problem, as indicated by the functionality 

of the current software. With larger data sets, however, application performance may be-

come a concern. The current solution is to hide the data transformations inside the compo-

nent library to make the visualization components simpler to use, however I am not sure if 

that was the best solution to the problem. Further thought should be put into how data sets 

are passed to each visualization component to reach a good balance between performance 

and ease-of-use of individual components. 

Thirdly, the use of the research method should have been planned more carefully. Alt-

hough I think design science was a fine choice for this thesis, it was applied in haphazard 

way. Firstly, it would have been useful to consider what types of artifacts the thesis is most 

interested in producing. Secondly, the overall research process should have been planned 

more carefully, particularly in terms of how the artifacts are evaluated. Thirdly, it may 

have been a good idea to frame the software development and thesis writing process more 

firmly into predefined iterations. That way, each iteration could have had a specific goal to 

meet, and the overall process may have been easier to analyse. 
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13 Conclusions 

This thesis explored the problem space of building a web UI for a data-intensive applica-

tion in a component-driven style. The web UI was developed with the assumption that it 

may eventually be used as the UI for DESDEO, which implies that the UI should be capa-

ble of handling a wide range of user actions in a reactive manner. The thesis mapped out 

some possibilities and limitations of building such a UI and delivered a proof-of-concept 

implementation of a web UI with multiple independent visualization techniques. Section 

2.2 outlined four research questions for this thesis; those questions are re-visited below. 

The first question was if it is feasible to build interactive data visualization components for 

the web. I would present a tentative yes as the response to this question; although this is a 

complex problem to tackle, my experiences with this thesis suggest that delivering a func-

tional software product that is fit for purpose is feasible. That said, I expect the develop-

ment effort required to produce a polished and high-quality piece of software to be sub-

stantial. Furthermore, I believe that more requirements gathering and analysis should be 

done before investing a great deal of resources into further development work. 

The second question was about identifying suitable technologies for the application. As 

was mentioned in the previous chapter, I am happy with the technology choices for the 

project. I would, however, still put further effort into prototyping other alternatives as well. 

In particular, I would encourage trying out other data visualization libraries and evaluating 

how well they meet the requirements set for the application. Out of the libraries mentioned 

in this thesis (see Section 7.3), D3 is an obvious contender. 

The third question was to establish a method for allowing the data visualization compo-

nents to communicate with one another, as well as the frontend application. This was one 

of the more difficult problems to solve. The solution that is demonstrated with the frontend 

application relies on callback event handlers that the frontend application passes to compo-

nents as props. In this solution, all functionality that the components have is defined by the 

frontend application, and all communication happens via the frontend application. This 

means that an individual component is not aware of any other components, nor does it 
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know anything about the context in which it is used. Although this solution introduces 

some complexity into the overall architecture, it also serves to reduce the coupling between 

the components and the application that uses them, which should make the components 

more flexible and re-usable. I believe that the callback event handler pattern demonstrated 

in this thesis is a suitable solution to the problem of handling user actions in components. 

The fourth and final question asked how application state should be managed. This ques-

tion turned out to be deeply interwoven with the third question, at least in my implementa-

tion. To this, I offer a somewhat open-ended answer that the exact state management solu-

tion used is probably not very important. Alternatively, it might be more accurate to say 

that the way state management should be done depends on how question three is ad-

dressed. My solution for handling component communication was event-based, which is a 

natural fit for an event-driven state management solution. Hence, the frontend application 

employs Redux as the state management system, and it works as expected. Using a simpler 

state management solution, like React’s state hooks, would most likely also work fine. 

Looking at the finished product, I think it is a solid first attempt at establishing the 

groundwork for future development. It is clear, though, that much work remains to be 

done. Due to the sprawling nature of this thesis, there are several avenues for further work, 

suitable for people with varying skillsets. Some ideas are presented below. 

Technical topics: 

• Try creating similar visualization components with a different charting library and 

compare the results. My recommendation would be to try out D3 to see if its more 

flexible toolkit is worth the extra development effort required. 

• Try replacing the React frontend application with a server-side rendered applica-

tion. Writing the application with Python would probably allow it to be included in 

the current DESDEO framework as the UI module. 

• Design and implement a mechanism that allows the frontend application to com-

municate with DESDEO’s backend services. One option that was considered in this 

thesis was a RESTful API, however other alternatives could also be explored. 
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• Deploy the frontend application into a production environment and improve the 

current CI/CD pipelines. For example, build a pipeline for automating the releases 

for the component library. 

• Expand the current selection of data visualization components and/or improve the 

ones that were implemented in this thesis. 

• Benchmark the application’s performance with larger data sets. 

Topics related to software requirements: 

• Review and expand the requirements gathering portion of this thesis. Gather the re-

quirements for the data visualization components and the frontend application in a 

strategic manner (compared to the ad-hoc requirements gathering done in this the-

sis) and write the requirements into a proper document. 

• Evaluate whether the chart components are versatile enough to be used in different 

contexts as well. 

Topics related to UI design: 

• Start planning the UI for DESDEO. Create UI mock-ups. 

• Study what types of data visualization techniques would be best suited for the con-

text of interactive multi-objective optimization. 

In conclusion, I think this thesis was moderately successful in delivering proof-of-concept 

software that demonstrates how to build interactive data visualization elements that work 

in a web browser and can be used in the context of multi-objective optimization. Although 

the software lacks polish, I think it has value as laying the groundwork for further devel-

opment. In my opinion, the most notable merits of the thesis are identifying and demon-

strating some design patterns and technologies that can be used for further development, as 

well as uncovering several directions for future work. 
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Appendices 

A Thesis topic proposition, topic 2 

Topic 2 - A graphical frontend for DESDEO 

DESDEO is an open-source Python based software framework for developing and experi-

menting with interactive multiobjective optimization methods. While a good amount of 

interactive multiobjective optimization methods have already been implemented in 

DESDEO, these methods lack a usable graphical interface. Our goal is to have an accessi-

ble web-based interface, which would work in any modern web browser. Currently, we are 

still prototyping with different interfaces, so we do have usable applications, but develop-

ment of the final version of the interface is yet to be started. 

By choosing this topic, you will learn about many different interactive multiobjective op-

timization methods. You will also learn about designing and developing graphical web-

based interactive interfaces, and you will learn about the archetypical structuring of soft-

ware where a separate backend and frontend application work in tandem. Lastly, you will 

be expected to develop interactive graphical elements, which can be used by a user to ex-

press various preferences related to the different interactive multiobjective optimization 

methods being supported by the frontend. 

Many of the interactive multiobjective methods implemented in DESDEO do lack an open-

ly available graphical user interface. Thus, you will be answering a clear software need 

currently existing in our field of research. We expect the graphical frontend to be devel-

oped in a way that it can be run in any modern web browser. This most likely means de-

veloping the frontend using javascript. You should also be able to combine the frontend 

with the backend using existing web frameworks, for example flask 

(https://flask.palletsprojects.com/en/1.1.x/). Moreover, you should also be ready to work 

on the DESDEO backend to contribute to the API used to communicate with DESDEO. 

You can expect to write a thesis with a technical emphasis on the frontends and its com-

munication with the backend. 



 

78 

 

However, we do not expect you to write a comprehensive interface. It does not have to 

support every currently existing method. However, the frontend should be developed in a 

maintainable and extensible manner so that it can be later developed to support more 

methods. 

This thesis has a heavy emphasis on developing software. We will still expect you to show 

familiarity with the basic literature on multiobjective optimization and the development of 

graphical interfaces. After completing this thesis, you will have a solid basis to start work-

ing on other similar projects and your GitHub profile will be ornated with a nice-looking 

mosaic, which will surely catch the eye of interested parties... 

You will learn: 

• A hands-on experience on full-stack development where the backend has been developed 

in Python and the frontend in javascript (or possibly some other web-friendly language!). 

• A solid understanding on the basics of visual design. What makes a user-friendly inter-

face user friendly? Come and find out! 

• How it feels like to develop pioneering software solutions. 

 

B Source code 

Frontend application: https://github.com/mika-alaoutinen/desdeo-frontend 

Data visualization components: https://github.com/mika-alaoutinen/desdeo-components 

Released npm package: https://www.npmjs.com/package/desdeo-components 

  

https://github.com/mika-alaoutinen/desdeo-frontend
https://github.com/mika-alaoutinen/desdeo-components
https://www.npmjs.com/package/desdeo-components
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C Visualization component screenshots 

Screenshots are taken from a Storybook development environment. The red colour in some 

visualizations indicates that a piece of data has been selected. 

 

Component #1: simple bar chart 
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Component #2: grouped bar chart 

 

 

Component #3: stacked bar chart 
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Component #4: value paths 
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Component #5: spider-web chart 
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Component #6: scatter plot 
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Component #7: basic table 
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Component #8: data table 
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D Multi-objective optimization example data 

An example data set for a multi-objective optimization problem. This data set is used in the 

screenshots in Appendix C. 

 

WQ Fishery WQ City ROI City Tax Plant Resources 

6.042483 3.17527 6.090291 2.444406 0.248895 

5.758127 3.410843 6.887735 8.989781 0.346752 

6.287081 3.207926 2.992514 2.758216 0.326688 

6.134672 2.98383 5.507545 0.581456 0.259547 

5.610188 2.910456 7.082375 0.216794 0.126336 

5.231501 3.248641 7.352708 3.951754 0.295807 

6.34 2.962557 0.321111 0.377181 0.35 

6.291364 3.346416 2.847139 5.67065 0.328574 

5.407513 3.130143 7.254194 2.057297 0.228541 

6.019503 3.350959 6.195485 6.173211 0.327455 
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