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Abstract: This thesis presents the results of the Systematic Mapping Study of Artificial 

Intelligence (AI) Ethics in healthcare. AI ethics thrives to reduce ethical issues to create 

moral, fair, and safe AI applications. This thesis aims to provide a more precise view of AI 

ethics in healthcare. In healthcare, the four main ethical issues mentioned throughout various 

published research are transparency, justice and fairness, accountability and responsibility, 

and privacy and security. As the AI industry is constantly expanding, AI ethics in healthcare 

will become a growing concern for society. Additionally, the AI field can lack information, 

clarity, and structure. Thus, identifying the origin of ethical issues and providing solutions 

for them will be relevant for the day-to-day and academic spheres. A clear proposition to 

lessen these ethical issues in the research domain has yet to be mentioned as most research 

focus on highlighting issues without providing concrete solutions. This thesis contributes to 

the research field by analyzing the relationships between the different stakeholders involved 

and their respective ethical issues. A total of 56 papers were analyzed and the results were 

15 empirical conclusions that highlighted the current literature and its gaps, for example, 

which stakeholder is mentioned less and research more to limit further moral issues. 
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1 Introduction 

In the last decade, our society has evolved drastically especially regarding technologies. One, 

in particular, that has grabbed the public and experts’ attention by its potential, is Artificial 

Intelligence (AI). Despite having various meanings, the one selected for AI regarding this 

thesis is “a discipline that combines computer science, engineering and related fields to build 

machines capable of mimicking human cognitive processes”. (Murphy, et al., 2021) AI holds 

numerous promises to help and improve society’s daily life. For example, it is actively used 

by social media, healthcare, and other domains to predict customer behaviors or analyze 

images. Despite having numerous benefits, AI also bears disadvantages such as ethical 

issues. Society is concerned about unemployment, privacy and surveillance, bias, and 

discrimination. (Pazzanese, 2020) Currently, health systems across nations are going 

through high demand, pressure, and stress as the coronavirus pandemic is spreading. AI has 

been used in healthcare to help medical experts during this difficult time. Therefore, the 

research on AI ethics in healthcare is a currently relevant topic.  

Although the competition to provide the best AI solutions is constantly 

growing, many possible moral questions are not considered. Hence, society is slowly 

expressing a need for ethical legislation of AI. One that has emerged during the 20th century 

is AI ethics and expresses moral concerns, principles, and values related to the use of 

intelligent machines. AI ethics will be defined later on. However, it is the ethics of 

technology that regroups some of these principles. Despite AI ethics questioning how AI 

systems are designed, made, used, and treated (Jobin, Ienca & Vayena, 2019), the use of AI 

in healthcare has created various ethical issues such as accountability, privacy, and 

transparency issues. (Davenport & Kalakota, 2019) In 2017, the first FDA DL application 

was approved for healthcare (Kaul et al., 2020) and the European Parliament established the 

Civil Law Rules on Robotics: European Parliament resolution of 16 February 2017 which 

included guidance to AI in healthcare. (Gerke et al., 2020) Thus, this thesis aims to provide 

a more precise view of certain ethical impacts that AI has on healthcare. 
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1.1 Research Questions 

To achieve the objective of this thesis, a research method is necessary. Thus, the chosen 

research method is Systematic Mapping Study (SMS) which will help to map the current 

academic literature of AI ethics in healthcare as notions related to AI keep changing rapidly. 

This methodology choice is explained in the following section. As for the main research 

question, what is the current state of ethical issues created by using AI in healthcare, it is 

split into the following: 

[R1] What is the current state of stakeholders involved in using AI in 

healthcare in the research field? 

[R2] How are the ethical issues using AI in healthcare mitigated in the 

research field? 

[R3] What are the current gaps in the research field? 

These sub-questions will be explored in more detail in the SMS chapter. 

1.2 Research Method 

For this thesis, the research method needed to provide a broad view of the current state of 

academic literature. As Petersen et al. (2008) explained, the Systematic Mapping Study 

(SMS) results present the quantity and type of the relevant literature reviewed as well as the 

current gaps in the academic literature. Therefore, an SMS was selected over a literature 

review as the topic is still emerging and changes rapidly. SMS is a methodology that provides 

an overview of the type of reports and results published by categorizing them. (Kitchenham 

et al., 2012) As shown in Figure 1, it consists of many steps and each has different outcomes.  

 

Figure 1. SMS Steps and Outcomes from Petersen et al. (2008) 
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The first step is to define the research questions that will reduce the quantity 

and types of research and results within that field; this will set the study scope. Then, the 

conducted search will define the search string across different databases. This search string 

comes from the keywords of the research questions. Next, the screening of papers defines 

which articles are to include and exclude from the research. Keywording allows one to 

reduce the time required for creating the classification scheme and ensures that the scheme 

takes the existing research into account. Finally, after the classification scheme is completed 

and the relevant sources are sorted, the data extraction starts. It will highlight the areas that 

will need further research by analyzing the frequency of types of existing publications. 

(Petersen et al., 2008) These steps are more closely analyzed in Chapter 3. 

Also, SMS is a type of Systematic Literature Review (SLR). Both, SMS and 

SLR, are secondary studies. It means that they are data gathered from previously conducted 

research, compared to primary studies that are self-conducted data. SLR tends to collect, 

select, and analyze primary studies to answer a specific research question in contrast to SMS 

that provides a broader view by categorizing the current literature. SLR tends to be based on 

empiric data, while SMS is based on constructive data. (Kitchenham et al., 2011)  

For this reason, SMS methodology is a better option to understand the current 

ethical issues involving AI in healthcare. The main benefit of SMS is that the research 

content can be reused for an SLR which would be less time-consuming. Although, that 

means the SMS methodology was done correctly and information is up to date. (Kitchenham 

et al., 2011) It also is a very time-consuming study which means that not everyone can 

provide good results with SMS methodology. Therefore, the inclusion and exclusion criteria 

are important to limit the amount of literature to ensure the quality of the research. (Petersen 

et al., 2008) 
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1.3 Thesis Outline 

The second chapter of the thesis presents the theory needed for the SMS methodology. It 

briefly goes over the evolution of AI, the type of intelligent machines used in healthcare, and 

ethics. The history provides an overview of how fast AI has been growing and its potential. 

Also, it describes the type of AI currently used and in which domain. Finally, the ethics 

section provides some of the current issues faced by developers, medical experts, patients, 

AI autonomous machines, and governments and institutions. In summary, this background 

gives the reader an understanding of the current state of the field of AI ethics in healthcare. 

The third chapter covers the literature search process. This continues the SMS 

methodology description by going over the research questions and process, the primary 

search, and the inclusion and exclusion criteria. The number of articles from 2017-2021 was 

428 after the literature search. 

            The fourth chapter is about the classification after the inclusion and exclusion 

criteria and the process which made the selected papers went through three processes of 

screening. Once the screening finished, the final sample was of 56 papers. 

            The fifth section goes over the selected studies (n=56) by displaying the 

classification schema and results. It presents analyzed and structured results including the 

bubble plot visualization as well as empirical conclusions.  

The sixth chapter presents the discussion of the findings. Finally, the last 

chapter presents the conclusion. The research questions are compared to the results, 

limitations of the research as well as possibilities for future research are mentioned. 
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2 Background 

This chapter intends to provide an overview of the current primary themes related to this 

topic and the present state of AI ethics in healthcare in the academic literature. Furthermore, 

this section aims to provide the necessary knowledge to understand this thesis in more detail. 

First, it explores the history of AI in medicine followed by the types of AI used in healthcare, 

including their benefits and disadvantages. Next, AI Ethics is explained as well as the 

ongoing ethical issues related to healthcare. Finally, this section ends with a summary of the 

presented theory. 

2.1 History of AI in Medicine 

One of the first to mention the concept of AI was Alan Turing in 1950. He defined it as the 

ability to stimulate critical thinking in computers to achieve cognitive tasks. (Amisha et al., 

2019) Although AI has various interpretations, Guan (2019) defined it as “giving human 

intelligence to a physical or virtual machine”. Despite starting with simple “if, else” 

statements, it evolved to include complex algorithms to imitate the human brain and can take 

different forms in technologies such as Machine Learning (ML), Natural Language 

Processing (NLP), Computer Vision (CV), and Deep Learning (DL). (Kaul, Enslin, & Gross, 

2020) These are explained in detail later in this section. 

 

  In the last decades, AI has been more present and accepted in medicine due to 

the progress of DL and ML. (Kaul et al., 2020) As modern medicine is confronted with 

collecting, analyzing, and applying an enormous amount of data, (Ramesh et al., 2004) 

predictive tools can be used by clinicians for diagnosis and prediction of therapeutic 

response, and preventive medicine. (Le Berre et al., 2020) These tools supported by AI 

provide more accuracy, efficiency in the workflow and clinical operations, and facilitating 

patients’ monitoring and outcomes. (Kaul et al., 2020)  
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 Additionally, the progress of AI in healthcare has not been linear. According 

to Kaul et al. (2020), it is can be categorized by periods: 1950s-1970s, 1970s-2000s, and 

2000s-today. The first category contains the beginning of AI. During that time, developers 

were only interested in developing machines able to display critical thinking. (Kaul et al., 

2020) In terms of technologies, that period contains multiple innovations. The first industrial 

robot arm was created to help the assembly line at General Motors (Moran, 2007). Also, a 

new chatbot called Eliza was introduced and it used NLP to imitate an online human 

discussion (Weizenbaum, 1966) as well as, Shakey, the first mobile robot, was presented 

and it was able to comprehend instructions. (Kuipers et al., 2017)  

 

The following period, the 1970s-2000s, is known as “AI Winter” as interest 

and funding greatly reduced during these years. (Kaul et al., 2020) Despite this, pioneers in 

the field still collaborated and created different AI tools. For example, a consultation 

program for glaucoma using the CASNET model was created to provide advice on patient 

management given a specific disease based on its database. (Weiss et al., 1978) It also 

became possible to use computer analysis in diagnosing strong abdominal pain. (Ramesh et 

al., 2004) MYCIN was appraised for being able to provide a list of potential pathogens and 

the correct antibiotics according to the patient’s case. (Kulikowski, 2019) Finally, DXplain 

was created to provide possible diagnostics based on given symptoms (Amisha et al., 2019) 

In healthcare, different AI tools started to emerge in clinical settings such as fuzzy expert 

systems, Bayesian networks, artificial neural networks, and hybrid intelligent systems. 

(Amisha et al., 2019) 
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  Finally, the last period contains the most impressive advancements for AI as 

NLP and DL evolved. Some technologies included during that time are IBM Watson, virtual 

assistances, Pharmabot, Mandy, and Convolutional Neural Network (CNN). IBM Watson is 

a supercomputer that uses DeepQA, a mix of NLP and search algorithms, to provide answers 

to any question, (Ferrucci et al., 2013) Different virtual assistances that use NLP were 

introduced to society such as Siri from Apple and Alexa from Amazon. Pharmabot was a 

chatbot used to help children and parents with medication (Comendador et al., 2015) and 

Mandy was a chatbot used to discuss with a patient to assess their needs and forward them 

to medical experts. (Ni et al., 2017) Finally, CNN was developed to be used in image 

processing classification. (Hoogenboom et al., 2020) Additionally, in 2016, healthcare 

applications had received the most funds compared to other sectors. (Amisha et al., 2019) 

To resume, Figure 2 provides an overview of the development and use of AI in medicine. 

 

 

Figure 2. Timeline of the development and use of AI in medicine from 

Kaul et al. (2020) 
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2.2 Types of AI in Healthcare 

AI can take several forms in healthcare. It can be virtual, physical, or a mix of both. Virtual 

AI includes ML, NLP, rule-based expert systems, and robot process automation. Physical 

AI includes physical robots and brain-computer interfaces (BCIs). (Guan, 2019) 

Additionally, most AI technologies mentioned in the following chapter use DL algorithms. 

2.2.1 Machine Learning, Artificial Neutral Network & Deep Learning 

First, ML can be defined as an AI field where a computer program can learn from training 

models with data to perform tasks without receiving explicit instructions. (Dalal, 2020) It is 

the most common approach of AI and has different levels of complexity. (Davenport & 

Kalakota, 2019) In healthcare, ML has many applications and uses. Usually, precision 

medicine utilizes traditional ML, and disciplines like radiology, oncology (Davenport & 

Kalakota, 2019), genetics, and molecular medicine require more complex forms of ML. 

(Guan, 2019) Traditional ML differs from DL as it regroups different methods such as 

regression, trees, cluster, and classification. Traditional ML is based on a strict set of rules 

to provide results while DL uses neural networks. (Paterakis et al, 2017) 

While ML regroups diverse approaches and techniques, Artificial Neural 

Networks (ANN) is its most popular one in medicine. (Ramesh et al., 2004) Naraei et al. 

(2016) describe ANN as a tool used for data classification. It is composed of interconnected 

computer processors able to perform parallel computations for data processing and 

knowledge representation. (Ramesh et al., 2004) ANN is very versatile and can conform to 

any given data. (Naraei et al., 2016) It learns from historical examples and its own 

experience. Then, it proceeds to analyze unrelated information, handle unclear knowledge, 

store the general outcome model and apply it to another set of data. (Ramesh et al., 2004) It 

helps the computer program to learn.  
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Various domains in healthcare use ANN such as in the clinical diagnosis, 

image analysis in radiology and histopathology, data interpretation in an intensive care 

setting, waveform analysis, diagnosing cytological and histological specimens, analyze 

cancer data (Ramesh et al., 2004), for smart health records, and crowdsourcing data. (Dalal, 

2020) For many researchers and medical experts, ANN helps to find and identify intricate 

relationships between variables in a complex setting that they could not have found without 

ANN. Its main issue is to use pre-existing information that can potentially contain any human 

bias. (Ramesh et al., 2004) Similarly, DL is another technique of ML. (Davenport & 

Kalakota, 2019) It can be explained as: 

“A form of representation learning—in which a machine is fed with raw data and 

develops its own representations needed for pattern recognition—that is composed 

of multiple layers of representations. These layers are typically arranged 

sequentially and composed of a large number of primitive, nonlinear operations, 

such that the representation of one layer (beginning with the raw data input) is fed 

into the next layer and transformed into a more abstract representation. As data 

flows through the layers of the system, the input space becomes iteratively warped 

until data points become distinguishable. In this manner, highly complex functions 

can be learned.” (Esteva et al., 2019) 

A great benefit of DL is to be able to multitask. It can run on large datasets 

while continuously improving the data gathered. Also, it can take different types of data as 

input; thus, DL outperforms many ML technologies. (Esteva et al., 2019) Figure 3 provides 

a visualization of how DL transforms different sources of information into results. 

 

Figure 3. Example of Deep learning from Esteva et al., (2019) 
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In healthcare, DL is used in various specialties such as radiology in pattern 

imaging analysis, speech recognition, diagnosis (Davenport & Kalakota, 2019), the 

discovery of drugs and manufacturing, personalized medicine, and many others. (Dalal, 

2020) Unfortunately, one of its issues is explaining its reasoning behind the obtained result 

because it is almost impossible for developers and medical experts to do so. (Davenport & 

Kalakota, 2019) 

2.2.2 Natural Language Processing 

NLP is defined as a way for computers to comprehend human language. Also, it is utilized 

in different fields such as speech recognition, text analysis, and many more. (Davenport & 

Kalakota, 2019) NLP proceeds by transforming writings into machine-readable structured 

data. It can do so by using ML methods and its algorithms. (Jiang et al., 2017) For example, 

Recurrent Neural Networks (RNN) is a type of DL algorithm effective at processing 

sequential inputs like language, speech, and time-series data. (Sutskever et al., 2014) 

In recent years, many successes were attributed to NLP such as machine 

translation, text generation, and image captioning. (Esteva et al., 2019) In healthcare, it is 

commonly used for the creation, understanding, and classification of clinical documentation 

and published research. Also, it can analyze unstructured clinical notes on patients, prepare 

reports, transcribe patient interactions and conduct conversational AI. (Daven-port & 

Kalakota, 2019) The combination of using DL and language technologies allows the creation 

and sustainability of domain applications such as Electronic Health Records (EHR). (Esteva 

et al., 2019) EHR is gaining popularity and is becoming omnipresent. It is evaluated that 

within a decade, the EHR of a large medical organization can comprehend up to 10 million 

patients’ medical transactions that each produces a maximum of 150,000 bits of data. 

(Shickel et al., 2017) It is significant progress for medical experts as it represents 200,000 

years of doctor knowledge and 100 million years of patients’ information. (Rajkomar et al., 

2018)   
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There are also chatbots used for patient interaction, mental health and wellness, 

and telehealth. (Davenport & Kalakota, 2019) Soon, many believe that automatic speech 

recognition (Shickel et al., 2017) and information extraction technologies combined will 

create reliable clinical voice assistants that will be able to take notes of patients’ visits. This 

improvement would allow doctors to reduce time on documentation and increase time spent 

with patients. (Esteva et al., 2019) Patients have expressed one issue regarding the 

probability of chatbots revealing confidential information, complex health conditions, and 

poor usability. (Davenport & Kalakota, 2019) 

2.2.3 Others 

In this section, several AI technologies are briefly presented including rule-based expert 

systems, physical robots and BCI, and Computer Vision (CV).  

 

Rule-based expert systems are established on a collection of “if-then” rules that 

require experts’ knowledge in a particular field to set those boundaries. (Davenport & 

Kalakota, 2019) They are mostly used concerning clinical decision support for heart failure 

diagnosis and treatment plans. One main problem with those computerized systems is the 

lack of guidelines to provide automated decision support and alerts. (Seto et al., 2012)   

 

Robot Process Automation (RPA) is an inexpensive program that helps to 

automate digital assignments easily. (Davenport & Kalakota, 2019) In healthcare, RPA holds 

many benefits such as increasing efficiency, providing support to the front desk, improving 

data privacy, and being cost-effective. (Ratia et al., 2018) In the same domain, it is used 

generally for administrative and repetitive tasks like prior authorization, updating patient 

records, and billing. (Davenport & Kalakota, 2019)   
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Physical robots are set to perform specific tasks and to be care or surgical 

robots. (Davenport & Kalakota, 2019) They are usually used for elderly care and in medical 

procedures. AI Robots have different problems like the technology not being advanced 

enough to achieve their goals, its robustness, and several legal and ethical issues. (Turja et 

al., 2017)  

BCI is a system that receives, decodes, and interprets brain signals to a given 

output such as a device or feedback to the user. Their primary function in healthcare is to 

improve patient's lives suffering from neurological disorders. (Guan, 2019) It is essential to 

understand that both end-users and BCI form a team. As the user generates data, the BCI can 

start decoding once the training dataset is completed. It is usually used in healthcare to 

improve a disabled person's day-to-day life. Its main problems are related to the privacy and 

confidentiality of patients. (Shih et al., 2012)  

Finally, CV is a tool that can analyze images and video by using classification, 

detection, and segmentation. It is mainly used for medical imaging for diagnosis in 

dermatology, radiology, ophthalmology, and pathology. (Russakovsky et al., 2015) CV can 

achieve this by applying Convolutional Neural Networks (CNN) which is a form of DL that 

evaluates the information that expresses natural spatial invariance. (Esteva et al., 2019) In 

simple words, the CNN process can be divided into two steps when breaking down a picture: 

first, it learns the natural statistics (lines, curves, colors, etc.) in the image by allowing its 

algorithm to process large quantities of information; second, its algorithm analyzes higher-

level layers to find similarities between learned diagnostics. (Choi et al., 2017) CV also faces 

different issues such as lack of clinical context and difficulties to obtain large labeled 

datasets. (Ronneberger et al., 2015)   
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To summarize the various technologies and approaches in AI, Figure 4 

presents the different relationships between them. DL and ANN are part of ML that is a 

subset of AI. NLP, voice recognition, CV, robotics & motions are different AI technologies 

that also employ ML with their respective algorithms. (Merkell, 2020) 

 

Figure 4. Overview of AI technologies’ structure based on Merkell (2020) 

2.3 Ethics 

As new AI advancements previously mentioned emerged, the public and policymakers’ 

interest grew stronger regarding them. (Jameel et al., 2020) AI tools have clear benefits as 

well as disadvantages. For example, they create new ethical issues and challenge current 

norms such as transparency issues, but they also can assist society in simple or more complex 

tasks. (Müller, 2020) Despite the AI's potential to solve complex problems, few publications 

discussed ethical issues involved using AI. Some papers mentioned and proposed machine 

ethics as a solution, but many criticized it. (Vakkuri & Abrahamsson, 2018) As society wants 

to exploit AI to its fullest and improve daily life, AI will require to follow certain essential 

ethics as human individuals to limit most possible accidents. It is noteworthy to mention that 

AI has the ability to make decisions that can have an ethical impact. (Jameel et al., 2020) 

Thus, AI ethics has gained momentum recently to provide possible guidelines to these new 

issues. 
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As it involves different domains such as computer science and philosophy, the 

academic discussion about AI ethics has been diverse. Therefore, establishing a unified 

definition for it is quite challenging. (Vakkuri & Abrahamsson, 2018) In the author’s 

opinion, AI technologies must follow some guidelines in terms of ethics, as too many 

ambiguous areas can lead to burdensome issues. The European Parliament also supports 

such statement as it has published the Civil Law Rules on Robotics: European Parliament 

resolution of 16 February 2017 with guidance to AI in healthcare. (Gerke et al., 2020) 

            Furthermore, ethics is defined as a study in philosophy that attempts to classify 

things into the notions of right and wrong and to help one develop its morality. (Velasquez 

et al., 2010) Ethics is divided into the following: 

1. Normative ethics, which includes theories about what we should do and why. 

2. Metaethics, which is more focused on ethics theories themselves. 

3. Applied ethics, which includes how to use normative theories to given issues.  

(McCartney, 2015) 

The last category is usually work- or organization-related. Thus, one of its sub-

fields is computer ethics, which itself contains AI ethics.  (McCartney, 2015) In the last two 

decades, information and computer ethics have merged. (Floridi, 2009) Computer ethics is 

defined as theories evaluating the nature and social impact of computers and reasoning 

ethical policies behind their uses. These theories are part of a complex and dynamic field 

because computers evolve each year with newer technologies. (Moor, 1985) While 

information ethics studies ethical issues behind the validity, availability, and accuracy of 

online information. (Floridi, 2009)  

 

As mentioned previously, in this thesis, AI ethics is seen as a sub-study of 

computer and information ethics. (Moor, 2006) It contains different theories such as machine 

ethics which has been researched quite a lot such as Anderson & Anderson's study (2007). 

Compared to computer and information ethics that focuses on how individuals use a 

machine, machine ethics studies machines' behavior towards human and machine users. 

(Anderson & Anderson, 2007)   
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The essential point of machine ethics is that machines are implicit and explicit 

ethical agents. This is useful to understand the relevancy of AI machines as stakeholders in 

this thesis. First, implicit because they have software inside them to avoid potential unethical 

behaviors. Second, explicit since they can make the best choice in case of a moral issue. 

(Moor, 2006) Hence, to perform at their best ability and following ethical guidelines, AI 

machines will need to have moral guidelines, and this is where AI ethics becomes critical. 

In this thesis, machine ethics is a sub-part of AI ethics. Below, Figure 5 summarizes how all 

the mentioned ethics are related to each other. 

 

Figure 5. Summary of Classification of Mentioned Ethics 

  

Ethics

Computer &  
Information Ethics 

AI Ethics 

Machine Ethics 
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The field of AI is very active, in constant evolution, and involves various 

domains such as computer science, mathematics, information science, and others. (Russell, 

& Norvig, 2015) Therefore, defining AI ethics can be quite complex and limiting, but as AI 

tools are gaining more importance within society, a need for ethical guidelines emerges. for 

this thesis, AI ethics will be described as a term, used in AI sub-sectors, as a response to 

ethical problems in terms of causes, consequences, and possible solutions. AI ethics has 

many research fields such as explainable AI (XAI), responsible AI, and machine ethics.  

Thus, developers should aim to limit ethical issues to create moral, fair, and 

safe AI applications by considering AI ethics guidelines. (Leslie, 2019) Moreover, AI ethics 

seems to have many points of view, but the five recurring central themes throughout different 

studies including the research of Jobin et al. (2019), Reddy et al. (2019), and Davenport & 

Kalakota (2019), with recurrent similar definitions: 

1. Transparency (which involves XAI) 

2. Justice & Fairness 

3. Security 

4. Accountability & Responsibility (which involves responsible AI) 

5. Privacy  

Transparency is described as explainability, understandability, and 

interpretability. Justice and fairness are defined as consistency, inclusion, equality, equity, 

non-bias, non-discrimination, diversity, plurality, accessibility, reversibility, remedy, 

redress, challenge, access, and distribution. Security is defined as non-maleficence, safety, 

harm, protection, precaution, prevention, integrity (bodily or mental), non-subversion. 

(Jobin et al., 2019) Responsibility is explained as accountability, (Davenport & Kalakota, 

2019) liability, and acting with integrity. (Jobin et al., 2019) Privacy is characterized by 

personal or private data. (Reddy et al., 2019)  
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For example, some will use a guideline called FAST that regroups fairness, 

accountability, sustainability, and transparency. Developers usually use it in AI projects to 

maintain the ethical aspect. Figure 6 provides a brief understanding of each point. 

 

Figure 6. FAST Theorem from Leslie (2019) 

2.4 AI Ethics in Healthcare 

As the AI field keeps evolving, AI tools, such as decision-support systems, are slowly 

replacing and amplifying human cognitive activities in diverse fields. With this, growing 

concerns are emerging on how to ensure these systems can act within a certain set of values 

that are aligned with its users, developers, and society. (Dignum, 2020) As Bartoletti (2019) 

mentioned, healthcare is considered one of the most attractive and promising fields for AI 

technologies. For example, medical experts are now using AI imaging to detect cancer faster 

and earlier than before. However, since healthcare takes care of people’s health, any 

technology of this domain must comply with laws, regulations, and privacy rules. (Bartoletti, 

2019) In general, AI technologies can generate various ethical issues in healthcare, such as 

AI bias, privacy issues, patient-clinician trust issues (Reddy et al., 2019), transparency, 

accountability, and permission problems. (Davenport & Kalakota, 2019) Despite them, AI 

technologies have the potential to democratize expertise, globalize healthcare, and make 

healthcare available in remote areas. (Gerke et al., 2020) AI ethics aims to highlight some of 

these problems for medical experts, developers, and entities to find possible solutions. This 

thesis focuses on the four issues mentioned in the previous chapter: transparency, justice and 

fairness, accountability and responsibility, privacy and security (Jobin et al., 2019), and their 

possible solutions.  
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2.4.1 Transparency 

Transparency is defined as an information exchange between a receiver and an object, where 

the object is in charge of giving the results of an operation to the receiver. (Woudstra, 2020) 

This concept is essential as it allows to create and maintain trust amongst stakeholders. In 

healthcare, the trust between medical experts and patients is crucial to ensure a successful 

implementation of AI. (Gerke et al., 2020) Unfortunately, many AI algorithms, especially 

ML and DL, are near impossible to interpret or explain by developers and medical experts. 

(Whittaker et al., 2018) This problem, also known as the black-box issue, appears when AI 

leads to opaque decision-making processes. Then, patients’ trust can decrease and lead to 

transparency issues. Equally, overreliance on this technology can reduce the discussion and 

contact between clinicians and patients and create transparency concerns. (Reddy et al., 

2019) In AI ethics, the transparency aspect creates concern with putting into place and 

maintaining a framework for defining various types of transparency and for the audition of 

algorithms. (Weller, 2017) Additionally, XAI is also part of the transparency aspect in AI 

ethics and can be explained as an AI tool able to provide a report regarding the algorithm 

responsibility between stakeholders. (Gunning & Aha, 2019) It consists of two main aspects: 

to be able to provide human-readable explanations on its intent, reasoning, and decision-

making process and to be able to pinpoint whose responsibility it is in case of a bias for 

example. (Miller, 2019) 

For example, Corti is an AI software that uses ML to assist emergency 

dispatchers in making decisions during a cardiac arrest. Its algorithms are considered “black 

box” as even its inventor cannot explain or deduce how the software has reached its 

conclusion. (Gerke et al., 2020) As well as reducing trust, AI models can impair the 

recommendations given by the technology and the identification of any biases. (Reddy et al., 

2019) Therefore, transparency and fairness go hand in hand. As the AI machine learns from 

a data set, it takes it as the truth and cannot detect biases. The quality of the given dataset is 

crucial because the program will reproduce that flaw. (Gebru et al., 2020) Transparency and 

accountability problems also go hand in hand as understanding AI technology’s thought 

process is near impossible. For example, who will be to blame if an incident happens: the 

technology, the developer, or the user.  (Davenport & Kalakota, 2019)  
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To summarize, the lack of explainability of results provided by AI will 

decrease the trust of patients towards medical experts as well as the trust of medical experts 

in AI. (Reddy et al., 2019) Moreover, it will impair the detection of any bias. (Gerke et al., 

2020) A solution currently used to decrease these transparency issues is XAI. (Reddy et al., 

2019) Although, the technology is not expected to provide the detailed reasoning behind its 

decision. (van Lent et al., 2004) XAI aims to increase transparency, to be able to trace the 

given result, and to improve the AI model. (Dave et al., 2020) 

2.4.2 Justice & Fairness 

Justice and fairness are defined as consistency, inclusion, equality, equity, non-bias, non-

discrimination, diversity, plurality, accessibility, reversibility, remedy, redress, challenge, 

access, and distribution. (Jobin et al., 2019) In this context, justice and fairness are covered 

by exploring the data consistency and inclusion, and the potential biases. In healthcare, AI 

data analysis is used to make predictions. There are three types of concerns regarding AI: 

the given data had was unfair, human cognitive bias such as intuitive judgment, and 

statistical bias such as when data exhibits a systematic error. Usually, these biases happen 

when unfair conclusions are made by the influence of irrelevant aspects to the matter. (Gerke 

et al., 2020) In AI ethics, the fairness aspect is a concern as the algorithm needs to be equally 

efficient for all involved users without introducing in the future possible discrimination, 

especially regarding decision-support systems. (Mehrabi et al., 2019) 

Data biases are divided into three categories: behavioral bias, which is about 

content sharing and news spreading; population bias, which is about different gender, 

ethnicity, age, etc.; and linking bias, which is the different influences on the study during 

data collection. (Jameel et al., 2020) AI biases arise when the data used in training AI models, 

is not representative of the target population, is inadequate, or incomplete. It can lead to an 

over or under-estimation of risks as overestimating risks of criminal recidivism for a racial 

group. (Reddy et al., 2019)  
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If an ML tool would be given a biased database, it would fail to recognize the 

issue and would codify and automate it. (Gebru et al., 2020) For example, a decision support 

system aims to assist medical experts in identifying the best treatment for patients with skin 

cancer, but it has only trained with a database based on Caucasian patients. It can lead to the 

tool having issues suggesting recommendations because of the labeled data being under-

inclusive. Another example, IBM Watson for Oncology runs AI algorithms to evaluate data 

from existing medical records and provide medical experts with possible treatment 

recommendations for the given patient. Recently, it was accused of providing inaccurate 

cancer treatments during test cases as its labeled dataset was composed of a few created 

cancer cases. Therefore, given datasets must be reliable and accurate because the better will 

the labeled data be, the better the AI technology will behave. (Gerke et al., 2020) Despite 

the difficulty of finding a big labeled dataset, developers need to be aware of such bias when 

they attempt to minimize them at all stages of product development. They should consider 

the risks of biases when selecting the ML technologies and the dataset’s quality and 

diversity. (Gerke et al., 2020) 

2.4.3 Accountability & Responsibility 

Accountability and responsibility are important issues in AI ethics, especially in healthcare. 

There is a difference between the two terms. According to Dignum (2020), responsibility 

refers to developers’ duty to develop an accurate and ethical AI technology, to educate on 

how to use it correctly, medical experts’ usage of the tool, and the AI machine’s capabilities 

of providing answers and errors. Accountability refers to one responding for their action and 

is related to liability. For example, who would be accountable if a self-driven car hits a 

pedestrian? (Dignum, 2020) Thus, it is difficult to establish accountability for AI systems. 

(Davenport & Kalakota, 2019) Responsibility is associated with autonomy and personhood. 

In AI ethics, some systems have a certain level of technical autonomy without questioning 

responsibility. (Alexander & Ripstein, 2001)  
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Regarding AI ethics, the responsibility aspect is focused on algorithmic 

accountability. Wieringa (2020) defines it as an accountability relationship in which one 

individual provides a statement for the algorithm that they may or may not have created. 

That one individual can be anyone involved in the making and deployment of the algorithm. 

(Wieringa, 2020) Currently, there is a global approval that accountability, liability, and the 

rule of law are basic requirements that new technologies should take into account. In the 

case of robots, it has not yet been agreed on how responsibility and accountability should be 

applied. (Coeckelbergh, 2010) In Europe, the European Parliament published the Civil Law 

Rules on Robotics: European Parliament resolution of 16 February 2017 with guidance to 

AI in healthcare. This resolution challenges the legitimacy of present liability rules and maps 

the accountability of emerging digital technologies such as AI. (Gerke et al., 2020) In the 

United States, if a medical expert would use AI technology and an incident would happen 

with a patient, they would be held accountable. It is considered that the clinician should only 

use the AI tool as a recommendation, and they are the ones making the final decision. (Gerke 

et al., 2020) Therefore, to avoid this problem, physicians should adopt it as a confirmatory 

tool instead of simply following the recommendation. Also, some suggested product liability 

against the developers in case of misdiagnosis. It would require stricter accountability of the 

manufacturer for defects. (Gerke et al., 2020)  

Some solutions proposed through different research were to identify the 

appropriate stages (approval, introduction, and deployment) for which monitoring and 

evaluating are critical to ensure the safety and quality of AI-enabled services, (Reddy et al., 

2019) and to keep the current medical malpractice regulation that aims to meet deterrence 

and compensation of the victims. For example, vaccine manufacturers place money in a fund 

and the system automatically pays those harmed by the vaccines. AI manufacturers could 

follow a similar procedure to compensate patients. (Gerke et al., 2020) 
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2.4.4 Privacy & Security 

Privacy and security are crucial notions in AI, especially for patients. Privacy is defined as 

“the right to be let alone”, information privacy, privacy as an aspect of personhood, control 

over information about oneself, and the right to secrecy. As the digital world is now 

omnipresent, all data collection and storage are also digital that can later become an issue. 

(Müller, 2020) The usage of AI health apps and chatbots increases; one can now use a 

wearable device to collect data from steps to heartbeat measures. (Gerke et al., 2020) While 

AI increases smart data collection and analysis, the value of medical information reaches up 

to billions of dollars. (Gerke et al., 2020) Hence, the public has become wary of data 

collection, unethical use of data, and transparency issues (Bartoletti, 2019), and 

documentation indicates that society is troubled by companies or governments selling 

individual data for revenue. (Gerke et al., 2020) Unfortunately, it is complicated to control 

who is collecting information in the digital sphere. (Whittaker et al. 2018) For example, the 

Royal Free NHS Foundation Trust was accused of a privacy breach because participants 

were not properly informed during a clinical safety testing that their data was shared with 

Google DeepMind. It was an exchange between the two companies, so one obtained real 

labeled data, the other used DeepMind for free for five years. (Gerke et al., 2020) 

Privacy is crucial for patients as it is bound to their autonomy, personal 

identity, and well-being. Patients are concerned that even anonymized data could be 

reidentified with few data points. (Reddy et al., 2019) Sometimes, patients’ data is collected 

without their awareness of its final purpose. Explicit consent from the patients is essential. 

(Gerke et al., 2020) It will be essential for stakeholders to understand the difference between 

personal data and sensitive information. (Bartoletti, 2019) As well, genetic privacy puts at 

risk not only one person but anyone related to that individual. (Gerke et al., 2020) Privacy 

breaches can happen at any moment if the system has not proper security, hence why security 

and privacy are strongly related. (Reddy et al., 2019) 
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Thus, all artificial intelligent systems should be equipped against privacy 

breaches to avoid any psychological and reputational harm to patients. (Reddy et al., 2019) 

Also, stakeholders should review when informed consent is required in healthcare. (Gerke 

et al., 2020) Bartoletti (2019) suggest that developers follow a clear set of steps for the 

deployment of algorithms: 

• Data Privacy Impact Assessments to verify the possibilities of privacy issues. 

• Algorithmic Impact Assessments to protect labeled datasets from bias. 

• Maintain audit trails to trace who is doing what, which data is used, and what changes 

are made. 

• Procurement law in healthcare to certify that bought AI systems follow strict 

procedures such as how the dataset was trained and if they have been analyzed and 

assigned a trust mark. 
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2.5 Conclusion 

To summarize, the theory explained previously concerned the history of AI in medicine, the 

types of AI used in healthcare, and AI ethics. They aimed to provide the reader a better 

picture of what is currently happening in this field.  

The first section covered the evolution of AI in terms of technologies in 

medicine. The notion of AI was first mentioned by Alan Turing in 1950 (Ramesh et al., 

2004) and it began with a simple “if, else” rules and then, evolved into complex algorithms 

able to mimic human reasoning. In healthcare, AI has many uses such as diagnosis, 

prediction of therapeutic response, image processing, and preventive medicine (Le Berre et 

al., 2020) as well as many benefits, for example, providing more accuracy, efficiency in the 

workflow and for clinical operations, and facilitating the patients monitoring and outcomes. 

(Kaul et al., 2020) It highlighted AI's non-linear growth rate and the rise of interest in AI in 

the last decade. 

The second part presented the different forms of AI used in healthcare. ML, 

DL, ANN, NLP, decision support systems, RPA, physical robots, BCI, and CV were 

explored briefly. It looked into how they worked and their benefits and disadvantages. ML 

is the most common approach to AI (Davenport & Kalakota, 2019) and contains ANN and 

DL, which are algorithms used to help the computer program learn. (Ramesh et al., 2004) 

Its crucial issue is to be based on historical information that can have any human bias. 

(Ramesh et al., 2004) Then, NLP uses ML in combination with other algorithms (Merkell, 

2020) to help with documentation. (Daven-port & Kalakota, 2019) It allows medical experts 

to reduce time on administration and increase time spent with patients. (Esteva et al., 2019)

  

  



 

 

 

30 

Finally, the last section covered AI Ethics. Generally, AI technologies generate 

many ethical issues in healthcare like transparency, justice and fairness, accountability and 

responsibility, and privacy and security issues. (Jobin et al., 2019) For transparency, the lack 

of explainability of results provided decreases patients' trust towards medical experts and of 

medical experts in AI (Reddy et al., 2019). It will impair the detection of any bias. (Gerke et 

al., 2020) For justice and fairness, the trained dataset should not contain any bias. They will 

need to follow strict regulations to ensure their validity and accuracy. (Jameel et al., 2020) 

For accountability and responsibility, it is about who will be held liable in case of an incident. 

For privacy and security, it is about a privacy breach, data collection, and consent from 

patients. Currently, there are entities such as the Institute of Electrical and Electronics 

Engineers (IEEE) and the British Standards Institution (BSI) that have established standards, 

especially on technical issues like data security and transparency. (Müller, 2020) 
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3 Literature Search for Primary Studies 

In recent years, society has begun to question extensively moral problems regarding the use 

of AI. Therefore, many have begun more intensive research regarding them. As it is a 

relatively new field, it can lack information, clarity, and structure. A clear proposition to 

reduce these ethical issues in the research domain has yet to be found as most research focus 

on highlighting issues without providing concrete solutions.  

As mentioned in the “Introduction” chapter, the thesis is conducted using SMS. 

It provides a broad view of the current state of the academic literature. Moreover, Figure 7 

presents SMS steps as well as the outcomes adapted from Petersen et al. (2008). Since this 

thesis explores a new perspective of AI ethics in healthcare, SMS results observed evaluate 

the different stakeholders and how current ethical issues in healthcare are managed. This 

chapter covers the SMS methodology applied for this topic and the research process. 

 

Figure 7. SMS Process based on Petersen et al. (2008) 
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3.1 Research Questions & Research Process 

As this industry is constantly expanding, AI’s ethical impact in healthcare is becoming a 

growing concern for society. Already, some distrust medical experts due to the lack of 

transparency as explaining AI machines’ results is nearly impossible. Patient and clinician 

trust is crucial because the public needs to trust healthcare experts and machines. (Reddy et 

al., 2019) Thus, identifying the source of these ethical issues and their solutions is relevant 

for the day-to-day and academic spheres. 

A study is necessary to have a comprehensive view of AI ethics in healthcare. 

The SMS results present the quantity and type of the relevant literature reviewed and the 

current gaps in the academic literature. (Petersen et al., 2008) Figure 7 highlights the 

different steps of the research method and they are cumulative. Therefore, they must be done 

in the correct order and explained once completed.  

The main research question of this thesis is: What is the current state of ethical 

issues by using AI in healthcare? is divided into: 

[R1] What is the current state of stakeholders involved in using AI in 

healthcare in the research field? 

[R2] How are ethical issues using AI in healthcare mitigated in the research 

field 

[R3] What are the current gaps in the research field? 

 

The objective of these research questions is to understand the present state of 

AI ethics in healthcare and the current gaps in the literature. Therefore, the literature must 

be related to AI ethics and healthcare, and the following steps mentioned in Figure 7 are 

applied to the relevant papers. Petersen et al. (2008) mentioned that SMS does not value the 

quality of the articles. Thus, the number of papers can be quite large at first glance. (Petersen 

et al., 2008) In this thesis, peer-reviewed papers will ensure the quality of the literature. After 

the process was completed once, there was a total of 428 from the four databases. Once these 

papers were analyzed and passed through the inclusion and exclusion criteria, 56 remained. 

The following sections cover the SMS process in more detail.  
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3.2 Primary Search 

This section presents the literature search that includes the search strings process. When 

looking at Figure 7, the following step after establishing the research questions is to conduct 

the research and form search strings. Since a global overview is needed, the primary 

inclusion and search strings cannot be too narrow, and the search must also include different 

databases. (Petersen et al., 2008) A manual screening must be done because the search 

strings’ results across the various databases still contain irrelevant literature.  

The formulation of search strings is crucial as it will define the result of the 

primary search. It should be done in a way to maximize the number of papers. One 

methodology mentioned in the study of Kitchenham et al. (2011) is PICO. According to 

James et al. (2016), it is defined as:  

• Population, which refers to the subject of the research;  

• Intervention, which refers to what is impacting the subject;  

• Comparison, which refers to a similar subject; and  

• Outcomes, which refer to the search results related to the subject. 

For this thesis, the population is defined as all papers related to AI and 

healthcare. The intervention is AI ethics which was the focus; no comparison was used. The 

outcome is to view the current state of academic literature; hence, only peer-reviewed 

articles were included. If PICO is applied to the central question of this thesis, “What is the 

current state of ethical issues by using AI in healthcare?”, the keywords here are ethics, AI, 

and healthcare. Following are synonyms for each to increase the search: 

• Ethics: moral, ethic  

• AI: AI, artificial, robotic intelligent, machine 

• Healthcare: health, healthcare, medicine, medicare 

Therefore, the final string is: 

• (ethic OR moral) AND (AI OR artificial* OR robo* OR intelligen* OR 

machine*) AND (health* OR medic*) 



 

 

 

34 

  Additionally, the search strings were limited to the document title and 

abstract. Thus, the number of irrelevant results decreased. For this thesis, four databases 

were selected: PubMed, Scopus, Web of Science, and ProQuest. PubMed was selected as it 

is one of the largest medicine-related databases. Scopus, Web of Science, and ProQuest were 

chosen as they are large multidisciplinary centers of literature.  

 

At first glance, there was a total of 57,109 papers across four centers of 

information. Then, the inclusion criteria were applied to reduce the amount of literature. 

They were the publication date (2017-2021), language (English), and type of publication 

(peer-reviews).  Since the field of AI in healthcare has been growing rapidly in the last 

decade, the search focuses on papers published after 2017. As mentioned in the “History of 

AI in Medicine” section, it is in 2017 that the first FDA DL application was approved for 

healthcare (Kaul et al., 2020) and that the European Parliament established the Civil Law 

Rules on Robotics: European Parliament resolution of 16 February 2017 which included 

guidance to AI in healthcare. (Gerke et al., 2020) After the three filters were applied to each 

database, the number of papers was narrowed to 5,536. Table 1 presents the number of results 

retrieved, followed by the three filters to each database. 
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Table 1. Results after Filters 

 

Table 2 presents the results of the primary search that includes the search 

strings, the databases, and the number of papers from 2017-2021. It also presents the filtered 

results, followed by the related papers that met the inclusion criteria and the last column, the 

number of papers without duplicates. The manual screening removed papers that only 

included keywords in the abstract, that were not available in full text online, and that were 

not related to the field of AI ethics and medical ethics.  

Date Database Search String Before Filters Language Document Type Year

05.04.2021 Scopus

TITLE-ABS-KEY(AI OR artificial* OR 

robo* OR intelligen* OR machine*) AND 

TITLE-ABS-KEY(health* OR medic*) 

AND TITLE-ABS-KEY(ethic* OR moral*)

8556 7603 1239 399

05.04.2021 ProQuest

noft((AI OR artificial* OR auto* OR 

intelligen* OR machine* OR robo*)) 

AND noft((ethic* OR moral*)) AND 

noft((health* OR medic*))

21588 20926 10093 3995

05.04.2021 PubMed

((ethic*[Title/Abstract] OR 

moral[Title/Abstract]) AND 

(AI[Title/Abstract] OR 

artificial*[Title/Abstract] OR 

robo*[Title/Abstract] OR 

intelligen*[Title/Abstract] OR 

1724 1543 353 194

05.04.2021 Web Of Science

(TS=((AI OR artificial* OR auto* OR 

intelligen* OR machine* OR robo*) AND 

(ethic* OR moral*)AND (health* OR 

medic*)))

25241 21720 3960 948

57109 51792 15645 5536Total
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Table 2. Primary Search Results 

 

The final number of papers is in Table 3 that displays the number of papers left 

after each step of the process. After three filters were applied (language, document type, 

2017-2021), 5,536 papers remained. Then, the manual screening was done according to 

inclusion criteria (n=755). Finally, the duplicates in each database were removed (n=753) 

and the removal of duplicates across all databases left only 428 papers. It resumes the first 

round of the screening process. 

 

Table 3. Number of Papers per Search Process Step 

Database Search String Total Papers After filters
After Inclusion 

Criteria

Duplicate 

Removal

Scopus

TITLE-ABS-KEY(AI OR artificial* OR robo* OR intelligen* OR 

machine*) AND TITLE-ABS-KEY(health* OR medic*) AND TITLE-

ABS-KEY(ethic* OR moral*)

8556 399 175 175

ProQuest

noft((AI OR artificial* OR auto* OR intelligen* OR machine* OR 

robo*)) AND noft((ethic* OR moral*)) AND noft((health* OR 

medic*))

21588 3995 232 230

PubMed

((ethic*[Title/Abstract] OR moral[Title/Abstract]) AND 

(AI[Title/Abstract] OR artificial*[Title/Abstract] OR 

robo*[Title/Abstract] OR intelligen*[Title/Abstract] OR 

machine*[Title/Abstract]) AND (health*[Title/Abstract] OR 

medic*[Title/Abstract]))

1724 194 105 105

Web Of Science
(TS=((AI OR artificial* OR auto* OR intelligen* OR machine* OR 

robo*) AND (ethic* OR moral*)AND (health* OR medic*)))
25241 948 243 243

Search Process Step Number of Papers

Results with the search string 57109

Filtered papers 5536

Manually included papers 755

After deletion of duplicates in 

separate datasets
753

After deletion of duplicates cross 

datasets
428
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3.3 Inclusion & Exclusion Criteria 

The SMS can be used in various ways with different quality results; therefore, it is crucial to 

establish inclusion and exclusion criteria. After the primary search, the sample was narrowed 

to 428. The next step of the SMS process, as seen in Figure 7, is the screening process with 

the inclusion and exclusion criteria presented in Table 4. It ensures that the sample is 

analyzed so only relevant papers to the research questions, are kept.  (Petersen et al., 2008) 

Also, a single reviewer processed these criteria. 

Inclusion Exclusion 

[I1] Paper focused on AI Ethics  
[E1] AI Ethics, healthcare mentioned 
only in the introduction or/and abstract 

[I2] Published between 2017-2021 [E2] Papers not related to healthcare 

[I3] In English [E3] Papers with empirical data 

[I4] Peer-reviewed articles  

[I5] Available in Full Access 
[I6] White literature 

 

Table 4. Inclusion & Exclusion Criteria 

 A paper must fulfill all the inclusion criteria and none of the exclusion criteria 

to be kept in the sample. As the main research question of this thesis is “What are the current 

ethical issues by the use of AI in healthcare”, it was necessary that all papers must focus on 

AI Ethics (I1). Hence, all papers that were not related to healthcare are excluded (E2). The 

selected articles must have white literature to maintain a good quality level of sources (I6). 

White literature is explained as articles published by high control and credible entities, thus, 

any papers such as blogs, websites, high school papers, and others with black or grey 

literature are excluded. (Bellefontaine & Lee, 2013)  
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The rest criteria of inclusion stated that the paper must have been published 

from 2017 to 2021 (I2) to have the most recent and relevant findings, be written in English 

(I3), it must be a peer-reviewed article (I3), and to be available in its integrity (I5). These 

criteria were checked within the database search parameters. Then, for the exclusion criteria, 

if the paper only mentioned one of the keywords in the search string in its abstract but was 

not relevant to the rest of the research (E1), it was excluded. Finally, as this thesis focuses 

on qualitative information and is looking for non-empirical papers for possibly new theories, 

empirical papers were not relevant (E3). Therefore, those papers were excluded. 

3.3.1 Additional Rounds of Screening 

To summarize the first round of screening, the sample of papers went through 

I1, I2, I3 and was narrowed down to 5,536. Then, a manual screening with E1 and E2 was 

conducted. (n=755) Duplicates from each database were removed (n=753) and removal of 

duplicates across databases was done. (n=428) The second screening reviewed all the 

collected papers to see if they are all focused on AI Ethics (I1) and to exclude them if they 

are not related to healthcare (E2), hence the sample was reduced to 108. Finally, the third 

and last screening processed the remaining papers by verifying if they had white literature. 

It would ensure the quality of the article and the SMS results. Figure 7 summarizes the three 

screening processes and the number of articles left or/and removed each time. 
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Figure 8. Literature Search April 2021 

 

The final sample for the SMS included 56 papers. The following chapter will 

cover the SMS classification. 
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4 Classification 

The classification aims to provide continuous and evolving schema throughout the research. 

As seen in Figure 8, it contains multiple steps to follow. Keywording reduces the time needed 

to build the classification scheme. It also ensures that the scheme considers the current 

literature into account. Firstly, one must look at the abstract and identify the concepts, 

keywords, and context of the paper. Then, after all, papers are reviewed and have keywords 

attached to them, one can build a set of keywords to create categories. Once the final set of 

categories is chosen, then the map can be done. (Petersen et al., 2008) 

 

Figure 9. Classification Scheme from Petersen et al. (2008) 

 

For this thesis, the last screening (n=56) was based on literature quality, as well 

as the focus of each paper. The focus was to look at the abstract, the title, and the keywords 

used. It was the start of keywording; thus, it helps to place papers in different categories. The 

following section discusses the process of building the classification scheme and the results. 
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4.1 Classification Schema 

The classification scheme is formed by four facets: research type facet, contribution facet, 

study facet, and stakeholder facet. The selection of the research type and contribution facets 

was based on Peterson et al. (2008). The other two were adapted to this thesis to answer the 

research questions. The summary of this classification can be found in Table 5 based on 

Mehta et al. (2019). The facets are explained below. 

1. Research facet 

It represents the type of research done. (Petersen et al., 2008) In Table 5, this section 

contains the different research approach and their descriptions based on the work 

done by Wieringa et al (2005). The research facet is composed of:  

• Solution Proposal, which refers to the proposition of a new solution 

that the author defends by proving its relevance.  

• Validation Research, which refers to investigating by following a 

methodology their or someone’s paper. 

• Philosophical Paper, which refers to a new conceptual framework as it 

presents a new view on a problem. 

• Discussion Paper, which refers to resuming the current state of the 

subject to start or continue the discussion about it.   

• Opinion Paper, which refers to a paper expressing the author’s opinion 

without necessarily following a methodology.  

• Experience Paper, which refers to the implementation of technology in 

practice. (Mehta et al., 2019) 

2. Contribution facet 

It tries to identify the concrete contribution of the paper. In Table 5, this section 

contains the different contributing factors and their descriptions based on the work 

of Shaw (2003). It is composed of: 

• Procedure, which refers to producing a new and more efficient way 

to accomplish something, for example, a framework or an 

architecture. 
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• Model, which refers to using a mathematical or conceptual model to 

solve a problem. 

• Tool, which refers to developing an algorithm, a program to solve an 

issue. 

• Specific Solution, which refers to using a specific solution for a 

specific dilemma. 

• Report, which refers to providing some advice, a recommendation 

with less mathematics or factual proofs.  

3. Study focus facet 

It outlines the four ethical issues that are described below. It will allow visualizing 

which moral issue is less mentioned through the sample. This facet is composed of: 

• Transparency, which refers to the lack of understandability of AI 

results from developers and medical experts. 

• Justice & Fairness, which refers the data consistency and inclusion, 

and the potential biases that can affect all stakeholders. 

• Accountability & Responsibility, which refers to the liability issue 

between developers, medical experts, and AI technologies. 

• Privacy & Security, which refers to the control over the information 

of oneself and how protected is the data. 

4. Stakeholder facet  

It represents all stakeholders involved in AI in healthcare and is composed of: 

• AI Machines, which refer to all technologies able to make decisions by 

themselves. 

• Developers, which refer to individuals creating or improving an AI tool. 

• Medical experts, which refer to individuals within the healthcare system that 

use AI tools with their patients. 

• Patients, which refer to individuals experiencing AI tools in healthcare. 
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Table 5. Classification Scheme based on Mehta et al. (2019) 

The classification process was completed by the author alone, thus its results 

can vary from one individual to another and is highly opinion-based. Despite it, each paper 

was categorized in the best fitting facet.  

  

Facet Category Description

Solution Proposal Novel relevant solution

Validation Research Investigation and evaluation of concepts

Philosophical Paper New Conceptual Framework

Discussion Paper Information to initiate discussion

Opinion Paper Expressing One's Opinion

Experience Paper Description of Implementation in Practice

Procedure Propose a new efficient way

Model Use of mathematic or conceptual model

Tool Use of a computational tool

Specific Solution Specific solution for a specific issue

Report Generic advice, recommendation

Transparency Lack of understandability

Justice & Fairness Data consistency and inclusion & biases

Accountability & Responsibility Liability for developers, machines, experts

Privacy & Security Anonymization and protection of data

AI Autonomous Machines Technologies able to make decision

Developers People creating AI technologies

Medical experts Clinicians interacting with AI technologies

Patients Individual interacting with AI in healthcare

Governments & Organizations Any international, national entity

Research facet (Wieringa et al., 2005)

Contribution Facet (Shaw, 2003)

Focus Facet

Stakeholders Facet
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4.2 Results 

Once the classification scheme is completed, the data extraction and mapping process is seen 

in Figure 7 begins. During that step, each paper is classified and throughout that process, the 

classification might evolve to better fit the obtained results. In this case, it did as no 

philosophical paper was found; therefore, it was removed. Also, multiple answers could be 

found for the focus and stakeholders facets as the papers would go over several ethical issues 

regarding various roles. Hence, all were recorded and compiled accordingly.  

Figure 9 regroups all the results in the different facets as mentioned, the focus 

and stakeholders facet has a total of over 56 as all issues and roles covered were counted to 

have a better global view of which stakeholder and ethical issue were the less explained. 

Most papers were discussion papers (36%) as they wanted to bring awareness to current 

moral issues such as justice & fairness (36%) and privacy & security (27%). Over half of 

the papers provided recommendations (55%) instead of concrete solutions such as tools (4%) 

or a conceptual model to follow (13%). Authors considered more carefully medical experts 

(32%) and little mentioned AI tools (10%). 

 

Table 6. Results of Classification Scheme 

 

Facet Category Total Percentage

Solution Proposal 13 23%

Validation Research 6 11%

Discussion Paper 20 36%

Opinion Paper 4 7%

Experience Paper 13 23%

Procedure 11 20%

Model 7 13%

Tool 2 4%

Specific Solution 5 9%

Report 31 55%

Transparency 29 22%

Justice & Fairness 48 36%

Accountability & Responsibility 19 14%

Privacy & Security 36 27%

AI Autonomous Machines 14 10%

Developers 24 17%

Medical experts 46 32%

Patients 31 22%

Governments & Organizations 28 20%

Research facet

Contribution Facet

Focus Facet

Stakeholders Facet
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For the research facet, it classifies the kind of article done by the authors. 

Figure 10 provides the summary of that facet.  Most of the papers were discussion papers 

(36%) as the authors wanted to bring awareness and start the discussion on particular 

subjects. Then, solution proposal and experience papers (23%) were both equally covered as 

one was trying to provide a new solution, and the other analyzes real-world practices. 

Finally, opinion (7%) and validation research (11%) papers were less popular within the 

subject.  

EC1: Opinion paper is the least popular type of research for AI ethics in 

healthcare. 

EC2: Discussion paper is the most popular type of research for AI ethics in 

healthcare with representing 36% of the final sample. 

  

Figure 10. Research Facet Results 

For the contribution facet, it was consisting of evaluating what did the paper 

offered to the research community. Figure 10 provides the summary of that facet. Over half 

of the sample were contributing by providing a report. (55%) They gave recommendations 

or advice to the different stakeholders mentioned throughout their article. The following 

popular one was to contribute by giving a procedure (20%) which is to provide a new 

efficient way to solve the mentioned issue. Then, some were providing a conceptual model 

23%

11%

36%

7%

23%

Research Facet

Solution Proposal Validation Research Discussion Paper

Opinion Paper Experience Paper
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(15%) as a solution and a small number of papers provided a specific solution to a problem 

(9%) or a tool (4%) such as software.  

EC3: Over half of the final sample contributed by giving a report which included 

recommendations and advice on a given problem. 

 

Figure 11. Contribution Facet Results 

For the focus facet, its objective was to provide quantitative data on which 

moral issue in AI ethics is covered the most and the least. Figure 11 provides the summary 

of that facet. The most stated ethical dilemma was justice & fairness (37%) that regrouped 

any bias such as data bias, AI bias, human cognitive bias, and legal aspect. Then, privacy & 

security (28%) was also generously covered regarding patient data protection, data 

anonymization, and more. Followed closely by transparency (23%), it touched anything 

related to black-box issues, interpretability, and understandability of algorithms and results 

of AI tools. Finally, accountability & responsibility (12%) was less discussed amongst 

papers. 
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Figure 12. Focus Facet Results 

EC4: In the focus facet, accountability & responsibility was the least discussed 

category through papers. 

For the stakeholders facet, it needed to give an overview of the involved 

stakeholders in using AI in healthcare. Figure 12 provides that global summary. Generally, 

papers did explore ethical issues regarding medical experts (31%), patients (22%), and 

organizations (20%). More rarely, they mentioned developers (17%) and AI machines 

(10%). 

EC5: AI tools were explored by 10% of the final sample regarding their morality 

in ethical issues in healthcare. 
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Focus Facet

Transparency
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Figure 13. Stakeholders Facet Results 

Additionally, each paper was analyzed to evaluate if it provides a complete 

solution to all stakeholders’ ethical issues mentioned, a partial solution, or none. Table 7 

provides a general overview of the categorization, followed by Figure 13 that provides the 

percentage from the final sample (n=56). Only 27% of the papers provided a complete 

solution for each stakeholder and moral problem mentioned. The rest either provided some 

solution or none at all. 

 

Table 7. Type of Solutions Provided 

EC6: 37.5% of the papers did not provide any solution to ethical issues related to 

AI in healthcare. 

10%

17%

31%

22%

20%

Stakeholders Facet

AI Autonomous Machines

Developers

Medical experts

Patients

Governments &
Organizations

Category Description Total

None No solution proposed for ethical issues 21

Partially Partial solution proposed for ethical issues 20

Fully Complete solution proposed for ethical issues 15
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Figure 14. Categorization of Solutions 

 

Finally, Table 8 presents the number of papers published per year starting 2017 

to 2021. It highlights a significant increase in the academic literature starting in 2019. 

EC7: An increase of published articles regarding AI ethics in healthcare is seen 

in the academic literature regarding AI ethics in healthcare starting 2019. 

 

Table 8. Number of Papers Published per Year 
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4.3 Overview of Final Sample 

This section provides all information related to the final sample (n=56) of papers seen in 

Table 8. Only the first author’s last name is mentioned to keep some space for the focus and 

stakeholders facets. The classification includes the four facets, and the solution column is 

also present. 

Paper Classification Solution 

1st Author Research Contribution Focus Stakeholders Solution 

Abramoff et al. 
(2020) 

Solution Proposal Model Responsibility; Justice 
& fairness; 
Transparency; Privacy 
& Security 

Patient, Medical 
Experts, 
Machines, 
Developers 

Fully 

Ahmed et al. 
(2020) 

Solution Proposal Procedure Security & Privacy; 
Justice & Fairness 

Machines  Fully 

Alami et al. 
(2020) 

Validation Research Report Responsibility; 
Privacy & Security; 
Transparency 

Organizations, 
Developers, 
Medical Experts, 
Patients 

Partially 

Amann et al. 
(2020) 

Solution Proposal Specific 
Solution 

Transparency; Justice 
& Fairness 

Developers, 
Medical Experts; 
Patients; 
Organizations 

Fully 

Asan et al. 
(2020) 

Discussion Paper Model Transparency; Justice 
& Fairness 

Medical Experts, 
Machines 

Partially 

Bærøe et al. 
(2020) 

Experience Paper Model  Justice & Fairness Organizations None 

Beil et al. 
(2019) 

Validation Research Specific 
Solution 

Transparency; Justice 
& Fairness 

Medical Experts, 
Patients, 
Organizations 

Fully 

Bezemer et al. 
(2019) 

Solution Proposal Report Transparency; Justice 
& Fairness; 
Responsibility 

Medical Experts Partially 

Bonderman et 
al. (2017) 

Experience Paper Report Transparency Developers None 

Burwell et al. 
(2017) 

Discussion Paper Report Responsiblity, Privacy 
& Security 

Patients, 
Machines 

Partially 

Car et al. 
(2019) 

Experience Paper Report Privacy & Security Patients None 
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Coin et al. 
(2020) 

Discussion Paper Procedure Responsibility, Privacy 
& Security, 
Justice&Fairness 

Patients, Medical 
experts, 
Organizations 

Fully 

Cui et al. 
(2021) 

Experience Paper Report Privacy & Security Patients, Medical 
experts 

None 

Cuzzolin et al. 
(2020) 

Solution Proposal Procedure Transparency, Privacy 
& Security, 
Justice&Fairness 

Patients, 
Machines 

Partially 

Du-Harpur et 
al. (2020) 

Discussion Paper Report Justice & Fairness; 
Transparency 

Machines  None 

Esmaeilzadeh 
(2020) 

Solution Proposal Model Justice & Fairness; 
Transparency; 
Security & Privacy; 
Responsibility 

Developers, 
Medical experts; 
Patients; 
Organizations 

Fully 

Favaretto et 
al. (2020) 

Solution Proposal Procedure Justice & Fairness; 
Security & Privacy 

Medical experts; 
Patients; 
Organizations 

Fully 

Galbusera et 
al. (2019) 

Experience Paper Report Justice & Fairness; 
Security & Privacy 

Medical experts; 
Patients; 
Organizations 

None 

Garcelon et al. 
(2020) 

Validation Research Report Justice & Fairness; 
Security & Privacy 

Organizations; 
Medical experts 

Partially 

Geis et al. 
(2019) 

Opinion Paper Procedure Accountability; 
Justice&fairness; 
Transparency; 
Security&Privacy 

Developers, 
Medical experts; 
Patients; 
Organizations 

  

Graham et al. 
(2019) 

Discussion Paper Report Justice & Fairness; 
Transparency 

Organizations; 
Medical experts; 
Patients 

None 

Grote et al. 
(2019) 

Discussion Paper Report Transparency; 
Responsibility 

Medical experts; 
Patients; 
Organizations 

None 

He et al. 
(2020) 

Experience Paper Report Justice & Fairness; 
Security & Privacy; 
Transparency 

Medical experts; 
Patients; 
Organizations; 
Developers 

None 

Jiang et al. 
(2021) 

Solution Proposal Procedure Justice & Fairness; 
Security & Privacy; 
Responsibility 

Medical experts; 
Patients; 
Organizations; 
Developers 

Fully 

Kellmeyer 
(2019) 

Discussion Paper Report Justice & Fairness; 
Security & Privacy; 
Responsibility 

Medical experts; 
Patients 

None 
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Kögel et al. 
(2019) 

Experience Paper Report Responsibility, Privacy 
& Security, 
Justice&Fairness; 
Transparency 

Medical experts; 
Patients; 
Organizations; 
Developers 

None 

Lawrie et al. 
(2019) 

Experience Paper Report Justice & Fairness; 
Security & Privacy 

Medical experts; 
Patients; 
Organizations 

Fully 

Lebcir et al. 
(2021) 

Discussion Paper Report Justice & Fairness Medical experts None 

Lepri et al. 
(2021) 

Solution Proposal Tool Justice & Fairness; 
Transparency; 
Security & Privacy; 
Responsibility 

Developers Fully 

Loftus et al. 
(2020) 

Solution Proposal Model Justice & Fairness; 
Responsibility 

Medical experts Partially 

Mackey et al. 
(2020) 

Experience Paper Procedure Justice & Fairness; 
Transparency 

Medical experts; 
Organizations 

Partially 

Mooney et al. 
(2017) 

Solution Proposal Report Justice & Fairness; 
Transparency; 
Security & Privacy 

Medical experts; 
Developers; 
Patients 

Partially 

Nagaraj et al. 
(2020) 

Solution Proposal Model Justice & Fairness; 
Security & Privacy 

Patients Fully 

Park et al. 
(2019) 

Discussion Paper Specific 
Solution 

Transparency, Justice 
& Fairness 

Patients, Medical 
experts 

Partially 

Patel et al. 
(2020) 

Experience Paper Report Justice & Fairness Medical experts, 
Organizations 

Partially 

Pedersen et al. 
(2020) 

Experience Paper Report Justice & Fairness; 
Transparency; 
Security & Privacy 

Medical experts; 
Patients; 
Organizations 

None 

Pépin et al. 
(2019) 

Experience Paper Specific 
Solution 

Security & Privacy Medical experts; 
Patients; 
Organizations 

Partially 

Pot et al. 
(2021) 

Discussion Paper Report Justice & Fairness Medical experts; 
Patients; 
Organizations, 
Developers 

None 

Price et al. 
(2019) 

Discussion Paper Report Justice & Fairness; 
Security & Privacy 

Medical experts; 
Patients; 
Organizations 

None 

Rowe et al. 
(2019) 

Validation Research Specific 
Solution 

Justice & Fairness; 
Security & Privacy 

Developers Partially 
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Saba et al. 
(2019) 

Discussion Paper Report Security & Privacy; 
Responsibility 

Medical experts; 
Patients; 
Machines 

None 

Schwendicke 
et al. (2020) 

Opinion Paper Report Justice & Fairness; 
Security & Privacy; 
Transparency 

Developers; 
Medical experts 

None 

Shuaib et al. 
(2020) 

Opinion Paper Report Justice & Fairness; 
Security & Privacy; 
Responsibility 

Medical experts Partially 

Six Dijkstra et 
al. (2020) 

Discussion Paper Report Justice & Fairness; 
Security & Privacy; 
Transparency 

Developers; 
Medical experts; 
Patients 

None 

Smith et al. 
(2020) 

Opinion Paper Report Justice & Fairness Developers; 
Medical experts; 
Machines 

None 

Stanfill et al. 
(2019) 

Discussion Paper Report Justice & Fairness; 
Security & Privacy; 
Responsibility 

Developers; 
Medical experts; 
Machines; 
Organizations 

None 

Starke et al. 
(2020) 

Discussion Paper Procedure Justice & Fairness; 
Security & Privacy; 
Responsibility; 
Transparency 

Developers; 
Medical experts; 
Machines; 
Organizations 

Partially 

Sumiyama et 
al. (2021) 

Experience Paper Tool Justice & Fairness; 
Transparency 

Medical experts None 

Thapa et al. 
(2021) 

Validation Research Model Justice & Fairness; 
Security & Privacy; 
Responsibility; 
Transparency 

Developers; 
Medical experts; 
Machines; 
Organizations 

Fully 

Thieme et al. 
(2020) 

Discussion Paper Report Justice & Fairness; 
Security & Privacy 

Patients; Medical 
experts 

Partially 

Ursin et al. 
(2021) 

Discussion Paper Procedure Justice & Fairness; 
Security & Privacy; 
Responsibility; 
Transparency 

Developers; 
Medical experts; 
Machines; 
Organizations 

Partially 

Vaisman et al. 
(2020) 

Discussion Paper Report Justice & Fairness; 
Security & Privacy 

Medical experts; 
Developers; 
Patients 

Fully 

Vellido (2019) Discussion Paper Report Justice & Fairness; 
Security & Privacy; 
Transparency 

Developers; 
Medical experts; 
Machines; 
Organizations 

Partially 

Vollmer et al. 
(2020) 

Solution Proposal Procedure Justice & Fairness; 
Responsibility; 
Transparency 

Developers; 
Medical experts; 

Fully 
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Machines; 
Organizations 

Wahl et al. 
(2018) 

Discussion Paper Report Justice & Fairness Medical experts; 
Patients 

Partially 

Zhang et al. 
(2020) 

Validation Research Procedure Justice & Fairness; 
Responsibility; 
Transparency 

Medical experts; 
Developers 

Partially 

Table 9. Classification of the Final Sample 
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5 Results of Systematic Mapping Study 

The utility of having different facets in SMS is to highlight the frequency of each category 

within the subject. By doing so, it emphasized the current state of the academic field in AI 

ethics in healthcare. Usually, it is recommended to display the results in a bar graph or a 

bubble graph because they allow identifying the possible gaps and future research. (Petersen 

et al., 2008) This chapter will go over the bubble charts created to represent the current state 

of the academic literature and an additional table. 

5.1 Bubble Plot Visualization 

To build this bubble plot, it was required to identify the number of papers per category. In 

this case, two bubble plots were made to analyze the most covered ethical dilemma and its 

research and contribution facet and the most mentioned stakeholder and its research and 

contribution facet. Table 9 and Table 10 presents the distribution of the papers. One author 

may have mentioned at least one ethical dilemma and stakeholders; therefore, the final 

amount is above 56. As recommended by Petersen et al., a bubble plot was completed for 

each table respectively to provide a clearer view of what has been done in the academic 

literature. 

  
Transparency 

Justice &  
Fairness 

Accountability 
&  

Responsibility 

Privacy &  
Security 

Solution Proposal  3 13 7 9 
Validation Research 1 5 3 4 

Discussion Paper 3 17 6 12 

Opinion Paper 0 4 2 3 

Experience Paper 1 9 1 8 

Procedure 1 11 6 8 

Model 1 7 4 4 

Tool 0 2 1 1 
Specific Solution 3 4 0 2 

Report 3 24 8 21 

Table 10. Ethical Issues and Research & Contribution Facets 
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AI Autonomous  

Machines 
Developers 

Medical  
experts 

Patients 

Solution Proposal  4 7 9 8 

Validation Research 1 4 5 2 

Discussion Paper 8 7 18 13 
Opinion Paper 1 3 4 1 

Experience Paper 0 3 10 8 

Procedure 5 6 9 5 

Model 3 3 5 3 

Tool 0 1 1 0 
Specific Solution 0 2 4 4 

Report 6 12 27 20 

Table 11. Stakeholders and Research & Contribution Facets 

 Figure 14 presents the current state of literature for ethical issues (privacy & 

security, accountability & responsibility, justice & fairness, and transparency). It is related 

to Table 9. Inside each bubble is the number of papers. For example, 21 papers explored 

privacy & security and provided a report as a contribution. Only one experience paper dealt 

with transparency.  

EC8: 76% of discussion papers covered privacy & security and justice & fairness. 

EC9: 80% of papers covering privacy & security and justice & fairness 

contributed by providing a report. 

EC10: Justice & Fairness is the most explored category of ethical issues. 
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Figure 15. Bubble Plot with Ethical Issues 
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Figure 16. Bubble Plot with Stakeholders 
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Figure 15 provides an overview of the academic literature for stakeholders 

involved in AI in healthcare (AI autonomous machines, developers, medical experts, 

patients, and organizations). It is related to Table 10. Inside each bubble is the number of 

papers. For example, 27 papers explored explore the role of medical experts and provided a 

report for the contribution facet.  

EC11: Over 50% of the contribution facet is categorized as a report. 

EC12: Medical experts are the most considered stakeholders regarding ethical 

issues. 

Additionally, all authors providing a complete solution to all ethical problems 

mentioned were analyzed. Figure 16 displays the number of papers per contribution facet 

category. It provided information on the current solutions proposed in the academic literature 

and which are most popular. 

EC13: The most popular type of contribution for papers that provided a complete 

solution is a procedure. 

EC14: Only 26% of the final sample provided a complete solution to ethical issues 

mentioned by the authors. 
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Figure 17. Papers' Contribution Facet that provided Full Solution 

 

The evolution of AI ethics in healthcare can be evaluated by comparing the 

publication dates of the papers with their contribution and research facets. Figure 17 

highlights which area has been gaining more attention in recent years as well as which type 

was the most or the least done and the type of solutions proposed.  
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Figure 18. Research and Contribution Facets According to Year 
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Figure 19. Study Focus and Stakeholders Facet According to Year 
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Regarding the stakeholders and ethical issues, it is also interesting to see their 

evolution in terms of attention from academic literature. Figure 18 provides a bubble plot 

that shows a significant increase starting in 2019.  

EC15: The number of articles exploring justice & fairness issues doubles between 

2019 and 2020. 

5.2 Summary of Empirical Conclusions 

This section provides a summary in Table 12 of all empirical conclusions (EC) mentioned 

previously. These will provide additional help to future research that has a similar subject. 

Number Description 

EC1 Opinion paper is the least popular type of research for AI ethics in healthcare. 

EC2 

The discussion paper is the most popular type of research for AI ethics in 

healthcare with representing 36% of the final sample 

EC3 

Over half of the final sample contributed by giving a report which included 

recommendations and advice on a given problem 

EC4 

In the focus facet, accountability & responsibility was the least discussed 

category through papers. 

EC5 

AI tools were explored by 10% of the final sample regarding their morality in 

ethical issues in healthcare. 

EC6 

37.5% of the papers did not provide any solution to ethical issues related to AI 

in healthcare. 

EC7 

An increase of published articles regarding AI ethics in healthcare is seen in the 

academic literature regarding AI ethics in healthcare starting 2019. 

EC8 76% of discussion papers covered privacy & security and justice & fairness. 

EC9 

80% of papers that covered privacy & security and justice & fairness 

contributed by providing a report. 

EC10 Justice & Fairness is the most explored category of ethical issues 

EC11 Over 50% of the contribution facet is categorized as a report. 

EC12 Medical experts are the most considered stakeholders regarding ethical issues. 
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EC13 

The most popular type of contribution for papers providing a complete solution 

is a procedure. 

EC14 

Only 26% of the final sample provided a complete solution to ethical issues 

mentioned by the authors. 

EC15 

The number of articles exploring justice & fairness issues has doubled between 

2019 and 2020. 

Table 12. Summary of Empirical Conclusions 
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6 Discussion 

This chapter presents a discussion of the findings by comparing the results and the current 

literature. The summary of all ECs can be found in Table 12. 

6.1 Current State of Stakeholders involved in using AI in Healthcare  

The stakeholders involved in using AI in healthcare in the research field have been identified 

as medical experts, patients, organizations & governments, developers, and AI autonomous 

machines. Figure 12 is a pie chart that represents the percentage of papers that have explored 

a particular stakeholder regarding moral issues. Two EC mentioned previously highlighted 

that (EC12) medical experts were the most popular stakeholders considered and that (EC5) 

AI tools were the least considered.  Abramoff et al. (2020) and Gecke et al. (2020) also agree 

that fairness and transparency are crucial for a successful clinician-patient relationship.  

AI autonomous machines are rarely mentioned as they are not considered by 

authors as a concrete stakeholder. Hence, the developers and medical experts have higher 

importance. Authors seemed to prioritize medical experts and patients as (EC8) 76% of 

discussion papers covered privacy & security and justice & fairness. Both are directly 

involved with these stakeholders as displayed in Figure 15. (EC4) Developers and AI 

autonomous tools would require more research as they are highly involved in the focus facet, 

accountability & responsibility, and (EC4) it was the least discussed category through 

papers. Reddy et al. (2019) state that AI machines should not deceive humans by mimicking 

voice or human appearance, this was not found in the results as few researchers covered that 

stakeholder. Also, in Figure 18, the number of articles for AI autonomous machines and 

developers has doubled from 2019 to 2020.  
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6.2 Solutions for AI Ethical Issues in Healthcare  

The main ethical issues selected for this thesis were: justice & fairness, privacy & security, 

accountability & responsibility, and transparency which is also found in the studies of 

Ahmed et al. (2020) and Alami et al. (2020). Each article within the final sample could go 

over multiple moral issues, hence, the larger numbers in those tables and charts. A 

contribution facet was chosen to identify proposed solutions for them. It was divided into 

the following:  procedure, model, tool, specific solution, and report. A paper could only have 

one type of solution for all ethical problems stated. From the results, (EC3, EC11) 55% of 

the final sample of articles was categorized as a report. It meant that most of them only 

provided recommendations or advice to follow. Additionally, not all papers provided a 

solution, in Table 7 and Figure 13, (EC6) 37.5% of them did not give any solution, and 

(EC14) only 26% of them provided a complete solution to ethical issues related to AI in 

healthcare. Analyzing authors that provided a complete solution in Figure 16, (EC13) the 

most popular type of contribution for these papers is a procedure. Also, (EC9) 80% of papers 

covering privacy & security and justice & fairness contributed by providing a report as 

solutions. Abramoff et al. (2020) have proposed a solution to evaluate AI autonomous 

machines for developers. Similarly, Asan et al. (2020) have proposed a validation and 

verification plan to ensure the reliability of AI.   

6.3 Current gaps in the Academic Literature 

Throughout chapters 5 and 6, some gaps are highlighted in the different facets of the 

classification scheme. In Table 8, (EC7) the number of papers can be seen increasing starting 

2019, and (EC15) 2020 contains almost half of the final sample. Additionally, (EC16) the 

number of articles exploring justice & fairness has doubled between 2019 and 2020. Despite 

these encouraging statistics, it has not been the case for all categories. For example, 

developers & AI autonomous machines were the least stated. They would require more 

research as they are highly involved in accountability & responsibility, and (EC4) it was the 

least discussed category through papers. Therefore, regarding the stakeholders facet, 

developers and AI tools need more attention.  
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Concerning the research facet, (EC1) opinion papers and validation research 

are the least done for AI ethics in healthcare as seen in Figure 9. Meanwhile, (EC2) 

discussion papers are the most popular and represent 36% of the final sample. For the 

contribution facet, only a handful of authors have provided a complete and concrete solution. 

Most of them have proposed recommendations. More research should focus on providing 

tools, models, and procedures to solve these ethical issues. Finally, the study focus has 

highlighted in Figure 11 that (EC10) justice & fairness is the most explored and that 

accountability & responsibility is the least analyzed. Many authors such as Garcelon et al. 

(2020) believe that large sets of data are difficult to find for research and it would require 

data fragmentation, data quality, and data privacy to ensure that quality. 

6.4 Overall Results 

For the practical implementation, almost all authors have mentioned that collaboration 

between medical experts and developers is necessary to provide a secure, explainable, and 

fair AI tool. For theoretical implications, authors must consider developers and AI machines 

more regarding ethical issues. Medical experts and patients are crucial but would not use AI 

tools without developers and machines.  

As mentioned previously, AI ethics in healthcare has been gaining more 

attention within the last three years as society is concerned for privacy & safety and justice 

& fairness the most. From medical experts and developers, accountability & responsibility 

is important. At the moment, only medical experts are liable if the machine misdiagnosis a 

patient because it should be used as a decision support tool. More research would be needed 

to validate the current use of AI in healthcare from an ethical point of views such as 

experience and validation papers.  

Authors also need to provide more concrete solutions to help developers, 

medical experts, and organizations & governments to improve the administration behind AI 

machines. Implementation of AI tools in healthcare will require the cooperation of medical 

experts, developers, organizations, and patients to successfully use them. Otherwise, they 

will bring more ethical issues than solutions. 



 

 

 

68 

7 Conclusions 

Finally, to understand the background of the subject a quick summary of AI history in 

medicine, the types of AI used in healthcare, and AI ethics in healthcare was done. This 

thesis was concluded using the SMS method to visualize the current state of academic 

literature regarding AI ethics in healthcare. It provides an overview of the type of reports 

and results published by categorizing them. (Kitchenham et al., 2012) The classification was 

done according to four facets: contribution, research, study focus, and stakeholders. A total 

of 56 papers were classified and analyzed. It created various bubble plots that displayed 

different relationships and findings. Additionally, the SMS results highlighted different gaps 

in the academic literature. The aim purpose of this thesis was to provide a clearer view of 

the ethical impacts that AI has on healthcare. Each article was analyzed regarding solutions 

(if any) proposed. The summary of all ECs can be found in Table 12. The most interesting 

findings were that justice & fairness is the most explored category of ethical issues and that 

medical experts are the most considered stakeholders regarding ethical issues. 

7.1 Limitations 

This thesis has certain limitations that need to be mentioned. The research method, SMS, 

has biases on its own such as lack of quality in the results, lack of quality in the articles 

selected, and it does not show that evidence is missing or insufficient.  (Kitchenham et al., 

2012) By limiting the ethical issues to justice & fairness, responsibility & accountability, 

security & privacy, and transparency, some papers have been excluded and might have 

provided data regarding other important aspects. As the primary studies search was done by 

inclusion and exclusion criteria, this could have affected the accuracy of the obtained final 

sample of papers. To keep the sample size to a minimum, at the last stage of selection, articles 

were analyzed one by one to ensure their validity regarding the thesis. This has been time-

consuming and required attentive work. It was based on criteria but also the author's 

judgment. The classification scheme was also done accordingly to the author’s judgment 

based on each category’s definition. Throughout the SMS process, human bias could have 

happened. 
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7.2 Future Research 

Finally, future research can be done using this thesis. It has the potential to gather a deeper 

understanding of the different stakeholders and ethical issues in healthcare. The thesis has 

followed clear and explicit guidelines using SMS methodology thus, it can be reused. As its 

findings have highlighted the different gaps in academic literature, a study could potentially 

research more into them. One future research would be to update the literature by the end of 

2021. Future research could look deeper into a complete solution for the different ethical 

issues according to specific stakeholders that were less explored in this thesis. 
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