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Abstract 
 
The covered interest rate parity (CIP) has failed to hold among emerging markets long 
before the 2008 global financial crisis. The reasons for those CIP deviations range from 
transaction costs and risk premia demanded by market participants to provide liquidity 
in an illiquid market and carry out transactions with less credit-worthy counterparties, as 
well as credit risk, low degree of financial integration, and perceived country risk. This 
paper examines the effect of the 2008 global financial crisis on CIP deviations among the 
five largest emerging markets, Brazil, Russia, India, China, and South Africa (BRICS). Ad-
ditionally, the global and local economic policy uncertainty are tested as potential new 
explanations for CIP deviations. 
 
In this research, the BRICS countries’ CIP deviations are tested against the euro in the 
period of 2004-2019 to represent the periods before and after the 2008 global financial cri-
sis. With the aid of the Vector Autoregression (VAR) model and the Granger causality 
tests, the relationships between multiple variables are captured and the predictive power 
of the variables is tested. In order to capture the negative interest rate era in the eurozone, 
a dummy variable is estimated to test whether the economic policy uncertainty variables 
should be treated as an endogenous or exogenous variable. 
 
This research finds for 80% of the cases that the magnitude of CIP deviations for BRICS 
countries has increased substantially following the 2008 global financial crisis in compar-
ison to the pre-crisis era, while in only 20% of cases, the 2008 financial crisis appears to 
have not affected the magnitude of the CIP deviations. Furthermore, The results also find 
that in 30% of the cases, global EPU causes CIP deviations while in 20% of the cases, coun-
try-level EPU causes CIP deviations.  
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1 INTRODUCTION 

1.1 Background  

The principle of covered interest rate parity (CIP), which was first developed by 
Keynes (1923) during the exchange rate turbulence that followed world war I, is 
the closest thing to a physical law in international finance (Borio et al., 2018). CIP 
is a theoretical financial condition in which the relationship between interest rates 
and the spot and forward currency rates of two countries are in equilibrium. The 
CIP theory suggests that there is no trade-off between investing in a foreign cur-
rency in comparison to investing in a local currency since the spot and forward 
rates should eliminate any additional gains. CIP holds when the interest rate dif-
ferential between two currencies in the money market equals to the differential 
between the forward and spot exchange rates. However, history shows that CIP 
does not always hold. Previous research (Skinner & Mason, 2011; Du, Tepper, & 
Verdelhan, 2018) suggests that the CIP has not always held, both prior to, and 
followed by, the 2008 global financial crisis (GFC) in emerging markets. While in 
developed markets, in contrast, the CIP held rather closely prior to the 2008 GFC. 
However, since the onset of the GFC, the relationship seems to have been broken 
down. There are multiple reasons and explanations why CIP fails to hold over 
time. It is ranging from transaction costs, political risks, capital market imperfec-
tions, information costs, regulation-induced or other arbitrage limits, capital con-
trol, etc. 

The outcome of CIP deviations is covered interest rate arbitrage (CIA). 
Once CIP collapses, there are new arbitrage opportunities that arbitrageurs are 
keen to exploit to make seemingly riskless profits. In CIA, an investor is making 
simultaneous spot and forward market transactions, with an ultimate goal of 
gaining riskless profit through the combination of currency pairs. In this strategy, 
the investor uses a forward contract to hedge against exchange rate risk, hence 
the word arbitrage. The way to measure CIP deviations is by cross-currency basis 
points. The cross-currency basis is the amount by which the interest paid to bor-
row one currency by swapping it against another differs from the cost of directly 
borrowing this currency in the money market. When the cross-currency basis is 
positive (negative), it suggests that the direct dollar interest rate is higher (lower) 
than the synthetic dollar interest rate, and when the cross-currency basis is zero, 
CIP holds and there are no arbitrage opportunities. 

This thesis builds on the previous work of Du, Tepper, & Verdelhan (2018) 
whose empirical results imply significant evidence of the emergence of CIP de-
viations for G10 currencies following the 2008 GFC. Figure 1. illustrates the ef-
fects of the 2008 GFC on the G10 currencies. Prior to the financial crisis, the short-
term cross-currency basis for all G10 currencies was around 0 cross-currency ba-
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Figure 1. Short-term maturity CIP deviations in G10 currencies (Du, Tepper, & Verdelhan, 
2018) 

sis points. Since the onset of the crisis, the cross-currency skyrocketed to unprec-
edented new heights, making the GFC a great period of profitable arbitrage. Fol-
lowing the crisis, the cross-currency level remained significantly higher than 
prior to the crisis, presenting a new era in which also the developed economies 
provide significant CIP deviations across time.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The purpose of this thesis is to test the effect of the 2008 GFC on the CIP 
deviations for Brazil, Russia, India, China, and South Africa (BRICS) currencies, 
and to discover whether the magnitudes of the CIP deviations have changed be-
tween the two periods. In this research, BRICS’ currencies are used to measure 
for CIP deviations against the euro in the short term, therefore, each BRICS’ cur-
rency is tested on two different short-term horizons, 1-month, and 3-month ma-
turity. The euro is applied as the currency benchmark since it is at the very top in 
terms of currency trading. In addition to the effect of the 2008 GFC, this paper 
puts emphasis on a different potential cause of CIP deviations, that is economic 
policy uncertainty. 

Economic policy uncertainty (EPU) is a concept for the unpredictability of 
the forthcoming economic state. EPU is affected by both economic variables such 
as political interventions, economic status, and stochastic events, as well as non-
economic variables such as terrorism and natural disasters. Thus, every aspect 
that might involve decision making and has economic impacts is included in a 
subcategory of the overall economic uncertainty. The role of economic policy ac-
tions is to help prevent economic downfalls, reduce uncertainty, and improve the 
economic outlook for the future. When turbulences or other concerns in the econ-



 9 

omy occur, and the impacts of these economic issues or reactions cannot be fore-
casted, the level of EPU rises. Baker, Bloom, & Davis (2015) developed an eco-
nomic policy uncertainty index as means to measure EPU. The EPU index is de-
signed to measure economic policy uncertainties by observing the number of 
headlines of newspapers regarding economic policies. To my knowledge, there 
are no previous papers investing whether EPU is a potential cause for CIP devi-
ations. Furthermore, at the time of writing these lines, the coronavirus pandemic 
is driving the worlds’ economy towards depression, in which the magnitude is 
yet unknown, making the economic policy uncertainty topic a timely decision.  

In this research, the Vector Autoregression (VAR) model is used as a 
method for time series forecasting. The VAR model is based on analysing indi-
vidual time series processes as a stochastic representation of the data and captur-
ing the linear interdependencies among multiple time series. VAR modelling is 
fairly simple since it requires only a list of variables that can be hypothesized to 
affect each other intertemporally instead of requiring much knowledge about the 
forces influencing a variable as do structural models with simultaneous equa-
tions do. In order to test whether one time series is useful in forecasting another, 
the Granger causality test is used. Essentially, “if the prediction of one time series 
is improved by incorporating the knowledge of a second time series, then the 
latter is said to have a causal influence on the first” (Bose, Hravnak, & Sereika, 
2017). Due to the negative interest rate period in the eurozone in recent years, an 
additional model with dummy variables is also estimated to observe whether the 
negative interest rate era has an effect on the results. In the additional model, the 
negative interest rate period is described with a dummy variable to measure 
whether global and country-level EPU should be treated as endogenous or exog-
enous variables. When the Granger causality shows similar results when global 
and country-level EPU are assumed as exogenous variables and as endogenous 
variables, it is safe to assume that global and country-level EPU should be treated 
as endogenous variables because they do not affect the outcome of the results. 

1.2 Research questions and objectives 

In this paper, the VAR model is applied, and the Granger causality tests are tak-
ing place to test for CIP deviations by capturing the relationships between varia-
bles over time of the five largest emerging markets, that is the BRICS countries. 
In addition, this paper focuses on EPU as a potential reason for the CIP deviations 
in the BRICS countries. 
 
Research questions and hypotheses:  
 

1) What is the effect of the 2008 global financial crisis on CIP deviations in 
BRICS countries? 
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H1. Based on the earlier research, the hypothesis is that CIP deviations in BRICS 
countries have increased since the onset of the 2008 GFC. This assumption is 
based on previous research on the effect of the 2008 GFC on the emerging mar-
kets where CIP deviations became significantly larger and more consistent than 
ever before. In addition, also in developed markets, CIP deviations became a 
norm after being minimal and non-significant prior to the crisis. However, such 
an increase may not occur for each BRICS country and each time horizon as ear-
lier research suggests no drastic effect of the 2008 GFC on CIP deviations, see 
Figure 8.   

2) Whether global EPU and/or country-level EPU explain part of the CIP de-
viations? 

H2. Based on the increased level of EPU around the world both during and fol-
lowing the 2008 GFC, and the rising levels of CIP deviations, the hypothesis is 
that both global and country-level EPU explain part of the CIP deviations in 
BRICS countries. Furthermore, nations that have an enormous share of interna-
tional trade, financial assets, and commodities, such as Russia and China are less 
dependent on global EPU than “small” open countries such as Brazil, India, and 
South Africa. Thus, in the cases of Brazil, India, and South Africa, global EPU is 
expected to have a larger impact and for Russia and China, country-level EPU is 
expected to have a larger impact. 

1.3 Main findings 

The VAR model and Granger causality tests find that in most cases the 2008 GFC 
has caused higher levels of CIP deviations and as a result, CIP deviations provide 
long-lasting arbitrage opportunities ever since. The research finds for 80% of the 
cases that the magnitude of CIP deviations for BRICS countries has increased 
substantially following the 2008 GFC in comparison to the pre-crisis era, while in 
only 20% of cases, the 2008 GFC appears to have not affected the magnitude of 
the CIP deviations. Furthermore, this paper finds that global EPU appears to 
have a slightly stronger effect on CIP deviations than country-level EPU. The re-
sults find that in 30% of the cases, global EPU causes part of the CIP deviations, 
while in 20% of the cases, country-level EPU causes part of the CIP deviations. In 
addition, this study also finds that country-level EPU has stronger explanatory 
power on the CIP deviations than global EPU. In 20% of the cases, country-level 
EPU has stronger explanatory power on the CIP deviations than global EPU, 
while in only 10% of the cases, global EPU has a stronger explanatory power on 
the CIP deviations than country-level EPU. Finally, this research suggests that 
also for large economies in terms of international trade of goods, financial assets, 
and commodities, CIP deviations could be generated more due to global EPU 
than from country-level EPU. 
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1.4 Research structure 

This study is organized as follows. In chapter one, the principle of covered inter-
est rate parity and the outcome of CIP deviations are presented. The reasons and 
explanations why CIP fails to hold over time are also discussed, in addition to a 
brief explanation of EPU as a cause for CIP deviations is introduced. Lastly, the 
chapter offers the research questions and objectives and its main findings. Chap-
ters 2-4 present the literature review. Where chapter two discusses the benefits 
and ideas international diversification provides to investors, while chapter three 
explores arbitrage in financial markets, and chapter four discusses the collapse 
of CIP around the 2008 global financial crisis. Afterwards, chapter five describes 
the research method and the data analysis used to collect and analyze the data, 
and chapter six presents the findings of the analysis performed. Finally, chapter 
seven concludes the paper and provides the limitations of the study along with 
suggested avenues for further research.    
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2 BENEFITS AND IDEAS OF INTERNATIONAL DI-
VERSIFICATION 

Portfolio diversification which was first developed by Tobin (1958) and Marko-
witz (1959) is a method in which a firm or an investor invests in a range of prod-
ucts or fields of operation. Allocating investments into various financial instru-
ments and industries allows a firm the possibility of reducing its systematic risk. 
By doing so, only part of, instead of all of the portfolio is exposed to market risk. 
The extent to which diversification reduces risks depends on the correlations 
among security returns (Levy & Sarnat, 1970). If the security returns are perfectly 
correlated, any degree of diversification could not eliminate risk. On the other 
hand, if security returns are not correlated, diversification could reduce or elim-
inate risk. In addition, when applying diversification optimally, it may also help 
to maximize profit while maintaining considerably lower risks in cases of events 
affecting differently among different industries or sectors.  
 International diversification is the most useful technique to achieve effi-
cient diversification. During the past several decades, international diversifica-
tion has become commonplace in international finance. International diversifica-
tion among developed economies has been ongoing for a considerably longer 
period of time than among emerging economies, maintaining their position as 
global leaders financially. Between the years 2000-2005, the growth of market 
capitalization in emerging markets was 197%, mainly due to the international 
diversification of firms in developed economies. In emerging markets, in contrast, 
international diversification has become a common investing method only in the 
latter years of the 1900s. However, since the beginning of the 21st century, the 
growth of international diversification among emerging markets has been very 
rapid (Bodie, Kane, & Marcus, 2009, pp. 868-871).  

2.1 Stock market diversification 

Stock market diversification is one of the most common methods of international 
diversification. An international stock portfolio is a selection of stocks across both 
foreign and domestic markets. A well-designed international stock portfolio pro-
vides investors exposure for both developed and emerging markets and may cre-
ate a vast diversification. Stock market diversification may reduce risk and pro-
vide various benefits but also entails its own risks and limitations.  

Stock market diversification provides numerous benefits for investors 
willing to invest in foreign markets. First and foremost, stock market diversifica-
tion provides risk reduction (Levy & Sarnat, 1970; Rugman, 1976). Stock market 
diversification allows investors to allocate their total risk into different currencies, 
industries, markets, and governments. By investing internationally, an investor’s 



 13 

Figure 2. Excess returns from international diversification (Fisher, 2012) 

exposure to local economic risk such as recession, changes of rules and regula-
tions by local government or natural disasters is minimized because the other 
investments are being unaffected or only mildly affected. Furthermore, interna-
tional stock diversification enables investors from emerging economies to invest 
in less risky environments. Another major benefit of stock market diversification 
is profit maximization. By investing in foreign markets, an investor gets access to 
emerging markets, which potentially generate greater profits than one could pos-
sibly earn in local markets. Moreover, having access to emerging markets pro-
vides greater chances to locate misprices for long and short positions, as well as 
arbitrage opportunities (Bodie et al., 2009, pp. 882-889). In addition, a well-diver-
sified portfolio does not require being hedged since currency hedging is not a 
significant issue in internationally well-diversified portfolios.  

Numerous studies are supporting the effect of international stock market 
diversification on higher stock returns. Yu-Wei, Stewart, & Yermo (2007) explore 
the Chinese liberalized portfolios in comparison to domestic only portfolios and 
find that the international portfolios provide higher returns between 1993-2004. 
Pfau (2011) finds that on average half of emerging market pension fund assets 
should be allocated to world assets, as limiting them to only domestic markets, 
will reduce 21% in returns. Liu, Park, & Sohn (2018) find that during the 2008 
financial crisis, firms with higher foreign ownership had better stock returns than 
firms with lower foreign ownership. Asness, Israelov, & Liew (2011) find that 
during bear markets, over the longer investment horizons, economic perfor-
mance tends to vary more across markets and diversification generates signifi-
cant differences in realized returns, and therefore becomes highly beneficial for 
investors. Figure 2 illustrates the excess returns from international diversification 
in comparison to investing solely in domestic markets. 
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Although international stock diversification provides many benefits for 
investors, it also generates numerous risks and limitations causing such invest-
ments to become less profitable and riskier than it might seem at first. By invest-
ing in foreign stock exchanges, investors need to bear foreign exchange (FX) risks 
as they buy and sell stocks in foreign currencies. Appreciation of a local currency 
against a foreign currency will result in a loss. Another drawback is country-spe-
cific risks. As each country may have its own political risks, regulations, or re-
striction on capital flows across national boundaries, international stock diversi-
fication may be transformed into a more costly and risky activity. 

International stock diversification may become less beneficial due to its 
limitations. One of the most important limitations is the level of integration of 
stock markets with its counterparts because it is directly affecting the level of 
profitability when investing elsewhere. Liu, Park, & Sohn (2018) argue that di-
versification benefits are driven by countries with lower global integration. Di-
versification of funds among perfectly integrated stock markets is essentially 
worthless since it may not generate higher returns, nor eliminate any risk. An-
other important limitation of international stock diversification is home and fa-
miliarity bias. As most investors and portfolio managers are more familiar with 
their domestic market or an industry, their investment decisions are often biased 
towards local or familiar assets that may not be the most ideal international stock 
diversification for both risk aversion and profit maximization. The phenomena 
of home and familiarity bias occurs frequently despite the theoretical advantages 
of international stock diversification. Empirical literature shows that a large num-
ber of investors do not optimize their diversification internationally, and instead, 
allocate more assets into their well-known domestic markets regardless of the 
benefits of efficient portfolio diversification (Bekaert & Campbell, 2003). Kwabi 
et al. (2019) argue that one percentage point reduction in home bias, on average, 
increases the size of the domestic stock market (relative to the size of the economy) 
by nearly 0.2%. Furthermore, they also find that stock markets with lower degree 
of home bias tend to be larger, more diversified, liquid, and cost-effective stock 
markets.  

Large-cap bias also limits the use of international stock diversification. A 
large number of investors tend to invest their funds into familiar and visible 
large-cap stocks around the globe. There are two main reasons why this phenom-
enon occurs; the fact that most cross listed firms are large-cap stocks and that 
institutional investors who often follow national or sector indices, may contribute 
to the large-cap bias as market indices are dominated by large-cap stocks (Kang 
& Stulz, 1997). Large-cap stocks are often multinational corporations with a sub-
stantial foreign customer and investor base, and therefore, their returns are 
driven by common global factors. The common exposure to global factors is be-
ing reflected by having relatively high correlations with each other. As a result, 
the gains for large-cap stocks from international diversification may be fairly lim-
ited as common global factors affect all of those large-cap firms simultaneously. 
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In addition, Eun, Huang, & Lai, (2008) find that, for small-cap stocks, interna-
tional diversification can provide substantially higher profits. Small-cap firms are 
often more locally oriented with a limited international exposure, causing their 
returns to be driven by local and idiosyncratic factors which are reflected by hav-
ing relatively low correlation not only with large-cap firms but also with each 
other. As a result, investors can achieve significant additional gains from inter-
national stock diversification by considering foreign small-cap stocks. Finally, 
negative local macroeconomic consequences, and loss of capital from domestic 
markets also limit the use of international stock diversification. Negative macro-
economic consequences such as depreciation of exchange rates or lack of liquidity 
may be resulted by large capital outflows from international investments. Fur-
thermore, capital outflows from international investments may lead to loss of 
capital in domestic markets that could have been allocated into social invest-
ments such as housing loans or construction of hospitals and schools (Interna-
tional Labour Office, 1997). 

2.2 Interest yielding assets and currency market diversification 

The world’s economy presents a large number of options in which individual 
investors or investment firms may gain interest on their assets. Financial markets 
are traditionally segmented into money markets, capital markets, FX markets, in 
addition to derivative markets for options and futures. Money market instru-
ments include short-term debt, marketable, liquid, low-risk debt securities. Cap-
ital markets can be subdivided into bond and equity markets and include longer-
term and riskier securities. FX markets are over-the-counter global marketplaces 
for the trading of currencies (Bodie et al., 2009, p. 23). 

The money market is a subsector of the fixed-income market. It consists of 
very short-term debt securities that usually are highly marketable. Many of these 
securities trade in large denominations, and therefore, are out of the reach of in-
dividual investors.  Money market funds, however, are easily accessible to “small” 
investors as such funds combine a large number of “small” investors resources 
and purchase a wide variety of money market securities on their behalf. Within 
the money market, there are different ways in which individual investors and 
investment firms may earn interest on their assets such as; US treasury bills (also 
known as T-bills) represent the simplest form of borrowing, in which the govern-
ment raises money by selling short-term bills to the public; certificate of deposit 
or CD is a time deposit with a bank, where the time deposits may not be with-
drawn on demand and the principal plus interest is paid to the depositor only at 
the end of the fixed term of the CD; commercial paper is a short-term debt issued 
by large firms that are not banks to investors; Eurodollars are dollar-denomi-
nated deposits at non-American banks or foreign branches of American banks 
(Bodie et al., 2009, pp. 24-27). 
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The bond market is composed of longer-term borrowing or debt instru-
ments than those that trade in the money markets. The bond markets are easily 
accessible to both “small” investors and investment firms as such borrowings 
and debt instruments are being traded in small or large denominations. These 
instruments are sometimes said to comprise the fixed-income capital market be-
cause most of them promise either a fixed stream of income or a stream of income 
that is determined according to a specific formula. However, these formulas can 
result in a non-fixed flow of income, therefore, the term “fixed-income” is most 
likely not fully appropriate. The bond market consists of instruments such as; 
treasury notes and bonds represent the form of borrowing, in which the govern-
ment raises money by selling long-term bills to the public. Treasury notes matur-
ities range up to 10 years, whereas treasury bonds are issued with maturities 
ranging from 10-30 years; international bonds are simply bonds borrowed and 
lent internationally, providing access for firms to borrow abroad and to investors 
to buy bonds from foreign issuers; municipal bonds are bonds issued by state or 
local governments to investors; corporate bonds are the means by which private 
firms borrow money directly from the public (Bodie et al., 2009, pp. 28-34). 

The equity market (also known as the stock market) is a market in which 
shares of companies are issued and traded either through exchanges or over-the-
counter markets. The equity market provides firms access to capital in order to 
grow their businesses and to investors a piece of ownership in a firm that poten-
tially will rise in value based on the firm’s future performance. Within the equity 
market, there are different ways in which investors may earn interest on their 
assets such as; common stock (also known as equity) in ownership shares in a 
corporation. Common stock owners may earn an annual dividend based on the 
number of shares owned and the firm’s performance, in addition to share value 
fluctuations (capital gains or loss); preferred stock has features similar to both 
equity and debt. Preferred stock is similar to a bond in a way that it promises to 
pay to its holder a fixed amount of income each year. Preferred stock, however, 
is an equity investment as its owners receive annual dividends based on the 
firm’s performance; American depository receipts (ADR) are certificates traded 
in US markets that represent ownership in shares of a foreign company. ADRs 
were created to ease for foreign firms to satisfy US security registration require-
ments (Bodie et al., 2009, pp. 35-38). 

The FX market is a market that determines the exchange rate for currencies 
around the world. The FX market participants can buy, sell, exchange, and spec-
ulate on currencies. Within the FX market, several economic theories link ex-
change rates, price levels, and interest rates together that are known as interna-
tional parity conditions. The purchasing power parity (PPP) is a macroeconomic 
analysis metric to compare economic productivity and standards of living be-
tween countries. The PPP helps to compare different countries’ currencies 
through a “basket of goods” approach. The PPP theory forecasts the change in 
the spot rate based on differences in expected rates of inflation. The PPP theory 
is subdivided into absolute PPP and relative PPP. In case the law of one price is 
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true for all goods, the absolute PPP exchange rate could be found from any set of 
prices through price comparison, allowing the determination of individual prod-
ucts’ price by using an absolute PPP exchange rate. The relative PPP is a theory 
that the relative changes in prices between countries over time determine the 
change in exchange rates. Any change in the differential rate of inflation between 
two countries tends to be offset over the long run by an equal, but opposite 
change in the spot rate (Cuthbertson & Nitzsche, 2004, pp. 552-555).  

The Fisher effect (FE) is an economic theory developed by economist Ir-
ving Fisher that describes the relationship between inflation and both real and 
nominal interest rates. The FE states that nominal interest rates in each country 
are equal to the required real rate of return plus compensation for expected in-
flation. The international Fisher effect (IFE) is an expansion theory of the Fisher 
effect incorporating the international aspect and applying it cross-border. The IFE 
states that the spot exchange rate should change in an amount equal to, but in the 
opposite direction of the difference in interest rates between countries. The justi-
fication for the IFE is that investors must be rewarded or penalized to offset the 
expected change in exchange rates. The IFE predicts that with unrestricted capital 
flows, an investor should be indifferent between investing in dollar or euro bonds 
since investors worldwide would see the same opportunity and compete it away 
(Demirag & Goddard, 1994, p. 76). 

The interest rate parity (IRP) plays an essential role in FX markets connect-
ing interest rates, spot exchange rates, and foreign exchange rates. The IRP is a 
theory stating that the difference in the national interest rates for securities of 
similar risk and maturity should be equal to, but opposite in sign to, the forward 
rate discount or premium for the foreign currency, except for transaction costs. 
The IRP is subdivided into covered interest rate parity (CIP) and uncovered in-
terest rate parity (UIP). The CIP is a condition that the relationship between in-
terest rates, spot, and forward currency values of two countries are in equilibrium. 
Interest rate parity is said to be covered when the use of a forward contract to 
hedge against exposure to exchange rate risk is applied. Investors shall remain 
indifferent among the available interest rates between two countries since the 
forward rate maintains equilibrium such that the dollar return on dollar deposits 
is equal to the dollar return on the foreign deposit, thereby eliminating the po-
tential for covered interest rate arbitrage profit. The UIP, on the other hand, is a 
condition that the difference in interest rates between two countries will equal 
the relative change in currency FX rates over the same period. Interest rate parity 
is said to be uncovered when the use of a forward contract to hedge against ex-
posure to exchange rate risk is not applied. Risk-neutral investors will be indif-
ferent among the available interest rates in two countries because the exchange 
rate between those countries is expected to adjust such that the dollar return on 
dollar deposits is equal to the dollar return on euro deposits, thereby eliminating 
the potential for uncovered interest rate arbitrage profit. The CIP and UIP are 
identical when the forward and expected spot rates are equal (Cuthbertson & 
Nitzsche, 2004, pp. 560-563). 



18 
 

Figure 3. International parity conditions (Moffett, Stonehill, & Eiteman, p.178, 2015) 

 The forward rate unbiasedness (FRU) is an economic theory stating that 
under conditions of risk neutrality and rational expectations on the part of mar-
ket agents, the forward rate is an unbiased predictor of the corresponding future 
spot rate. The FRU theory holds in reality if both CIP and UIP hold simultane-
ously. Furthermore, if any two of the relationships between the set of CIP, UIP, 
and FRU are true, the third will also be true. The forward rate as an unbiased 
predictor of the future spot rate assumption is possible only if the FX markets are 
thought to be efficient. The prediction level of FRU is in question as it often fails 
to predict the actual future spot rate, however, its prediction errors are with equal 
probabilities (directions) and magnitudes (distances) (Cuthbertson & Nitzsche, 
2004, p. 562). Figure 3 presents the linkage of exchange rates, price levels, and 
interest rates which together form the international parity conditions. 
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3 ARBITRAGE IN FINANCIAL MARKETS 

The common technique of taking advantage of the difference between two or 
more markets for profit purposes is called arbitrage. Sharpe & Alexander (1990) 
define arbitrage as “the simultaneous purchase and sale of the same, or essen-
tially similar, security in two different markets for advantageously different 
prices”. Arbitrage has an important role in the financial markets since it helps to 
bring asset prices closer to fundamentals and keeps the markets efficient. Based 
on the efficient market hypothesis by Fama (1970), arbitrage opportunities should 
not exist. However, financial markets are not always fully efficient due to anom-
alies, bubbles, and crashes, therefore, arbitrage opportunities are widely availa-
ble (Burton, 2003). 

There are many reasons why there are arbitrage opportunities for different 
durations and extents, however, most of them can be explained by behavioural 
finance. The two studies in the field of behavioural finance by Odean (1998); Bar-
ber & Odean (1999) are great examples of behavioural biases. Firstly, they argue 
that investors are reluctant to sell assets when they are at a loss, in contrast, in-
vestors are willing to sell when they are in profit. Secondly, overconfidence also 
causes behavioural biases, as investors tend to trade more than is considered op-
timal. Furthermore, both professional and amateur investors at times do not op-
erate according to correct analysis results, instead, they are more driven by per-
sonal intuition or simply by following the herd. In addition to behavioural biases, 
also anomalies, bubbles, and crashes may explain why arbitrage opportunities 
occur. Most of the well-known anomalies split into cross-sectional and time-se-
ries anomalies. Momentum investing that was discovered by Asness (1994), be-
ing perhaps the most famous cause for cross-sectional anomalies, and the Week-
end Effect by Smirlock & Starks (1986) and the January Effect by Keim (1985) are 
possibly the most well-known time-series anomalies. Anomalies tend to be elim-
inated since professional arbitrageurs with a large amount of capital often find 
them relatively quickly, making the arbitrage opportunities for amateur investors 
harder to find (Shleifer & Vishny, 1995). 

In theory, arbitrage entails no risk and capital is unlimited, in reality, how-
ever, arbitrage risk varies greatly, and capital is limited. There are different types 
of risks involved in arbitrage, such as counterparty risk, execution risk, and mis-
matched items. Counterparty risk is the likelihood that the other party in an 
agreement will default or fail to live up to its contractual obligation. A large num-
ber of arbitrage positions involves two or more parties, making counterparty risk 
widely available, and therefore riskier. Execution risk is a risk of a financial loss 
occurring by entering into two or more markets at once and not completing all 
transactions within the desired time. When arbitrage is not completed at the re-
quired speed and a security’s price has changed, a potential lower profit or a loss 
may result. Mismatched items are a risk in which the items bought and sold are 
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not identical and the arbitrage is conducted under the assumption that the prices 
of the items are correlated.  

Mitchell, Pulvino, & Stafford (2002) classify the level of riskiness by risk-
less arbitrage and risky arbitrage. The level of risk is dependent on the size of the 
anomalies. Further the prices are from fundamentals, will result in higher risk 
and higher expected return. In addition, arbitrage may also contain idiosyncratic 
risk that arbitrageurs must bear in their trading strategies (Shleifer & Vishny, 
1995). Riskless arbitrage is the simplest form of arbitrage due to the simultaneous 
purchase and sale of a security. Several recent papers (Ofek, Richardson, & 
Whitelaw, 2004; Akram, Rime, & Sarno, 2008) find that there are riskless arbitrage 
opportunities available, for example, CIP deviations from triangular arbitrage 
parity, put-call parity, and cross-listed security parity, while other forms of arbi-
trage are risky.  

Arbitrage is practiced not only by professionals but also by amateur arbi-
trageurs. Most professional arbitrageurs are employed by investment banks and 
hedge funds. Arbitrage in such firms usually takes place by professionals who 
are a relatively small number of highly specialized investors who combine their 
knowledge with resources of outside investors to take large positions. Outside 
investors include wealthy individuals, banks, endowments, and other investors 
with only a limited knowledge of the financial markets (Shleifer & Vishny, 1997). 
In addition to professional arbitrageurs, there are probably millions of individual 
investors that take smaller positions. Amateur arbitrageurs often have signifi-
cantly less capital, knowledge, experience, technology access, and information in 
comparison to professional arbitrageurs. 

3.1 Arbitrage theories and models 

There are different theories and models in which investors can apply arbitrage 
for profit purposes, such as arbitrage pricing theory (APT), international arbi-
trage pricing theory (IAPT), two-fold, triangular, or options arbitrage.  

The arbitrage pricing theory (APT) developed by Ross (1976) is an alter-
native to the widely used capital asset pricing model (CAPM) of Sharpe (1964) 
Treynor (1961) and Lintner (1965) in determining the expected rate of return on 
a security. Although capital asset pricing was the main model for empirical work 
over the past few decades and is the basis of modern portfolio theory, a growing 
number of researchers has increasingly cast doubt on its ability to accurately de-
termine the expected rate of return given its unrealistic assumptions. The APT, 
on the other hand, is a great tool for analysing portfolios in order to identify se-
curities that may be temporarily mispriced. Arbitrageurs using the APT are keen 
to take advantage of any deviation from the fair market value to potentially gain 
riskless profit. The APT is based on the idea that expected returns of securities 
can be predicted by using the linear relationship between the asset’s expected 
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return and a certain number of macroeconomic variables that capture systematic 
risk (Robin & Shukia, 1991).  

The main difference between the APT and the CAPM is that the APT is a 
multifactor asset pricing model, whereas the CAPM is a one-factor asset pricing 
model in which market risk is the lone factor. In the APT there are often common 
factors, but there are no defined factors that suit most applications. While there 
is no clear answer about the number of factors available, literature shows that 
there is at least one factor and that five factors may be sufficient for most appli-
cations (Robin & Shukia, 1991). Another important difference between the APT 
and the CAPM is concerning their underlying assumptions. The CAPM relies on 
the assumption that the market always ensures all securities at fair value, 
whereas the APT relies on the assumption that the market sometimes misprices 
securities and that arbitrage opportunities may occur. In addition, the APT also 
relies on the assumptions that asset returns are explained by systematic factors 
and those factors can be eliminated through diversification, as well as, that the 
well-functioned security markets do not allow for the persistence of arbitrage op-
portunities (Bodie et al., 2009, pp. 331-332). 

Following the emergence of the APT, Solnik (1983) developed an exten-
sion for the APT to an international setting, or simply added an “I” in front of 
“APT”, creating the IAPT. Similarly, the IAPT is also a tool for determining the 
expected rate of return on a security, but the IAPT does not involve only local 
risks, but also other international risks such as exchange rate or difference in tax-
ation in various countries. However, the IAPT is not free of criticism. One of its 
major drawbacks in applying pricing theory internationally is arising due to dif-
ferences in investors’ opportunities and perspectives. Kleidon & Pfleiderer (1983) 
believe that the opportunities might be limited for foreigners investing in the 
same assets as domestic investors due to substantial restrictions on the capital 
flow. Furthermore, foreign investors may not have the opportunity to earn the 
same nominal returns as domestic investors due to differential taxes or transac-
tion costs. In addition, they also raise questions regarding the difference in per-
spective between domestic and foreign investors. A riskless portfolio for domes-
tic investors may not seem riskless for foreign investors due to additional risks 
involved such as exchange rate risk.  

There are several arbitrage models available in the financial markets. They 
vary among the length of the positions, the number of players involved, the fi-
nancial instruments used, among others. The most basic arbitrage models are the 
two-fold arbitrage and triangular arbitrage. The two-fold arbitrage is a model in 
which an arbitrageur buys low and sells high assets simultaneously and enjoys 
the discrepancy of their values in different markets for profit purposes. The buy-
sell spread among those markets is the profit one may earn minus any trading 
costs involved. A simple example of two-fold arbitrage model is when the US 
dollar price of the British pound sterling is 1.6$ in Frankfurt, but only 1.5$ in Paris, 
therefore an arbitrageur can buy 1£ in Paris and sell it in Frankfurt and earn a 
profit of 0.1$ per pound before any transaction costs (Clark & Ghosh, 2004, pp. 1-
2). The arbitrage opportunity remains available until either Paris’s British pound 
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Figure 4. Triangular arbitrage (Overton, 2012) 

inventory diminishes or when Paris and Frankfurt adjust their prices to wipe out 
the opportunity. Triangular arbitrage is a model in which an arbitrageur enjoys 
the discrepancy between three foreign currencies when the currency’s exchange 
rates do not exactly align. Triangular arbitrage involves three trades, exchanging 
the initial currency for a second, the second currency for a third, and the third 
currency for the initial. In order to gain any profit, the final sum should be higher 
than the initial sum. Triangular arbitrage opportunities are often hard to find and 
since the price differences between exchange rates are very minimal, a large sum 
of capital should be involved to gain substantial profits (Clark & Ghosh, 2014, pp. 
12-17). 
 
 
 
 
 
 
 
 
 
 
 
 

Arbitrage can also be implemented by applying different financial instru-
ments such as forward contracts or options. Forward arbitrage is available when 
one market offers a higher return than another and the forward contract guaran-
tees the exchange rate ahead of time. An example of forward arbitrage is spot-
forward arbitrage. Spot-forward is a form of arbitrage in which the arbitrageur 
can gain higher profit by investing elsewhere in comparison to investing in the 
home country by locking the future exchange rate with a forward contract (Clark 
& Ghosh, 2004, pp. 132-136). There are a variety of ways in which option arbitrage 
can be applied by arbitrageurs to gain profit with essentially no risk. Option ar-
bitrage is available when the put-call parity is not correctly preserved or when 
options are mispriced. Put-call disparity first discovered by Stoll (1969) is a form 
of arbitrage in which there is either an underpriced call, in relation to a put based 
on the same underlying security, or an underpriced call compared to another call 
with a different strike or a different expiration date. Strike arbitrage is a form of 
arbitrage that can be used when there is a price discrepancy between two option 
contracts that are based on the same underlying security and have the same ex-
piration date. In addition to Put-call disparity and Strike arbitrage, there are also 
other forms of arbitrage such as conversion & reversal or box spread arbitrage 
that involves synthetic options and a higher number of transactions respectively 
(Options Trading, 2020). 
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3.2 Limitations of arbitrage 

Arbitrage provides a great potential for exploiting the price difference between 
two or more markets in order to gain profit. However, there are numerous limi-
tations turning arbitrage riskier and less profitable than it may appear. Various 
factors may discourage arbitrageurs to avoid pushing the asset’s value back to its 
fundamental value and, instead, leave the asset’s value mispriced. In theory, ar-
bitrage requires no capital and entails no risk. With those assumptions in mind, 
arbitrageurs should always enter into arbitrage positions until the markets are 
fully efficient. However, in reality, arbitrage requires capital and, in most cases 
entails risk. 

The main limitation of arbitrage is the lack of funds. To enter any arbitrage 
position, there is a need for capital. Even for the simplest forms of arbitrage in 
which arbitrageurs earn profit instantly, there is an amount of capital invested in 
the arbitrage position. In order to have access to such funds, investment banks 
and brokerage firms mainly utilize outside investors’ capital or by borrowing 
from other financial institutions (Shleifer & Vishny, 1997). When depending on 
outside investors’ capital, arbitrageurs may apply suboptimal risk-taking due to 
fear that the funds may be withdrawn in case of poor performance (Shleifer & 
Vishny, 1995). Instead of entering into arbitrage positions that may lead to high 
yields, arbitrageurs may choose to avoid such positions to assure limited losses 
to guarantee future liquidity. Furthermore, outside investors might consider ar-
bitrageurs’ past performance records as an indicator of their abilities and not pro-
vide them with sufficient funds to arbitrage. Borrowing funds from other finan-
cial institutions might be an easy task for successful arbitrageurs in wealthy in-
vestment banks or brokerage firms, however, not all arbitrageurs are successful, 
and not all investment banks or brokerage firms are financially sound, resulting 
in higher costs of borrowing and often in smaller scales. In addition, prior re-
search suggests that holding and trading costs may also limit arbitrage. Tuckman 
& Vila (1992) find that financial constraints that arise from holding costs prevent 
arbitrageurs from eliminating mispricing, while Dow & Gorton (1994) find that 
mispricing can arise due to financial constraints from short horizon and trading 
costs. 

The other main limitation is that arbitrage may be risky. The level of risk 
is dependent on the size of the anomalies. Further the prices are from fundamen-
tals, will result in higher risk and higher expected return. In extreme situations, 
when the prices are far from their intrinsic value, it is expected that professional 
arbitrageurs will take advantage and take arbitrage positions. However, arbitra-
geurs face both fundamental risks, as well as noise trader risk, which increases 
drastically the expected rate of return to levels that the expected returns do not 
outweigh the risk when mispricing is extremely large (Shleifer & Vishny, 1995). 
Another major reason for the limitation of arbitrage is that a large number of pro-
fessional arbitrageurs are employed by large hedge funds and investment banks. 
Large hedge funds and investment banks have various investing techniques and 
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strategies which are constrained by agency frictions. Financial institutions and 
agency frictions are often the sources of non-fundamental demand shocks and as 
a result, financial institutions do not necessarily correct anomalies, but instead 
cause them (Gromb & Vayanos, 2010). Finally, arbitrageurs also need to bear in 
mind of noise traders. There are probably millions of small unprofessional inves-
tors with limited resources and knowledge that follow trends or simply do not 
understand market notions. Millions of small noise traders do not only increase 
the risk for professional arbitrageurs to operate according to their information 
and knowledge but may also help to keep asset prices away from their funda-
mental values. 

3.3 Arbitrage in emerging markets 

In a well-developed capital market, the market tends to be more efficient in cap-
italizing on relevant information. The highly efficient markets are attributed to 
effective legal and regulatory mechanisms, well-established auditing, accounting, 
and disclosure standards as well as various independent financial intermediaries 
such as financial analysis and rating agencies. Highly efficient markets leave min-
imal room for mispricing of assets, therefore, the potential for arbitrage in devel-
oped markets is especially limited (Wang, 2019). In emerging markets, in contrast, 
there are substantially more arbitrage opportunities available. Capital markets in 
emerging markets are considerably less efficient in comparison to capital markets 
in developed markets due to the absence of reliable and timely information, en-
forceable legal and regulatory rules, and well-functioning accounting and audit-
ing systems (Wang & Li, 2018), in addition to weak disclosure, noise trading, li-
quidity and political risk (Bartram, Brown, & Stulz, 2012). Furthermore, emerg-
ing markets are relatively immature due to poor market depth in terms of capi-
talisation, turnover, and listed companies (Syriopoulos, 2006). The above-men-
tioned characteristics cause capital markets in emerging markets to contain stock 
market misvaluation, therefore, more arbitrage opportunities become available. 

In different countries, regions, and between developed and emerging 
economies there are different levels of co-integration. A high level of co-integra-
tion appears when different financial markets move together while keeping a 
constant distance between them over time. Many arbitrageurs seek for low co-
integration among markets in order to find arbitrage opportunities (Grubel, 1968; 
Levy & Sarnat, 1970). The strong correlation among stock returns is an indicator to 
describe the co-movement. A stronger co-movement phenomenon is likely to dimin-
ish arbitrage opportunities while a weaker co-movement phenomenon may offer 
ample arbitrage opportunities. A stronger co-movement diminishes arbitrage oppor-
tunities because once financial markets co-move at the same direction and speed, 
there are no situations where an asset provides substantially higher returns in one 
market in comparison to another, whereas a weaker co-movement enables assets’ 

returns to vary among different markets. There has been extended prior research 
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on the co-movement among countries, regions, and between developed, and 
emerging economies over the past decade. Das & Manoharan (2019) gather prior 
research on co-movement and discover a pattern on whether there is co-move-
ment within developed markets and emerging markets. According to studies of 
Rua & Nunes (2009); Graham & Nikkinen (2011); Ranta (2013), there is a rela-
tively high co-movement within developed markets, and according to studies of 
Aloui & Hkiri (2014); Dima, Dima, & Barna (2015), the co-movement within 
emerging markets is on the rise in recent years. Prior empirical research about 
the level of co-movement suggests that in emerging markets there are likely more 
arbitrage opportunities available than in developed markets. 

Although arbitrage appears to be more widely available in emerging mar-
kets in comparison to developed markets, there are numerous limits of arbitrage 
in emerging markets causing them to remain unused by arbitrageurs. First of all, 
highly integrated markets may limit the arbitrage opportunities among markets. 
As a result of capital flow from developed to emerging markets that enhances 
economic integration by inducing a higher degree of stock market co-movements, 
arbitrage opportunities may diminish (Bekaert & Campbell, 2003). Secondly, low 
liquidity in emerging markets also may limit the use of arbitrage. After locating 
mispriced assets in emerging markets, arbitrageurs often seek high liquidity in 
order to earn a substantial profit. However, emerging markets often experience 
low liquidity, which leads arbitrageurs to abandon such opportunities, and as a 
result, mispriced assets may remain available. In addition to co-integration and 
low liquidity of assets, there are many other limitations for arbitrage in emerging 
markets. According to Galdi & Lopes (2013); Carrieri, Chaieb, & Errunza (2013), 
poor property rights protection, frequent noise trading, government expropria-
tion, high transaction costs, lack of information technology, low investor protec-
tion, higher corruption rates, and weaker shareholder rights are commonplace in 
emerging markets which lead to the discouragement of arbitrageurs from ac-
tively participating in arbitrage positions.  

The most notable emerging markets are Brazil, Russia, India, China, and 
South Africa, together they form the acronym BRICS. The BRICS countries are 
large in terms of population and have an abundance of natural resources. On top 
of that, their relatively underdeveloped financial markets may generate a large 
number of arbitrage opportunities when the BRICS countries are included in the 
arbitrage position. Furthermore, due to the BRICS populations size and the high 
volume of natural resources, the risk of currency devaluation or bankruptcy of a 
BRICS country is relatively low. 
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4 THE COLLAPSE OF CIP AROUND THE 2008 GFC 

Past experience has demonstrated that CIP held rather closely in recent decades, 
however, it is no longer the case. Following the 2008 GFC, the frequency and 
magnitude of CIP deviations have increased substantially, leading to systematic 
arbitrage opportunities for riskless profits. A common way to measure CIP devi-
ations is by cross-currency basis points. According to Du, Tepper, & Verdelhan 
(2018), the cross-currency basis is “the difference between the direct dollar inter-
est rate from the cash market and the synthetic dollar interest rate obtained by 
swapping the foreign currency into US dollars”. When the currency basis is pos-
itive (negative), it suggests that the direct dollar interest rate is higher (lower) 
than the synthetic dollar interest rate. When the cross-currency basis is zero, CIP 
holds and there are no arbitrage opportunities. 

4.1 Previous studies on CIP 

The principle of CIP, which was first developed by Keynes (1923) during the ex-
change rate turbulence that followed world war I, is a fundamental building 
block of international finance. The CIP is a condition that the relationship be-
tween interest rates, spot, and forward currency values of two countries are in 
equilibrium. Interest rate parity is said to be covered when the use of a forward 
contract to hedge against exposure to exchange rate risk is applied. Investors 
shall remain indifferent among the available interest rates between two countries 
since the forward rate maintains equilibrium such that the dollar return on dollar 
deposits is equal to the dollar return on the foreign deposit, thereby eliminating 
the potential for CIP arbitrage profits. However, at times CIP collapses. When 
covered interest rate parity between two countries collapses, an opportunity for 
CIP arbitrage emerges. The formula of the covered interest rate parity condition 
is as follows: 
 
 
 
 

 
Where S is the spot nominal exchange rate, F is the forward exchange rate, r is 
the interest rate in the base currency and rf is a foreign currency interest rate on 
securities that are identical in every respect except for the currency of denomina-
tion. It is important to note that this equation ignores any transaction costs in the 
security and the FX markets. 
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There has been literature exploring the CIP condition for over a century. 
Already in Lotz’s paper (1889) and later, in a much clearer way, in Keynes’s (1923) 
study, the general idea of the CIP condition was established. In the latter years of 
the 1900s, numerous researchers, most notably Frenkel & Levich (1975, 1977); 
Deardorff (1979); Clinton (1988), investigated the CIP condition and tested 
whether CIP tends to hold over time. Most researchers find that the CIP condition 
holds well in periods before the 2008 GFC and that arbitrage opportunities are 
not widely available, therefore, CIP arbitrage may not generate significant profits. 
However, some studies were able to detect small and transient but economically 
meaningful departures from CIP. Nonetheless, CIP kept on providing an excel-
lent guide for the relationship of forward and spot exchange rates and interest 
rates at the macro level. As Akram, Rime, & Sarno (2008) put it, “the lack of pre-
dictability of arbitrage and the fast speed at which arbitrage opportunities are 
exploited and eliminated imply that a typical researcher in international macro-
finance using data at the daily or lower frequency can safely assume that CIP 
holds.” 

Economic literature has, in the past, widely considered that transaction 
costs are the main driver for CIP deviations. According to Demsetz (1968), trans-
action cost can be defined as the cost of exchanging ownership titles, and that, in 
most cases, a transaction cost is composed of brokerage fees, ask-bid spreads, and 
transfer taxes. However, numerous studies challenge this belief and find that, in 
reality, transaction costs create much fewer CIP deviations than academia once 
believed. Instead, different authors have stressed different reasons and explana-
tions as potential drivers for CIP deviations ranging from regulation-induced or 
other arbitrage limits (Rime, Schrimpf, & Syrstad, 2017; Du, Tepper, & Verdelhan, 
2018), to changes in banks’ balance-sheet capacity connected with US dollar ap-
preciation (Avdjiev et al., 2017), to interest-rate differences across currencies and 
their impact on the swap market (Liao, 2016). Furthermore, several other reasons 
may explain CIP deviations such as political risk (Aliber, 1973), capital market 
imperfections (Frenkel, 1973), capital control (McCormick, 1979), and infor-
mation costs (Clinton, 1988). 

Once CIP collapses, there are new arbitrage opportunities that arbitra-
geurs are keen to exploit to gain profits which are known as covered interest rate 
arbitrage or CIA. In CIA, an investor makes simultaneous spot and forward mar-
ket transactions, with the ultimate goal of gaining riskless profit through the com-
bination of currency pairs. In this strategy, an investor uses a forward contract to 
hedge against exchange rate risk, hence the word arbitrage. The CIA consists of 
four markets: the spot and forward markets for FX and the domestic and foreign 
securities markets. Arbitrageurs often examine exchange rates and interest rates 
of international markets to locate CIP deviations for riskless opportunities to gain 
profit. CIA opportunities are rather uncommon and often small in size because 
market participants rush in to exploit arbitrage opportunities if one appears, and 
the resultant demand increase of either currency quickly redresses the imbalance 
back to equilibrium (Deardorff, 1979). 
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In textbook arbitrage, an investor may borrow at a low interest rate and 
lend out at a higher interest rate indefinitely, having hedged currency risk com-
pletely, providing opportunities for riskless profits as long as CIP deviations exist. 
However, in textbooks there are no banks. In practice, on the other hand, CIA 
entails borrowing and lending through banks, and the assumption that an inves-
tor is able to continue earning profits indefinitely is violated due to balance sheet 
constraints that place limits on the size of the exposure that can be taken by banks. 
Essentially, for non-banks, their ability to exploit arbitrage opportunities relies 
on banks to provide leverage.  

 
  
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The phenomenon of CIA may be easily understood by examining Figure 
5. It is possible to use the four markets together to buy any commodity in ex-
change for itself since the arrows are heading all around the four markets. There 
are two ways in which an investor can apply the CIA. One way is following the 
clockwise arrows starting from the top left corner, by lending dollars, selling 
them forward, borrowing pounds, and selling them spot, thus effectively ex-
changing current dollars for current dollars. The current-dollar cost of acquiring 
a current dollar in this way is found by multiplying the four costs associated with 
the four clockwise arrows. If that cost is less than unity, then covered interest 
arbitrage is possible, potentially yielding an instantaneous profit with no out-of-
pocket cost. CIA can also be attempted by following the counterclockwise arrows 
in the figure. Again, if the product of the four counterclockwise costs is less than 
unity, then a profit can be made. 

Figure 5. Covered interest rate arbitrage (Deardorff, 1979) 
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Figure 6. Covered interest rate deviations around the 2008 GFC (Levich, 2012) 

4.2 The effect of the 2008 global financial crisis on CIP 

The 2008 GFC and the following instability in the world’s economy have had an 
enormous impact on international markets. Prior to the financial crisis of 2008, 
CIP deviations were generally minimal and short-lived (Akram, Rime, & Sarno, 
2008). However, this trend has no longer existed since the onset of the 2008 GFC. 
A number of studies including Coffey, Hrung, & Sarkar (2009); Mancini-Griffoli 
& Ranaldo (2011); Levich (2012) find failures of the CIP condition during the 2008 
financial crisis that resulted in long-lasting CIP deviations. 

Figure 6 presents the CIP deviations based on the 3-month maturity for 
the euro versus the US dollar from January 2000, until April 2012. The period 
prior to the 2008 GFC appears tranquil with essentially only relatively minor de-
viations as the basis points being always under 25 and upwards of 95% of all 
deviations being under 10 basis points of parity. Akram, Rime, & Sarno (2008) 
find similar results that CIP deviations existed also prior to the 2008 GFC, how-
ever in this period, due to high levels of capital mobility between short-term euro 
and US dollar instruments, significant CIP deviations have historically been rare.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
The figure above suggests that the first signs of the crisis began in the sum-

mer of 2007 when CIP deviations rose from under 10 basis points to around 50 
basis points. However, in September 2008, following the bankruptcy of Lehman 
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Brothers, CIP deviations skyrocketed and reached rates of over 250 basis points, 
and for the most part remained above 100 basis points for the next three months, 
providing great opportunities for investors to exploit the situation and to earn 
riskless profits. In addition to CIP deviations, Levich (2012) also finds that the 
TED spread, which is the difference between the interest rate on short-term gov-
ernment debt and the interest rate on interbank loans, and the credit default swap 
rates, suggest that credit risk and counterparty default have increased substan-
tially for large international financial institutions in comparison to their pre-crisis 
levels. 

In the economic literature, numerous reasons are explaining the existence 
and magnitude of CIP deviations that were generated by the financial crisis of 
2008. Coffey, Hrung, & Sarkar (2009); Avdjiev et al. (2017) argue that due to the 
devaluation of currencies, there was an increased demand for the US dollar that 
has stemmed higher interest rates for those other currencies. Baba & Packer; 
Coffey, Hrung, & Sarkar (2009); Mancini-Griffoli & Ranaldo (2011), discover that 
there was a US dollar shortage since there was lack of US dollar funding liquidity. 
Ivashina, Scharfstein, & Stein (2015) add that deviations arise when banks shift 
part of their funding away from wholesale US dollar funding markets due to de-
fault risk premia. Furthermore, they also find that CIP deviations can be gener-
ated by frictions in the swap market that may complicate the bank’s borrowing 
and lending decisions. Du, Tepper, & Verdelhan (2018) believe that CIP devia-
tions emerge from global demand and supply imbalances arising from differ-
ences in countries’ net international positions, while Borio et al. (2018) suggest 
that CIP violations were led by the quantities of FX hedging demand that affected 
the prices of FX derivatives. 

The reasons for CIP violations following the 2008 GFC have several differ-
ences from the reasons during the 2008 GFC. Du, Tepper, & Verdelhan; Borio et 
al. (2018) argue that CIP deviations increase towards the quarter-ends, as banks 
face tougher balance sheet constraints and FX hedging demand tightens limits to 
arbitrage, while Ivashina, Scharfstein, & Stein (2015) argue that the reason is due 
to the capital needed in exploiting arbitrage opportunities in international money 
markets. In addition, Mancini-Griffoli & Ranaldo (2011); Levich (2012) suggest 
that the frictions in the international markets prevented arbitrage from eliminat-
ing a CIP deviation once it emerges. 

Although CIP deviations emerged during the 2008 GFC, deviations con-
tinue to persist ever since in different time horizons and magnitudes (Avdjiev et 
al., 2017; Borio et al., 2018; Cerutti, Obstfeld, & Zhou, 2019), among others. This 
phenomenon is important for at least two reasons. Firstly, because it may provide 
evidence of financial market distortions leading to inefficient resource allocation. 
Second, because it may imply a change in the way macroeconomic policies are 
transmitted across borders.  

Since the onset of the 2008 GFC, when there was a high demand for US 
dollars that created a shortage of US dollar liquidity, central banks worldwide 
intervened by applying different methods to maintain their currency’s value and 
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help to stabilize the financial markets. During the 2008 GFC, the cross-currency 
bases were negative for most G10 currency pairs against the US dollar. Following 
the failure to eliminate those cross-currency bases by domestic liquidity injec-
tions, in the spring of 2009, the Federal Reserve and foreign banks supplied US 
dollars via reciprocal currency arrangements (swap lines). Coffey, Hrung, & 
Sarkar (2009); Mancini-Griffoli & Ranaldo (2011) argue that the successive rounds 
of swap lines played a significant role in bringing down CIP deviations and thus, 
helped to restore greater international capital mobility. Coffey, Hrung, & Sarkar 
(2009) find that the announcements of the swap lines programme were successful 
in bringing down the cross-currency by an average of 5 basis points. Furthermore, 
the auctions of US dollars themselves were also effective in bringing down the 
basis points. However, they also add that in the post-Lehman Brothers period, 
the swap lines programmes did not have a significant impact on the basis points. 
In addition to the swap line programme, Gertler & Kiyotaki (2010) believe that 
large scale asset purchases by central banks were also effective in mitigating the 
impacts and helped stabilize the financial markets. Despite the policy initiatives 
by governments and central banks, Figure 6 shows that CIP deviations are expe-
riencing a new normal. 

Although governments and central banks did intervene in order to elimi-
nate CIP deviations, in the post-crisis period, they also implemented regulatory 
reforms on global banks, as well as country-specific structural factors relative to 
FX hedging demand, that maintained the cross-currency differences (Du, Tepper, 
& Verdelhan, 2018). Following the 2008 GFC, a growing number of central banks 
around the world applied tighter regulations, such as regulations on leverage ra-
tio and risk-weighted capital requirements that increased the cost for banks to 
expand their balance sheets which resulted in the prevention of arbitraging away 
CIP deviations. The tighter regulations on banks also impacted other arbitrageurs 
such as hedge funds, money market funds, foreign currency reserve managers, 
and corporate issuers as they rely on global banks as their prime brokers. 

4.3 Collapse of CIP: developed vs emerging market results 

CIP has been explored widely among developed markets for many decades, 
while in emerging markets there has been minimal research conducted at the 
same period of time. This may be attributed to the fact that emerging markets 
have a relatively short history of free-floating exchange rate systems and finan-
cial liberalization. Developed markets have developed financial sectors that are 
characterized by a high degree of market efficiency, high level of liquidity, and 
daily market activity. Emerging markets, in contrast, have mainly underdevel-
oped financial sectors that are characterized by asymmetric information, illiquid-
ity, low market activity, and thin daily trading. As a result, financial sectors in 
emerging markets are imperfect and a weak form of market efficiency. Financial 
markets with a weak form of market efficiency tend to have multi-layered FX 
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banks such as domestic banks and global bank subsidiaries, with an emphasis on 
domestic banks which are typically less creditworthy due to limited access to in-
ternational funds or capital markets and are faced with higher costs for funding 
global currencies. In addition, financial markets in emerging economies tend to 
be highly fragmented and segmented, as well as less capable of handling volatil-
ity and shocks that are commonly observed in the modern financial world. 

Prior to the 2008 GFC, there are contradicting results concerning CIP de-
viations between developed and emerging markets. Previous research suggests 
that among developed markets the CIP condition held rather closely in the dec-
ades preceding the 2008 GFC with only minor and insignificant CIP deviations. 
Among emerging markets, on the other hand, the literature suggests that there 
were large and significant CIP deviations in the period prior to the 2008 GFC. 
Huang & Guo (2006) find that there are substantial CIP deviations for several 
East Asian markets, while Fong, Valente, & Fung (2010) discover that the 
HKD/USD FX market was characterized by a large number of CIP deviations. 
Furthermore, Skinner & Mason (2011) find that CIP deviations appeared only in 
emerging markets for longer maturities, while in developed markets the CIP held 
closely for both shorter and longer maturities. In addition, there is also evidence 
suggesting that the Chinese market has experienced CIP deviations prior to the 
2008 GFC. Cheung & Qian (2010); Chen (2012) discover that CIP deviations ap-
peared before the abandonment of the US dollar peg to the Chinese yuan in 2005.  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Long-term maturity CIP deviations in G10 currencies (Du, Tepper, & Verdelhan, 
2018) 
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Figure 9. CIP deviations around the GFC in the Korean market (Suh & Kim, 2016) 

 
 
 
 
 
 
 

 
 
 
As Figures 7,8 present, prior to the 2008 GFC, in developed markets, there 

were no significant CIP deviations as CIP held rather closely, while during and 
after the 2008 financial crisis, developed markets experienced large and signifi-
cant CIP deviations which became a new phenomenon. In emerging markets on 
the other hand, in the pre-crisis period, there were significant CIP deviations, 
however, during and after the financial crisis, CIP deviations remained at similar 
levels to the pre-crisis era. Sener, Satiroglu, & Yıldırımm (2012) find that in both 
developed and emerging markets there were substantial CIP deviations during 
and after the 2008 GFC, however, the change in deviations was considerably 
larger among developed markets. Their results suggest that the given risk factors 
are comparably less relevant in emerging swap markets in comparison to devel-
oped swap markets. Rughoo & You (2016) argue that also for emerging markets 
there are persisting significant CIP deviations in the post-crisis era, however with 
smaller deviations than during the financial crisis but larger than the pre-crisis 
era. Suh & Kim (2016) present identical results in which CIP deviations prior to 
the crisis are substantially smaller than during and post-crisis periods. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 8. CIP deviations in Brazil around the GFC (Costa & Marçal, 2019) 



34 
 

As can be seen in Figure 9, CIP deviations throughout the three periods 
are distinct from one another. In the pre-crisis period, there were quite large CIP 
violations with a standard deviation of 108 basis points. During the financial cri-
sis, there were plenty of extremely large CIP violations with a standard deviation 
of 392 basis points. And in the period of post-crisis, CIP violations stabilized to 
standard deviations rates of 160 basis points. Clearly, during the 2008 GFC, there 
were larger and more significant CIP deviations than during pre- and post-crisis 
periods. However, it is also clear that the 2008 financial crisis has caused CIP de-
viations to persist and created a new normal with larger CIP deviations in emerg-
ing markets.  

The reasons for CIP violations between developed and emerging markets 
are distinct but also include several similarities. As previously mentioned, prior 
to the 2008 GFC, there were no significant CIP deviations among developed mar-
kets due to their efficient and low-risk financial markets, however, there were 
CIP deviations among emerging markets during the same time frame. The rea-
sons for CIP deviations in emerging markets in the pre-crisis era were ranging 
from transaction costs and risk premia due to the increased demand by market 
participants to provide liquidity in illiquid markets, as well as carrying out trans-
actions with less credit-worthy counterparties (Fong, Valente, & Fung, 2010), to 
credit risk (Skinner & Mason, 2011), to low degree of financial integration and 
perceived country risk (Filipozzi & Staehr, 2013). 

The reasons for CIP deviations among developed markets during and af-
ter the 2008 GFC are associated with changes in banks’ balance-sheet capacity 
connected with US dollar appreciation (Avdjiev et al., 2017), information costs 
(Clinton, 1988), devaluation of currencies, and frictions in the swap market 
(Coffey, Hrung, & Sarkar, 2009), among others, while the reasons of CIP devia-
tions in emerging markets are more associated with issues such as changes in 
federal government total debt, level of reserves, inflation and degree of trade 
openness (Costa & Marçal, 2019), external and internal economic shocks (Su et 
al., 2019), increased global risks and repressed financial system (Filipozzi & 
Staehr, 2013), and capital control policy imposed by governments that prohibits 
free capital flow between countries (Cheung & Qian, 2010), among others. Fur-
thermore, Sener, Satiroglu, & Yıldırımm (2012) argue that developed swap mar-
kets are more sensitive to global systemic shocks while emerging swap markets 
are more sensitive to regional biases. In addition, some of the CIP deviation rea-
sons are also similar between developed and emerging markets during and after 
the 2008 GFC. They include flawed transaction costs, increased political risk, cap-
ital market imperfections, and the US dollar shortage during the financial crisis 
(Frenkel; Aliber, 1973; Frenkel & Levich, 1975; Baba & Packer, 2009; Fong, Valente, 
& Fung, 2010; Filipozzi & Staehr, 2013). 
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5 EMPIRICAL DATA ANALYSIS 

5.1 Stationarity/non-stationarity: The Augmented Dickey-Fuller 
test 

Unit root tests examine stationarity in a time series. When a time series has a unit 
root, it shows a systematic pattern that is unpredictable. Therefore, a time series 
is stationary when a shift in time does not cause a change in the shape of the 
distribution (Glen, 2016). A stationary time series is one whose statistical proper-
ties such as mean, variance, autocorrelation, etc. are all constant over time, caus-
ing the series to be predicted relatively easily because the statistical properties 
should be the same in the future as they were in the past. Determining station-
arity in a time series is a key step before running any analysis. In most business 
and economic time series, the presence of a trend component results in the series 
being non-stationary when expressed in its original units of measurement. A se-
ries that contains a unit root, hence, the mean, variance, and autocorrelations are 
not constant over time, could eliminate the unit root by differencing the series; 
such a series is said to be difference stationary (Kwiatkowski et al., 1992). In this 
study, the Augmented Dickey-Fuller is carried out to test for stationarity. 

The Augmented Dickey-Fuller (ADF) developed by Dickey & Fuller (1979), 
is one of the most commonly used statistical tests for detecting unit roots in a 
series. The ADF test is based on linear regression and it can be used to test for 
serial correlation. The ADF uses a parametric autoregression to approximate the 
structure of errors. The null hypothesis in this test is α=1 in the following model 
equation when alpha is the coefficient of the first lag on Y.  
 
 
 
 
 

 
where, 

 

 
 
 
When the null hypothesis is accepted, there is a unit root, hence the series is non-
stationary and when the null hypothesis is rejected, the time series is stationary 
(or trend-stationary). 
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5.2 Vector Autoregression: The Granger causality test 

The Vector Autoregression (VAR) is a statistical model used to capture the linear 
interdependencies among multiple time series. It is a natural extension of the uni-
variate autoregressive model to dynamic multivariate time series. The VAR is a 
successful tool in explaining past and causal relationships among multiple vari-
ables, predicting future observations, as well as describing the dynamic behav-
iour of economic and financial time series (Zivot & Wang, 2006). The different 
VAR models describe the joint generation process of a set of variables over time 
in order to investigate relationships between variables. The Granger causality is 
one type of relationship between time series variables.  

The concept of causality was first introduced by Wiener in 1956 and later 
reformulated and formalized by Granger in the context of bivariate linear sto-
chastic autoregressive models in 1969. The Granger causality test is a statistical 
hypothesis test for determining whether one time series is useful in forecasting 
another. The basic idea of Granger causality can be stated as “if the prediction of 
one time series is improved by incorporating the knowledge of a second time 
series, then the latter is said to have a causal influence on the first” (Bose, 
Hravnak, & Sereika, 2017). The Granger causality test can be performed only with 
stationary series, therefore stationarity testing such as the ADF test is a require-
ment in order to test for the linear interdependencies in a series. In the case the 
series is non-stationary, the first (or higher) difference should be applied instead 
of the original series. The number of lags to be included is chosen by applying an 
information criterion. In this study, the Bayesian information criterion (BIC) is 
applied. In the Granger causality test, the null hypothesis that Y does not 
cause X is rejected when the coefficients for the lagged values of X are significant. 
In order to test whether Y has a causal effect on X, the following formula can be 
used for hypothesis testing: 
 
 

 
 
 
where, 
 

 
 
Four possible causal directions between two variables X and Y are possible: 

- Feedback, H0: X ↔ Y (bidirectional) 

- Independent, H1: X ⊥ Y 

- Y causes X but X does not cause Y, H2: Y → X (unidirectional) 

- X causes Y but Y does not cause X, H2: X → Y (unidirectional) 
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Figure 10. BRICS gross domestic product growth (Egawa, 2014) 

5.3 Data 

BRICS is a group composed of the five major emerging markets: Brazil, Russia, 
India, China, and South Africa. Goldman Sachs economist Jim O’Neill coined the 
term BRIC (without South Africa) in 2001, claiming that by 2050 the four BRIC 
economies would come to dominate the global economy alongside the United 
States. In 2003 O’Neill’s Goldman Sachs colleagues claimed that the BRIC econo-
mies may grow to a size larger than the G7, which is composed of the seven larg-
est developed economies: Canada, France, Germany, Italy, Japan, the United 
Kingdom, and the United States. Later on, in 2010 South Africa was added to the 
BRIC countries forming the current acronym: the BRICS countries. As of 2019, 
the BRICS countries together represent about 42% of the world population, 23% 
of the world GDP, 30% of the world territory, and 18% of the global trade. The 
BRICS countries ranked among the world’s fastest-growing emerging market 
economies for the past few decades. They have enormous growth potential as a 
result of low labour costs, favourable demographics, and abundant natural re-
sources at a time of a global commodities boom (BRICS, 2020). In the following 
figure, the real GDP growth rate of BRICS countries in comparison to the global 
growth rate is presented. 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 

In this study, monthly data from the period of 2004-2019 is used. This par-
ticular period is chosen because prior data for some BRICS countries are not 
available. Furthermore, prior to the 2008 GFC, there were far fewer CIP devia-
tions available worldwide, therefore, a period that combines pre- during and 
post-crisis, captures CIP deviations from each period separately. In addition, 
other frequencies are not used since some datasets exist only as monthly data.  
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The data are obtained from DataStream and Economic Policy Uncertainty 
Index website and consists of spot exchange rates between BRICS currencies and 
the euro, 1-month and 3-month forward rates of the euro/BRICS currencies, 1-
month and 3-month interest rates of the BRICS countries, as well as the Euribor, 
global EPU, and BRICS country-level EPU indices. Due to the fact that the South 
African EPU does not exist, the United States EPU is applied instead. Relatively 
“small” open economies such as the South African economy, are strongly de-
pendent on the “big” country such as the United States uncertainty because of 
global trade of goods, financial assets, commodities, among others. 
 The above-mentioned variables are used in RATS, a statistical pack-
age for time series analysis and econometrics to apply the analysis. The variables 
are used to be able to measure whether there are CIP deviations between the 
BRICS currencies against the euro in the period of 2004-2019 and to find which 
variables cause those CIP deviations. In order to test for CIP deviations two var-
iables are needed: the interest rate difference which consists of the difference be-
tween each BRICS countries’ interest rates versus the Euribor at the same time 
horizon, and forward premium which is defined as the logarithmic difference 
between each BRICS currency’s forward rate and its own spot rate. Furthermore, 
global and BRICS country-level EPU are also converted into logarithmic forms 
and are used to measure whether they have an impact on CIP deviations in the 
BRICS countries. In addition, a dummy variable is also estimated in order to test 
whether the negative interest rate era in the eurozone has an impact on the results. 
In case the negative interest rate era has an effect on the results, the variables of 
global or country-level EPU are treated as exogenous. Once all these datasets are 
found to be stationary (in some cases the first difference is applied due to non-
stationary data series), the cross-currency basis is calculated by subtracting the 
difference between the interest rate difference and the forward premium from 
the Euribor at the same time horizon. Following that, finding the optimal lag 
structure for the VAR model is needed for the purpose of applying the Granger 
causality test to locate which of the variables cause CIP deviations in the BRICS 
currencies against the euro. 

The following table presents the descriptive statistics of the variables used 
to measure CIP deviations for each of the BRICS currencies at 1-month and 3-
month maturity. The table indicates that the interest rate difference ranges be-
tween 1-2 in the case of the Chinese yuan against the Euribor, and between 6-8 in 
the cases of the other four currencies against the Euribor. The forward premium 
remains relatively low across the whole dataset, having a mean ranging between 
0.05-0.92. The global EPU in a logarithmic form has a mean of 4.97, while the 
maximum and minimum are 5.83 and 4.41, respectively. And finally, the BRICS 
country-level EPU in a logarithmic form has a mean ranging between 4.55-5.32. 
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Table 1. Descriptive Statistics 

 Interest Rate          
Difference 

Forward        
Premium 

Log of Global 
EPU 

Log of Russian 
EPU 

Russia 1M     
  Mean 7.52 0.92 4.97 5.05 
  Std. Error 4.22 2.01 0.33 0.53 
  Maximum 25.06 11.59 5.83 6.07 
  Minimum -1.22 -9.37 4.41 3.48 
  Observations 147 190 136 136 
Russia 3M     
  Mean 7.17 0.67 4.97 5.05 
  Std. Error 4.72 0.86 0.33 0.53 
  Maximum 28.23 4.98 5.83 6.07 
  Minimum 0.51 -2.40 4.41 3.48 
  Observations 177 190 136 136 
 Interest Rate          

Difference 
Forward        
Premium 

Log of Global 
EPU 

Log of Brazilian 
EPU 

Brazil 1M     
  Mean 8.10 0.60 4.97 5.06 
  Std. Error 7.12 1.58 0.33 0.56 
  Maximum 46.03 4.64 5.83 6.52 
  Minimum -50.89 -7.14 4.41 3.10 
  Observations 162 190 136 136 
Brazil 3M     
  Mean 7.80 0.69 4.97 5.06 
  Std. Error 2.79 0.57 0.33 0.56 
  Maximum 13.85 2.29 5.83 6.52 
  Minimum 2.87 -1.99 4.41 3.10 
  Observations 147 190 136 136 
 Interest Rate          

Difference 
Forward        
Premium 

Log of Global 
EPU 

Log of Chinese 
EPU 

China 1M     
  Mean 1.47 0.11 4.97 5.32 
  Std. Error 5.35 0.92 0.33 0.77 
  Maximum 16.86 2.90 5.83 6.88 
  Minimum -14.51 -3.00 4.41 3.26 
  Observations 162 190 136 136 
China 3M     
  Mean 2.58 0.05 4.97 5.32 
  Std. Error 2.11 0.40 0.33 0.77 
  Maximum 5.72 1.14 5.83 6.88 
  Minimum -1.50 -1.06 4.41 3.26 
  Observations 190 190 136 136 

(continues) 
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Table 1. (continues) 

 Interest Rate          
Difference 

Forward         
Premium 

Log of Global 
EPU 

Log of Indian 
EPU 

India 1M     
  Mean 6.27 0.52 4.97 4.55 
  Std. Error 2.29 0.98 0.33 0.48 
  Maximum 11.50 3.75 5.83 5.65 
  Minimum 2.05 -3.35 4.41 3.49 
  Observations 190 190 136 136 
India 3M     
  Mean 6.22 0.47 4.97 4.55 
  Std. Error 2.23 0.36 0.33 0.48 
  Maximum 10.96 1.73 5.83 5.65 
  Minimum 1.71 -0.72 4.41 3.49 
  Observations 190 190 136 136 
 Interest Rate          

Difference 
Forward         
Premium 

Log of Global 
EPU 

Log of USA EPU 

South Africa 1M     
  Mean 6.27 0.36 4.97 4.57 
  Std. Error 1.25 1.60 0.33 0.37 
  Maximum 10.01 4.12 5.83 5.38 
  Minimum 3.95 -8.21 4.41 3.84 
  Observations 190 190 136 136 
South Africa 3M     
  Mean 6.30 0.48 4.97 4.57 
  Std. Error 1.29 0.54 0.33 0.37 
  Maximum 9.98 1.83 5.83 5.38 
  Minimum 3.92 -2.23 4.41 3.84 
  Observations 190 190 136 136 
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Figure 11. Cross-currency basis for the Russian ruble against the euro at 1-month maturity 

6 RESULTS 

In this research, the variable interest rate difference is found to be non-stationary 
in 60% of the cases. In theoretical terms, the interest rate difference should be 
stationary as the variable is composed of the difference between each BRICS 
countries’ interest rate and the Euribor at the same time horizon. In a search for 
structural change that may cause the unit root property, tests for subsamples are 
applied, however, the tests have not revealed any clear structural changes. There-
fore, in this research, the interest rate difference variable is assumed to be station-
ary for all datasets. 
 
Russian ruble at 1-month maturity results 

 
 
 
 
 
 
 
 
 
 
 

 
As can be seen in Figure 11, there are significant long-lasting CIP devia-

tions between the Russian ruble against the euro at 1-month maturity. Due to 
lack of data, there is only a short period prior to the 2008 GFC, resulting in a very 
limited ability to compare between pre-, during, and post-crisis results. In the 
short period prior to the 2008 financial crisis, there were minor and insignificant 
CIP deviations, while at times there were no deviations at all. Following the crisis 
on the other hand, and especially at the end of 2014 where the price of crude oil 
dropped at a high speed, CIP deviations increased drastically, therefore, profita-
ble arbitrage opportunities have been occurring ever since. This suggests that the 
2008 GFC has caused CIP deviations to reach new heights. Furthermore, as a re-
sult of having a negative cross-currency basis throughout the period, the direct 
euro interest rate was lower than the Russian ruble interest rate at 1-month hori-
zon. 

According to table 2, the interest rate difference and the forward premium 
explain part of the CIP deviations. The Granger causality test shows that the in-
terest rate difference causes CIP deviations in the basic model at 5% risk level and 
in the model with global EPU at 10% risk level. Due to the fact that in the model 
with Russian EPU the interest rate difference Granger causes forward premium 
results have changed when assuming Russian EPU as an exogenous variable, 
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Russian EPU should be treated as an exogenous variable. Therefore, the interest 
rate difference is found to Granger cause the forward premium at 1% risk level. 
This suggests that not only Russian EPU is an exogenous variable in this model, 
but it has stronger explanatory power on the role of the interest rate difference 
on these deviations than global EPU. The forward premium, on the other hand, 
causes CIP deviations in all three models at 1% risk level. This suggests that in 
the models with global and Russian EPU, the forward premium retains the 
Granger-causality towards the interest rate difference. Therefore, both global and 
Russian EPU have explanatory power on the role of forward premium in these 
CIP deviations. Although Russian EPU is also found capturing CIP deviations at 
10% and 1% risk levels, Russian EPU does not capture part of these CIP devia-
tions since it is found and treated as an exogenous variable.  

 

Table 2. Granger causality – Russian ruble at 1-month maturity 

 
 
 
 
 
 
 
 

Variables 

Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

Russian ruble 1M       

Model 1: Without EPU    
  INTDIFF ---> FWP 0.032** 0.000***  
  FWP ---> INTDIFF 0.000*** 0.002***  
Model 2: With Global EPU    
  INTDIFF ---> FWP 0.060* 0.000*** 0.005*** 

  INTDIFF ---> LGEPU 0.714 0.043**  
  FWP ---> INTDIFF 0.000*** 0.002*** 0.000*** 

  FWP ---> LGEPU 0.261 0.123  
  LGEPU ---> INTDIFF 0.331 0.623  
  LGEPU ---> FWP 0.995 0.991  
Model 3: With Russian EPU    
  INTDIFF ---> FWP 0.172 0.000*** 0.007*** 

  INTDIFF ---> LRUEPU 0.279 0.707  
  FWP ---> INTDIFF 0.000*** 0.003*** 0.000*** 

  FWP ---> LRUEPU 0.591 0.835  
  LRUEPU ---> INTDIFF 0.059* 0.420  
  LRUEPU ---> FWP 0.007*** 0.006***  
Note: *, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
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Figure 12. Cross-currency basis for the Russian ruble against the euro at 3-month maturity 

Russian ruble at 3-month maturity results 
 
 
 
 
 
 
 
 

 
 
 
 
Figure 12 shows that there are significant long-lasting CIP deviations be-

tween the Russian ruble against the euro at 3-month maturity. In the period prior 
to the 2008 GFC, there were minor and insignificant CIP deviations. Following 
the crisis, on the other hand, CIP deviations increased drastically, therefore, the 
CIP deviations have been providing persistent arbitrage opportunities ever since. 
This suggests that the 2008 GFC has caused CIP deviations to reach new heights. 
Furthermore, as a result of having a negative cross-currency basis throughout the 
whole period, the direct euro interest rate was lower than the Russian ruble in-
terest rate at 3-month horizon. 

According to table 3, the interest rate difference, forward premium, and 
Russian EPU explain part of the CIP deviations. The Granger causality test shows 
that the interest rate difference causes CIP deviations in all three models at 5% 
risk level. Similarly, the forward premium also causes CIP deviations, however 
at 1% risk level in all three models. This suggests that in the models with global 
and Russian EPU, both the interest rate difference retains the Granger-causality 
towards the forward premium, and the forward premium retains the Granger-
causality towards the interest rate difference. Therefore, both global and Russian 
EPU have explanatory power on the role of the interest rate difference and the 
forward premium in these CIP deviations. In addition, Russian EPU also captures 
CIP deviations at 5% and 1% risk levels. 

 

Table 3. Granger causality – Russian ruble at 3-month maturity 

Variables 

Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

Russian ruble 3M       

Model 1: Without EPU    

  INTDIFF ---> FWP 0.024** 0.189  
  FWP ---> INTDIFF 0.000*** 0.016**  

(continues) 
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Figure 13. Cross-currency basis for the Brazilian real against the euro at 1-month maturity 

Table 3. (continues) 

Model 2: With Global EPU    

  INTDIFF ---> FWP 0.017** 0.000*** 0.003*** 

  INTDIFF ---> LGEPU 0.672 0.040**  
  FWP ---> INTDIFF 0.000*** 0.025** 0.000*** 

  FWP ---> LGEPU 0.260 0.089*  
  LGEPU ---> INTDIFF 0.236 0.400  
  LGEPU ---> FWP 0.685 0.755  
Model 3: With Russian EPU    
  INTDIFF ---> FWP 0.028** 0.000*** 0.005*** 

  INTDIFF ---> LRUEPU 0.329 0.267  
  FWP ---> INTDIFF 0.000*** 0.040** 0.000*** 

  FWP ---> LRUEPU 0.503 0.678  
  LRUEPU ---> INTDIFF 0.042** 0.219  
  LRUEPU ---> FWP 0.006*** 0.003***  
*, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
 

Brazilian real at 1-month maturity results 
 
 
 
 
 
 
 
  

 
 
 

 
Figure 13 indicates that there are significant long-lasting CIP deviations 

between the Brazilian real against the euro at 1-month maturity. In the period 
prior to the 2008 GFC, there were significant CIP deviations almost constantly, 
while at times there were no deviations at all. In addition, there were two massive 
increases in CIP deviations in 2007. After the crisis, CIP deviations fluctuated be-
tween -5 to -20 basis points, therefore, the CIP deviations have been providing 
profitable arbitrage opportunities throughout the period. In this case, however, 
the 2008 GFC did not cause CIP deviations to reach new heights. Furthermore, as 
a result of having a negative cross-currency basis for most of the period, the direct 
euro interest rate was mainly lower than the Brazilian real interest rate at 1-
month horizon. 

According to table 4, the interest rate difference and the forward premium 
explain part of the CIP deviations. The Granger causality test shows that the in-
terest rate difference causes CIP deviations only in the basic model at 1% risk 
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Figure 14. Cross-currency basis for the Brazilian real against the euro at 3-month maturity 

level, while not causing CIP deviations in the models with global EPU and Bra-
zilian EPU. Similarly, the forward premium also captures CIP deviations only at 
the basic model at almost 1% risk level, while not causing CIP deviations in the 
models with global and Brazilian EPU. This suggests that in the case of the Bra-
zilian real at 1-month maturity, in both models with global and Brazilian EPU, 
the interest rate difference and the forward premium do not retain the Granger-
causality towards the forward premium and interest rate difference, respectively. 
Therefore, both global and Brazilian EPU do not have explanatory power on the 
role of the interest rate difference and forward premium in these CIP deviations. 
 

Table 4. Granger causality – Brazilian real at 1-month maturity 

Variables 

Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

Brazilian real 1M       

Model 1: Without EPU    
  INTDIFF ---> FWP 0.000*** 0.736  
  FWP ---> INTDIFF 0.012** 0.543  
Model 2: With Global EPU    

  INTDIFF ---> FWP 0.214 0.984 0.711 

  INTDIFF ---> LGEPU 0.146 0.162  
  FWP ---> INTDIFF 0.106 0.041** 0.103 

  FWP ---> LGEPU 0.141 0.167  
  LGEPU ---> INTDIFF 0.246 0.924  
  LGEPU ---> FWP 0.999 0.882  
Model 3: With Brazilian EPU    
  INTDIFF ---> FWP 0.294 0.997 0.181 

  INTDIFF ---> LBREPU 0.107 0.491  
  FWP ---> INTDIFF 0.151 0.037** 0.182 

  FWP ---> LBREPU 0.896 0.930  
  LBREPU ---> INTDIFF 0.581 0.320  
  LBREPU ---> FWP 0.404 0.282  
*, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
 
 

Brazilian real at 3-month maturity results 
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Figure 14 shows that there are significant long-lasting CIP deviations be-
tween the Brazilian real against the euro at 3-month maturity. In the very short 
period prior to the 2008 GFC, there were significant CIP deviations constantly. 
Following the crisis, on the other hand, CIP deviations fluctuated at higher rates 
between -3 to -13 basis points, and at times reached significantly higher levels of 
CIP deviations than prior to the crisis, suggesting that the Brazilian real at 3-
month maturity have been providing persistent arbitrage opportunities through-
out the period. This suggests that the 2008 GFC has caused CIP deviations to 
reach new levels. Furthermore, as a result of having a negative cross-currency 
basis throughout the whole period, the direct euro interest rate was lower than 
the Brazilian real interest rate at 3-month horizon. 

According to table 5, the interest rate difference and global EPU explain 
part of the CIP deviations. The Granger causality test shows that the interest rate 
difference causes CIP deviations at 1% risk level in all three models. This suggests 
that in the models with global and Brazilian EPU, the interest rate difference re-
tains the Granger-causality towards the forward premium. Therefore, global, and 
Brazilian EPU have explanatory power on the role of the interest rate difference 
in these CIP deviations. In addition, global EPU also captures CIP deviations at 
5% risk level. 

 

Table 5. Granger causality – Brazilian real at 3-month maturity 

Variables 

Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

Brazilian real 3M       

Model 1: Without EPU    

  INTDIFF ---> FWP 0.000*** 0.250  
  FWP ---> INTDIFF 0.959 0.000***  
Model 2: With Global EPU    
  INTDIFF ---> FWP 0.000*** 0.109 0.011** 

  INTDIFF ---> LGEPU 0.382 0.264  
  FWP ---> INTDIFF 0.453 0.287 0.616 

  FWP ---> LGEPU 0.146 0.175  
  LGEPU ---> INTDIFF 0.031** 0.031**  
  LGEPU ---> FWP 0.814 0.549  
Model 3: With Brazilian EPU    
  INTDIFF ---> FWP 0.001*** 0.106 0.000*** 

  INTDIFF ---> LBREPU 0.015** 0.025**  
  FWP ---> INTDIFF 0.659 0.544 0.776 

  FWP ---> LBREPU 0.851 0.306  
  LBREPU ---> INTDIFF 0.896 0.522  
  LBREPU ---> FWP 0.553 0.029**  
*, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
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Figure 15. Cross-currency basis for the Chinese yuan against the euro at 1-month maturity 

Chinese yuan at 1-month maturity results 
 
 
 

 
 
 
 
 
 

 
 
 

As can be seen in Figure 15, there are significant long-lasting CIP devia-
tions between the Chinese yuan against the euro at 1-month maturity. In the short 
period prior to the 2008 GFC, there were significant CIP deviations almost con-
stantly, ranging between 3 to 13 basis points, while at times there were no devia-
tions at all. Following the crisis, CIP deviations fluctuated very irregularly be-
tween -15 to 6 basis points, therefore, profitable arbitrage opportunities have 
been occurring for the most part. This figure suggests that the 2008 GFC, has not 
only caused CIP deviations to reach considerably higher levels but has also made 
CIP deviations to fluctuate between positive and negative basis points. Further-
more, as a result of having a positive cross-currency basis prior to the crisis, the 
direct euro interest rate was higher than the Chinese yuan interest rate at 1-month 
horizon. Following the crisis, on the other hand, it could be divided into two pe-
riods. The first ranging from 2009 to the end of 2012 and the second from the end 
of 2012 until 2020. The first period is characterized by minor positive CIP devia-
tions, while the second period is characterized by larger negative CIP deviations, 
suggesting that at the first period the direct euro interest rate was higher than the 
Chinese yuan interest rate, and in the second period, the direct euro interest rate 
was lower than the Chinese yuan interest rate at 1-month horizon.    

According to table 6, the interest rate difference, forward premium, and 
global EPU explain part of the CIP deviations. The Granger causality test shows 
that the interest rate difference causes CIP deviations only in the basic model, 
while not causing in the models with global EPU and Chinese EPU. This suggests 
that in models with global and Chinese EPU, the interest rate difference does not 
retain the Granger-causality towards the forward premium. Therefore, both 
global and Chinese EPU do not have explanatory power on the role of the interest 
rate difference in these CIP deviations. The forward premium, on the other hand, 
causes CIP deviations in the models with global and Chinese EPU, while not 
causing in the basic model, as the null hypothesis is barely accepted at 10% risk 
level. Furthermore, in the model with global EPU, the forward premium 
Granger-causes the interest rate difference at almost 5% risk level, while in the 
model with Chinese EPU, the forward premium Granger-causes the interest rate 
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Figure 16. Cross-currency basis for the Chinese yuan against the euro at 3-month maturity 

difference only at 10% risk level. This suggests that both global and Chinese EPU 
are crucial to the role of forward premium in the CIP deviations. Moreover, 
global EPU has stronger explanatory power on the role of forward premium in 
these CIP deviations than Chinese EPU. In addition, global EPU also captures 
CIP deviations at 10% risk level. 

 

Table 6. Granger causality – Chinese yuan at 1-month maturity 

Variables 

Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

Chinese yuan 1M     

Model 1: Without EPU    
  INTDIFF ---> FWP 0.073* 0.194  
  FWP ---> INTDIFF 0.105 0.980  
Model 2: With Global EPU    
  INTDIFF ---> FWP 0.754 0.867 0.552 

  INTDIFF ---> LGEPU 0.318 0.037**  
  FWP ---> INTDIFF 0.055* 0.062* 0.066* 

  FWP ---> LGEPU 0.402 0.386  
  LGEPU ---> INTDIFF 0.639 0.828  
  LGEPU ---> FWP 0.072* 0.070*  
Model 3: With Chinese EPU    

  INTDIFF ---> FWP 0.600 0.412 0.714 

  INTDIFF ---> LCHEPU 0.541 0.629  
  FWP ---> INTDIFF 0.074* 0.626 0.062* 

  FWP ---> LCHEPU 0.581 0.010***  
  LCHEPU ---> INTDIFF 0.811 0.916  
  LCHEPU ---> FWP 0.376 0.159  
*, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
 

 

Chinese yuan at 3-month maturity results 
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Figure 16 indicates that there are significant long-lasting CIP deviations 
between the Chinese yuan against the euro at 3-month maturity. In the period 
prior to the 2008 GFC, minor CIP deviations were ranging between -5 to 1 basis 
points. Following the crisis, CIP deviations increased drastically up to -5.5 basis 
points, therefore, profitable arbitrage opportunities have been occurring mainly 
post-crisis. This suggests that the 2008 GFC has caused CIP deviations to increase 
substantially. Furthermore, as a result of having both positive and negative cross-
currency bases, the pre-crisis period could be subdivided into two periods. The 
first ranging from 2004 to 2005 and the second from 2006 until the 2008 GFC. The 
first period is characterized by minor negative basis points, while the second pe-
riod is characterized by minor positive basis points, suggesting that at the first 
period the direct euro interest rate was lower than the Chinese yuan interest rate, 
and in the second period, the direct euro interest rate was higher than the Chinese 
yuan interest rate at 3-month horizon. Following the crisis, the cross-currency 
basis was always negative, suggesting the direct euro interest rate was lower than 
the Chinese yuan interest rate at 3-month horizon.  

According to table 7, the interest rate difference and Chinese EPU explain 
part of the CIP deviations. The Granger causality test shows that the interest rate 
difference causes CIP deviations in the basic model, as well as in the model with 
Chinese EPU, at 1% risk level, while not causing in the model with global EPU. 
This suggests that Chinese EPU has explanatory power on the role of the interest 
rate difference on these CIP deviations but global EPU does not. In addition, 
global EPU also captures CIP deviations at 1% risk level. 

 

Table 7. Granger causality – Chinese yuan at 3-month maturity 

Variables 
Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

Chinese yuan 3M     

Model 1: Without EPU    
  INTDIFF ---> FWP 0.000*** 0.516  
  FWP ---> INTDIFF 0.623 0.255  
Model 2: With Global EPU    
  INTDIFF ---> FWP 0.283 0.187 0.231 
  INTDIFF ---> LGEPU 0.475 0.902  
  FWP ---> INTDIFF 0.248 0.116 0.318 
  FWP ---> LGEPU 0.532 0.599  
  LGEPU ---> INTDIFF 0.779 0.951  
  LGEPU ---> FWP 0.004*** 0.002***  
Model 3: With Chinese EPU    
  INTDIFF ---> FWP 0.009*** 0.000*** 0.087* 
  INTDIFF ---> LCHEPU 0.635 0.000***  
  FWP ---> INTDIFF 0.411 0.735 0.382 
  FWP ---> LCHEPU 0.555 0.000***  
  LCHEPU ---> INTDIFF 0.325 0.889  
  LCHEPU ---> FWP 0.843 0.000***  
*, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
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Figure 17. Cross-currency basis for the Indian rupee against the euro at 1-month maturity 

Indian rupee at 1-month maturity results 
 

 
 
 

 
 
 

 
 
 
 
 
As can be seen in Figure 17, there are significant long-lasting CIP devia-

tions between the Indian rupee against the euro at 1-month maturity. In the pe-
riod prior to the 2008 GFC, there were significant CIP deviations constantly with 
an average of about -4 basis points. Following the crisis, the cross-currency basis 
points remained negative the whole period, however, at higher rates. Therefore, 
profitable arbitrage opportunities have been occurring ever since, suggesting that 
the 2008 GFC has caused CIP deviations to skyrocket. Furthermore, as a result of 
having a negative cross-currency basis throughout the whole period, the direct 
euro interest rate was lower than the Indian rupee interest rate at 1-month hori-
zon. 

According to table 8, only the interest rate difference explains part of the 
CIP deviations. The Granger causality test shows that the interest rate difference 
causes CIP deviations in the models with global and Indian EPU at 5% risk level, 
while not causing in the basic model. This suggests that both global and Indian 
EPU are crucial to the role of the interest rate difference in these CIP deviations. 

 

Table 8. Granger causality – Indian rupee at 1-month maturity 

Variables 

Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

Indian rupee 1M     

Model 1: Without EPU    
  INTDIFF ---> FWP 0.246 0.168  
  FWP ---> INTDIFF 0.938 0.567  
Model 2: With Global EPU    
  INTDIFF ---> FWP 0.040** 0.312 0.034** 

  INTDIFF ---> LGEPU 0.624 0.017**  
  FWP ---> INTDIFF 0.680 0.390 0.765 

  FWP ---> LGEPU 0.552 0.550  
(continues) 
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Figure 18. Cross-currency basis for the Indian rupee against the euro at 3-month maturity 

Table 8. (continues) 

  LGEPU ---> INTDIFF 0.850 0.786  

  LGEPU ---> FWP 0.914 0.864  
Model 3: With Indian EPU    

  INTDIFF ---> FWP 0.037** 0.309 0.029** 

  INTDIFF ---> LINEPU 0.778 0.369  
  FWP ---> INTDIFF 0.736 0.407 0.859 

  FWP ---> LINEPU 0.494 0.552  
  LINEPU ---> INTDIFF 0.328 0.537  
  LINEPU ---> FWP 0.722 0.834  
*, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
 

Indian rupee at 3-month maturity results 

 
 
 
 
 
 
 
 

 
 
 
 

Figure 18 shows that there are significant long-lasting CIP deviations be-
tween the Indian rupee against the euro at 3-month maturity. In the period prior 
to the 2008 GFC, there were significant CIP deviations constantly with an average 
of about -3 basis points. Following the crisis, the cross-currency basis points re-
mained negative during the whole period, however, at higher rates. Therefore, 
the CIP deviations have been providing more profitable arbitrage opportunities, 
suggesting that the 2008 GFC has caused CIP deviations to reach new heights. 
Furthermore, as a result of having a negative cross-currency basis throughout the 
period, the direct euro interest rate was lower than the Indian rupee interest rate 
at 3-month horizon. 

According to table 9, only the interest rate difference explains part of the 
CIP deviations. The Granger causality test shows that the interest rate difference 
causes CIP deviations in all three models at 1% risk level. This suggests that in 
the models with global and Indian EPU, the interest rate difference retains the 
Granger-causality towards the forward premium. Therefore, global, and Indian 
EPU have explanatory power on the role of the interest rate difference in these 
CIP deviations. 
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Figure 19. Cross-currency basis for the South African rand against the euro at 1-month ma-
turity 

Table 9. Granger causality – Indian rupee at 3-month maturity 

Variables 

Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

Indian rupee 3M     

Model 1: Without EPU    
  INTDIFF ---> FWP 0.000*** 0.210  
  FWP ---> INTDIFF 0.852 0.244  
Model 2: With Global EPU    
  INTDIFF ---> FWP 0.000*** 0.615 0.000*** 

  INTDIFF ---> LGEPU 0.506 0.636  
  FWP ---> INTDIFF 0.162 0.030** 0.233 

  FWP ---> LGEPU 0.442 0.619  
  LGEPU ---> INTDIFF 0.696 0.609  
  LGEPU ---> FWP 0.998 0.516  
Model 3: With Indian EPU    
  INTDIFF ---> FWP 0.000*** 0.592 0.000*** 

  INTDIFF ---> LINEPU 0.814 0.433  
  FWP ---> INTDIFF 0.240 0.038** 0.308 

  FWP ---> LINEPU 0.310 0.342  
  LINEPU ---> INTDIFF 0.157 0.345  
  LINEPU ---> FWP 0.318 0.757  
*, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
 

South African rand at 1-month maturity results 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 19 indicates that there are significant long-lasting CIP deviations 

between the South African rand against the euro at 1-month maturity. Both in the 
period prior to the 2008 GFC and the period of post-crisis, there were significant 
CIP deviations. In Both periods the cross-currency basis points fluctuated in the 
range of -2.5 to -10. The only time where there were substantially higher rates of 
CIP deviations was during the crisis when basis points reached a rate of -17. 
Therefore, the constant CIP deviations have been providing persistent arbitrage 
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Figure 20. Cross-currency basis for the South African rand against the euro at 3-month ma-
turity 

opportunities throughout the period. In this case, the 2008 GFC did not cause CIP 
deviations to reach new heights in the post-crisis period. Furthermore, as a result 
of having a negative cross-currency basis throughout the whole period, the direct 
euro interest rate was lower than the South African rand interest rate at 1-month 
horizon. 

According to table 10, only US EPU explains part of the CIP deviations. 
The Granger causality test shows that the US EPU causes CIP deviations at 10% 
risk level. 

 

Table 10. Granger causality – South African rand at 1-month maturity 

Variables 

Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

South African rand 1M     

Model 1: Without EPU    
  INTDIFF ---> FWP 0.435 0.000***  
  FWP ---> INTDIFF 0.876 0.750  
Model 2: With Global EPU    
  INTDIFF ---> FWP 0.501 0.501 0.620 

  INTDIFF ---> LGEPU 0.735 0.735  
  FWP ---> INTDIFF 0.701 0.701 0.959 

  FWP ---> LGEPU 0.337 0.337  
  LGEPU ---> INTDIFF 0.146 0.146  
  LGEPU ---> FWP 0.238 0.238  
Model 3: With USA EPU    
  INTDIFF ---> FWP 0.365 0.365 0.939 

  INTDIFF ---> LUSEPU 0.600 0.600  
  FWP ---> INTDIFF 0.949 0.949 0.910 

  FWP ---> LUSEPU 0.961 0.961  
  LUSEPU ---> INTDIFF 0.400 0.400  
  LUSEPU ---> FWP 0.062* 0.062*  
*, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
 

South African rand at 3-month maturity results 
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As can be seen in Figure 20, there are significant long-lasting CIP devia-
tions between the South African rand against the euro at 3-month maturity. Both 
in the period prior to the 2008 GFC and the period of post-crisis, there were sig-
nificant CIP deviations, however, after the end of 2015, the CIP deviations in-
creased substantially in comparison to the pre-crisis era. In the pre-crisis period, 
the basis point averaged about -5 while the post-crisis period averaged at about 
-7 basis points, therefore, the CIP deviations have been providing more profitable 
arbitrage opportunities throughout the latter years. This figure suggests that the 
2008 GFC has caused CIP deviations to reach new levels. Furthermore, as a result 
of having a negative cross-currency basis throughout the whole period, the direct 
euro interest rate was lower than the South African rand interest rate at 3-month 
horizon. 

According to table 11, only the interest rate difference explains part of the 
CIP deviations. The Granger causality test shows that the interest rate difference 
causes CIP deviations only at the basic model at 1% risk level. Due to the fact that 
in the models with global and US EPU, the interest rate difference Granger causes 
forward premium results have changed when assuming US EPU as an exogenous 
variable, US EPU should be treated as an exogenous variable. Therefore, the in-
terest rate difference is found to not Granger cause the forward premium in the 
models with global and US EPU. Although US EPU is also found capturing CIP 
deviations at 10% and 5% risk levels, US EPU does not capture part of these CIP 
deviations since it is found and treated as an exogenous variable. 

 

Table 11. Granger causality – South African rand at 3-month maturity 

Variables 

Level 
(Endogenous) 

First difference 
Level 
(Exogenous) 

Significance level Significance level Significance level 

South African rand 3M     

Model 1: Without EPU    
  INTDIFF ---> FWP 0.009*** 0.199  
  FWP ---> INTDIFF 0.851 0.268  
Model 2: With Global EPU    
  INTDIFF ---> FWP 0.039** 0.212 0.618 

  INTDIFF ---> LGEPU 0.433 0.536  
  FWP ---> INTDIFF 0.583 0.570 0.960 

  FWP ---> LGEPU 0.336 0.206  
  LGEPU ---> INTDIFF 0.433 0.876  
  LGEPU ---> FWP 0.301 0.070*  
Model 3: With USA EPU    
  INTDIFF ---> FWP 0.016** 0.303 0.358 

  INTDIFF ---> LUSEPU 0.655 0.471  
  FWP ---> INTDIFF 0.975 0.947 0.936 

  FWP ---> LUSEPU 0.973 0.938  
  LUSEPU ---> INTDIFF 0.073* 0.158  
  LUSEPU ---> FWP 0.043* 0.039**  
*, **, *** shows significance at 10 %, 5 %, and 1 % risk level. 
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6.1 Robustness 

For robustness, the I(2) series, that is, processes that require to be differenced 
twice to become stationary are applied and compared with the original results. 
In addition, for extra validity, the same research method is implemented for sev-
eral G10 currencies in order to compare the results of Du, Tepper, & Verdelhan 
(2018) with their research method. 
 As previously mentioned, in 40% of the cases, the interest rate difference 
is found to be stationary, while in 60% of the cases it is found to be non-stationary. 
Among the 40% of the cases with the interest rate difference being stationary, the 
results using I(2) series are fairly identical to the original results. The causes of 
deviations for the Russian ruble at 1- and 3-month maturity, as well as the Chi-
nese yuan at 1-month maturity, remained identical to the ones in the original re-
sults. Only in the case of the Brazilian real at 1-month maturity, the causes of 
deviations changed between the original results and the I(2) series results. Fur-
thermore, in all of those cases, the explanatory power of global and country-level 
EPU changed between the original results and the I(2) series results. In addition, 
in the cases of the Russian ruble at both 1- and 3-month maturity, the confidence 
level changed when the I(2) series is applied, while the causes of the deviations 
did not change. As a result of these changes, the explanatory power of global and 
country-level EPU altered between the two sets of results.  

Among the 60% of cases with the interest rate difference being non-sta-
tionary, the results using the I(2) series are different from the original results. The 
causes of deviations remained identical to the original results only for the Indian 
rupee at 1-month maturity, while the South African rand at both 1- and 3-month 
maturity, as well as the Brazilian real, Chinese yuan, and Indian Rupee at 3-
month maturity have different causes for deviations between the original results 
and the I(2) series results. In both cases of the Brazilian real and the Chinese yuan 
at 3-month maturity, the causes of CIP deviations changed from being interest 
rate difference and global EPU into being all four causes, that is, interest rate dif-
ference, forward premium, global EPU, and country-level EPU. In the cases of 
the South African rand at 1- and 3-month maturity, as well as the Indian rupee at 
3-month maturity, on the other hand, there are different cause changes. Further-
more, in the cases of the Brazilian real and the Chinese yuan at 3-month maturity, 
as well as the Indian rupee at 1-month maturity, the explanatory power of global 
and country-level EPU changed between the original results and the I(2) series 
results, while in the cases of the South African rand at 1- and 3-month maturity, 
as well as the Indian rupee at 3-month maturity the explanatory power did not 
change. 
 Du, Tepper, & Verdelhan (2018) paper found that during the pre-crisis pe-
riod, the G10 currencies were presenting minimal and mainly not profitable CIP 
arbitrage opportunities when the cross-currency bases were not significantly dif-
ferent from zero. During and post-crisis, on the other hand, their results were 
changed drastically. During the 2008 financial crisis, the cross-currency bases 
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Figure 21. Cross-currency basis for the Japanese yen against the euro at 3-month maturity 

Figure 22. Cross-currency basis for the Norwegian krone against the euro at 3-month ma-
turity 

skyrocketed, especially around the Lehman Brothers bankruptcy announcement. 
The deviations from CIP did not disappear when the crisis abated, instead, since 
then, the deviations have been persistently different from zero. This paper tries 
to replicate Du, Tepper, & Verdelhan (2018) paper’s results by testing CIP devia-
tions in the periods of pre-, during, and post-crisis. The currencies of Japan, Nor-
way, and Switzerland are selected as G10 currencies and are measured against 
the euro at 3-month maturity, similarly to the original time horizon. As it is 
shown in the figures below, this method is unable to replicate their results. This 
method found that there were significant CIP deviations existing already prior to 
the 2008 GFC, where the original paper did not find substantial CIP deviations 
during the same period of time. Furthermore, also the magnitude of the CIP de-
viations in terms of cross-currency basis is not similar to the original results. Po-
tential explanations why this paper is unable to replicate the same results may be 
due to the use of the euro as the benchmark currency instead of the US dollar, as 
well as that the measurement of the interest rate difference variable is not identi-
cal. 
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Figure 23. Cross-currency basis for the Swiss franc against the euro at 3-month maturity 
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7 CONCLUSIONS 

The focus of this thesis is discovering whether the 2008 GFC has caused changes 
in CIP deviations in the BRICS currencies against the euro and whether the con-
cept of EPU explains part of the deviations. 

Earlier research suggests that prior to the 2008 GFC, in emerging markets 
there were significant CIP deviations that provided profitable CIP arbitrage op-
portunities. After the 2008 financial crisis, emerging economies continued to pro-
vide large CIP deviations, however at a higher magnitude, resulting in more prof-
itable arbitrage opportunities. The results of this paper support earlier findings 
for the most part. This research finds that in most cases the 2008 GFC has caused 
a higher level of CIP deviations in the BRICS countries and as a result, provides 
long-lasting arbitrage opportunities, thus the first hypothesis is accepted. In the 
majority of cases, the magnitude of CIP deviations for the BRICS countries has 
increased substantially following the 2008 GFC in comparison to the pre-crisis 
era. In the cases of the Russian ruble, Chinese yuan, and Indian rupee at both 1- 
and 3-month maturity, as well as the Brazilian real and the South African rand at 
3-month maturity, this research finds that following the 2008 GFC, CIP devia-
tions are in substantially higher rates than during the pre-crisis era. In the cases 
of the Brazilian real and the South African rand at 1-month maturity, on the other 
hand, the 2008 GFC appears to have not affected the magnitude of CIP deviations. 
In both cases, the magnitude of CIP deviations remained at relatively similar lev-
els to the levels they were before the crisis began. 

Interestingly, only in the cases of the Russian ruble at both 1- and 3-month 
maturity, the research did not find evidence of significant CIP deviations prior to 
the 2008 GFC. After the crisis, however, there are significant CIP deviations, 
providing constant arbitrage opportunities. The results of the Russian ruble at 
both maturities appear very similar to the ones of Du, Tepper, & Verdelhan (2018) 
where they tested for the influence of the 2008 GFC on the G10 currencies and 
argue that developed markets started to present CIP deviations only following 
the 2008 financial crisis. It is puzzling why in Russia, a clear emerging market, 
CIP held rather closely prior to the 2008 GFC whereas not in the other BRICS 
countries. One potential explanation for it might be the high reserves the Russian 
central bank accumulated prior to the crisis acting as insurance against foreign 
exchange risk. 

The level of EPU was relatively stable prior to the 2008 GFC. The 2008 fi-
nancial crisis has caused EPU to grow considerably and it has remained extraor-
dinarily high ever since. Earlier research suggests that when EPU grows, interest 
rates change and as a result of the interest rate change, CIP deviations may occur. 
The results of this paper find that in some cases global EPU and in some cases 
country-level EPU explain part of the CIP deviations. Global EPU appears to have 
a slightly stronger effect on CIP deviations than country-level EPU, thus the sec-
ond hypothesis is mostly accepted. The results suggest that at the Brazilian real 
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at 3-month maturity, as well as the Chinese yuan at both 1- and 3-month maturity, 
global EPU is causing CIP deviations and that at the Russian ruble at 3-month 
maturity and the South African rand at 1-month maturity, country-level EPU is 
causing CIP deviations. These results are slightly surprising since a large nation 
that has an enormous share of international trade and financial assets such as 
China is expected to be less dependent on global EPU than Chinese EPU. For 
Russia, another international trade of goods, and financial assets owner giant, the 
results are as expected. The Russian EPU was at considerably higher rates, and 
in a significantly more volatile state than the global EPU since its economy is 
highly dependent on a sector that at times is in distress. This is in line with the 
enormous spike of its CIP deviations in the latter half of 2014 during the collapse 
of crude oil price. Similarly, also the results for Brazil are excepted since it is a 
“small” open country with a heavy dependency on global trade of goods. 

Another apparent detail that is interesting is in the case of the South Afri-
can rand at 1-month maturity, where the US EPU is found to be a main cause of 
the CIP deviations, while global EPU is not. That is puzzling because US EPU is 
by far the most dominant factor in determining global EPU rates. The surprising 
results might be explained by the extensive exposure that the US economy has 
on the South African economy and that the US EPU is not a major factor of the 
global EPU as it is believed to be. 

Global and country-level EPU, in addition to causing CIP deviations, also 
demonstrate explanatory power on the CIP deviations. The results of the models 
with EPU variables show that country-level EPU has stronger explanatory power 
on CIP deviations than global EPU. In the cases of the Russian ruble at 3-month 
maturity and the South African rand at 1-month maturity, country-level EPU is 
found to have stronger explanatory power on CIP deviations than global EPU, 
where only in the case of the Chinese yuan at 1-month maturity, global EPU is 
found to have stronger explanatory power than country-level EPU, while in the 
rest of the datasets, either country-level EPU or global EPU are not found to be 
more relevant. This is interesting results not only because country-level EPU ap-
pears to be more relevant to these CIP deviations than global EPU, but also be-
cause the results for the Chinese yuan and the South African rand exhibit oppos-
ing results than hypothesized. However, the results for the South African rand 
may be explained by applying US EPU and their strong dependency on US un-
certainty because of the global trade of goods, financial assets, and commodities. 

Another interesting result is that in the in cases of the Chinese yuan and 
the Indian rupee at 1-month maturity, the interest rate difference and forward 
premium in the models without any EPU variables, are found not causing CIP 
deviations, but in the models with global and country-level EPU variables, the 
interest rate difference and forward premium are found causing CIP deviations. 
These results show the crucial relevance of EPU variables in CIP deviations. 
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Limitations and future research 
 
The main limitation of this research is the inability to replicate Du, Tepper, & 
Verdelhan (2018) results. This paper tried to replicate their results by testing the 
currencies of Japan, Norway, and Switzerland as G10 currencies against the euro 
at 3-month maturity. The same test using this method finds that there were exist-
ing CIP deviations before the 2008 GFC, where the original paper finds that there 
were not significant CIP deviations prior to the 2008 financial crisis. In addition, 
also the magnitude of the CIP deviations in terms of cross-currency basis is not 
identical with the original results. However, the inability to replicate their results 
may be due to the use of the euro as the benchmark currency instead of the US 
dollar, and that the measurement of the interest rate difference variable is not 
identical. 

Another limitation is using non-stationary datasets. In this research, the 
variable of interest rate difference is found to be non-stationary in 60% of the 
cases. In theoretical terms, the interest rate difference should be stationary as the 
variable is composed of the difference between each BRICS countries’ interest 
rate and the Euribor at the same time horizon. Therefore, the interest rate differ-
ence variable is assumed to be stationary also when the Augmented Dickey-
Fuller test showed otherwise. However, when the I(2) series is applied for robust-
ness in order to measure whether the same CIP deviations causes remain, the 
results changed drastically. 
 Finally, having a relatively short data frame prior to the 2008 GFC is also 
a limitation. Since the financial markets in BRICS countries only began applying 
and recording the necessary datasets for this research in the 2000s, the length of 
the period prior to the crisis might be too short to create fully reliable results, 
especially in the case of the Russian ruble at 1-month maturity in which the da-
taset found began only during 2007. 

Future research can take many different paths. One of those can be testing 
for the effect of COVID-19 on CIP deviations on BRICS currencies. Similarly to 
the effect of the 2008 financial crisis, also COVID-19 has caused the EPU index to 
skyrocket and potentially causes numerous excellent CIP arbitrage opportunities 
that may provide great profit to investors. Although at the time of writing, the 
coronavirus pandemic is yet to end, in future years such research could take place. 
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APPENDIX 1: ADF UNIT ROOT TESTS 

Table 12. ADF unit root tests 

Variables 

Level  First difference 

T-Statistic 

1% 
Crit.  
Value 

5%  
Crit.  
Value 

10% 
Crit.  
Value  T-Statistic 

1% 
Crit.  
Value 

5%  
Crit.  
Value 

10% 
Crit.  
Value 

Russia 1M          

Interest Rate Difference -2.861* -3.476 -2.881 -2.577  -11.657*** -3.476 -2.881 -2.577 

Forward Premium -9.309*** -3.466 -2.877 -2.575      

Russia 3M          

Interest Rate Difference -2.677* -3.468 -2.878 -2.575  -12.291*** -3.469 -2.878 -2.575 

Forward Premium -6.969*** -3.466 -2.877 -2.575      

Brazil 1M          

Interest Rate Difference -7.793*** -3.472 -2.880 -2.576  -10.838*** -3.473 -2.880 -2.576 

Forward Premium -14.423*** -3.466 -2.877 -2.575      

Brazil 3M          

Interest Rate Difference -1.829 -3.476 -2.881 -2.577  -14.705*** -2.577 -2.881 -3.476 

Forward Premium -12.706*** -3.466 -2.877 -2.575      

China 1M          

Interest Rate Difference -3.959*** -3.472 -2.879 -2.576  -12.463*** -3.473 -2.880 -2.576 

Forward Premium -12.992*** -3.466 -2.877 -2.575      

China 3M          

Interest Rate Difference -1.334 -3.466 -2.877 -2.575  -13.907*** -3.466 -2.877 -2.575 

Forward Premium -4.280*** -3.466 -2.877 -2.575      

India 1M          

Interest Rate Difference -2.275 -3.466 -2.877 -2.575  -13.153*** -3.466 -2.877 -2.575 

Forward Premium -13.986*** -3.466 -2.877 -2.575      

India 3M          

Interest Rate Difference -1.994 -3.466 -2.877 -2.575  -12.892*** -3.466 -2.877 -2.575 

Forward Premium -11.877*** -3.466 -2.877 -2.575      

South Africa 1M          

Interest Rate Difference -1.951 -3.466 -2.877 -2.575  -14.777*** -3.466 -2.877 -2.575 

Forward Premium -11.901** -3.466 -2.877 -2.575      

South Africa 3M          

Interest Rate Difference -1.467 -3.466 -2.877 -2.575  -11.860*** -3.466 -2.877 -2.575 

Forward Premium -11.617*** -3.466 -2.877 -2.575      

EPU          

Global EPU -3.054** -3.479 -2.883 -2.578      

Russian EPU in -5.161*** -3.480 -2.883 -2.578  -11.560*** -3.480 -2.883 -2.578 

Brazilian EPU in -4.079*** -3.480 -2.883 -2.578  -10.492*** -3.480 -2.883 -2.578 

Chinese EPU -1.125 -3.480 -2.883 -2.578  -15.208*** -3.480 -2.883 -2.578 

Indian EPU -4.400*** -3.479 -2.883 -2.578  -11.454*** -3.480 -2.883 -2.578 

USA EPU -4.231*** -3.479 -2.883 -2.578  -9.628*** -3.480 -2.883 -2.578 
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APPENDIX 2: GRAPHS OF THE VARIABLES AND 

CROSS-CURRENCY BASES 

Russian ruble at 1-month maturity: 
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Russian ruble at 3-month maturity: 
 

 
 
 



72 
 
Brazilian real at 1-month maturity: 
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Brazilian real at 3-month maturity: 
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Chinese yuan at 1-month maturity: 
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Chinese yuan at 3-month maturity: 
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Indian rupee at 1-month maturity: 
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Indian rupee at 3-month maturity: 
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South African rand at 1-month maturity: 
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South African rand at 3-month maturity: 
 

 
 


