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a b s t r a c t 

The frequency-following response (FFR) to periodic complex sounds has gained recent interest in auditory cog- 

nitive neuroscience as it captures with great fidelity the tracking accuracy of the periodic sound features in the 

ascending auditory system. Seminal studies suggested the FFR as a correlate of subcortical sound encoding, yet 

recent studies aiming to locate its sources challenged this assumption, demonstrating that FFR receives some 

contribution from the auditory cortex. Based on frequency-specific phase-locking capabilities along the auditory 

hierarchy, we hypothesized that FFRs to higher frequencies would receive less cortical contribution than those 

to lower frequencies, hence supporting a major subcortical involvement for these high frequency sounds. Here, 

we used a magnetoencephalographic (MEG) approach to trace the neural sources of the FFR elicited in healthy 

adults ( N = 19) to low (89 Hz) and high (333 Hz) frequency sounds. FFRs elicited to the high and low frequency 

sounds were clearly observable on MEG and comparable to those obtained in simultaneous electroencephalo- 

graphic recordings. Distributed source modeling analyses revealed midbrain, thalamic, and cortical contributions 

to FFR, arranged in frequency-specific configurations. Our results showed that the main contribution to the high- 

frequency sound FFR originated in the inferior colliculus and the medial geniculate body of the thalamus, with 

no significant cortical contribution. In contrast, the low-frequency sound FFR had a major contribution located 

in the auditory cortices, and also received contributions originating in the midbrain and thalamic structures. 

These findings support the multiple generator hypothesis of the FFR and are relevant for our understanding of 

the neural encoding of sounds along the auditory hierarchy, suggesting a hierarchical organization of periodicity 

encoding. 
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. Introduction 

The frequency-following response (FFR; Moushegian et al., 1973 )

as gained recent interest in auditory cognitive neuroscience as it cap-

ures with great fidelity the tracking accuracy of the periodic sound

eatures in the ascending auditory system. In particular, it reflects syn-

hronous and sustained neural phase-locking to the spectral and tempo-

al periodic characteristics of the eliciting acoustic signal in the range

f approximately 100 to 1500 Hz ( Galbraith et al., 2000 ; Picton, 2011 ),

hus faithfully mimicking the eliciting stimulus as it unfolds in

ime. 

The FFR can be recorded from the scalp with both electroencephalog-

aphy (EEG) and magnetoencephalography (MEG) and it emerges at
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irca 7–15 ms from sound onset. By means of a range of analyti-

al tools in the temporal and spectral domains, it provides an objec-

ive insight into the neural encoding of the acoustic features intrinsic

o speech sounds, including timing (onsets and offsets), pitch (funda-

ental frequency: f0) and temporal fine structure (harmonics informa-

ion) ( Kraus et al., 2017 ; Krizman and Kraus, 2019 ; Ribas-Prats et al.,

019 ; Skoe and Kraus, 2010a ). By decomposing the FFR in the tem-

oral and spectral domains, it is possible to obtain a snapshot of how

ounds are transcribed and encoded throughout the auditory hierar-

hy, and how these neural sound traces are shaped by context, expe-

ience and challenging conditions. Indeed, the FFR is highly sensitive to

ontext-dependent contingencies ( Chandrasekaran et al., 2014 ; Gorina-

areta et al., 2016 ; Skoe et al., 2014 ; Slabu et al., 2012 ) and to real-time

tatistical properties of a particular stimulus ( Chandrasekaran et al.,
ry 2021 
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009 ; Escera, 2017 ; Skoe et al., 2015 , 2013 ; Skoe and Kraus, 2010b ), and

t provides a non-invasive measure of how short-term auditory training

 Russo et al., 2005 ; Song et al., 2008 , 2012 ; Carcagno and Plack, 2011 ;

or review see Carcagno and Plack, 2017 ) and auditory experiences,

uch as with language ( Krishnan et al., 2008 ; Krizman et al., 2015 ,

014 , 2012 ; Skoe et al., 2017 ) and musical training ( Bidelman et al.,

011 ; Musacchia et al., 2007 ; Parbery-Clark et al., 2011 , 2009 ; Skoe and

raus, 2012 ; Wong et al., 2007 ), shape sound representation in a

ubcortico-cortical auditory network ( Kraus and Slater, 2016 ; Kraus and

hite-Schwoch, 2015 ). Moreover, the FFR has become a valuable

ool to evaluate the neural encoding of sounds in challenging con-

itions, such as listening in noise ( Li and Jeng, 2011 ; Russo et al.,

004 ), and changes in encoding due to aging ( Anderson, 2017 ) and

earning, as well as abnormalities related to speech and language dis-

rders ( Anderson et al., 2010 ; Banai et al., 2009 , 2005 ; Banai and

hissar, 2006 ; Chandrasekaran et al., 2009 ; Cunningham et al., 2001 ;

ornickel et al., 2012 ; Hornickel and Kraus, 2013 ; Russo et al., 2009 ,

008 ). 

Notably, despite the accumulation of studies on the FFR, no clear

icture has emerged so far regarding its anatomical generators, and cer-

ain controversy is still being debated. A conventional view from early

eminal studies stated that the FFR has a central, rather than a cochlear

rigin, and that its generators can be attributed solely to neuronal ag-

regates in caudal brainstem and midbrain structures, with the inferior

olliculus (IC) being the major neuronal source. This midbrain origin is

upported by the fact that the short-latency of the FFR aligns with the

atency of the first spikes in IC in the cat ( Langner and Schreiner, 1988 )

nd since human FFRs contain phase-locked activity up to 1500 Hz,

hich spans beyond the upper limit of phase-locking capabilities of cor-

ical neurons (~100 Hz; Aiken and Picton, 2008 ). Additional evidence

omes from comparisons between deep and scalp recordings in animal

odels ( Smith et al., 1975 ) as well as from animal lesion studies, where

t was observed that an electrocoagulated lesion and the cryogenic cool-

ng of the IC result in the abolishment of FFRs, with subsequent heating

n this later case yielding a recovery of the responses both in the IC

nd at the scalp ( Kiren et al., 1994 ; Marsh et al., 1970 ; Smith et al.,

975 ). Human studies in patients with brain injuries ( Sohmer et al.,

977 ; White-Schwoch et al., 2019 ) and source reconstruction studies

 Bidelman, 2015 ; Zhang and Gong, 2017 ) also support this view, thus

roviding evidence of the FFR being a correlate of subcortical sound

ncoding. Nevertheless, a mixture of subcortical sources has been rec-

gnized in the generation of the FFR ( Chandrasekaran and Kraus, 2010 ;

ichko and Skoe, 2017 ) and other subcortical contributors were sup-

orted by other animal studies that reported weaker contributions of

he IC to the FFR, with the major source located in the CN ( Gardi et al.,

979 ) or in the MGB ( Weinberger et al., 1970 ). 

Recently, the controversy around the neural origins of the FFR was

enewed, with another view proposing the FFR as a representation of

he sustained activity from the whole auditory system. Indeed, recent

EG evidence demonstrated that the responses to a complex auditory

timulus of a fundamental frequency close to 100 Hz receive contribu-

ions not only from the subcortical nuclei (i.e., the cochlear nucleus and

he IC), but also from the medial geniculate body of the thalamus and

o a major extent from the auditory cortex ( Coffey et al., 2017 , 2016 ;

artmann and Weisz, 2019 ), proposing that the FFR recorded from the

calp is an aggregate response with both subcortical and cortical contri-

utions. 

The implications of these findings need, however, a re-examination

n the light of the phase-locking capabilities of neuronal aggregates

long the auditory hierarchy. Indeed, the upper limit of temporal pre-

ision in phase-locked firing reduces with each ascending step in the

uditory pathway, so that the ability of neurons to follow fast mod-

lations reduces upstream the auditory hierarchy ( Batra et al., 1989 ;

oris et al., 2004 ; Langner, 1992 ), and therefore the specific frequency

f the eliciting stimulus used to obtain the FFR may play a critical role

n engaging multiple sources and a specific configuration of subcortical
2 
nd cortical generators. Hence, capitalizing on the frequency-specific

hase-locking capabilities along the auditory hierarchy, it has been ob-

erved that the relative contribution of subcortical and cortical sources

o the scalp- recorded FFR, or FFR source configuration, varies systemat-

cally with stimulus frequency. In fact, according to a theoretical latency

odeling using six generators located along the auditory hierarchy, the

ortical contributions to the scalp-recorded EEG-FFR observed were re-

tricted to the lowest (fundamental) frequencies of the speech spectrum

100 Hz), where the cortical component of the FFR was the largest

 Tichko and Skoe, 2017 ). Recent evidence showed that the cortical con-

ribution to the FFR at frequencies higher than 150 Hz is not present

 Bidelman, 2018 ). Interestingly, the seminal studies which ascribed the

eural origins of the FFR to exclusively subcortical sources used rela-

ively high-frequency stimuli ( > 200 Hz, Langner and Schreiner, 1988 ;

arsh et al., 1970 ; Smith et al., 1975 ; Sohmer et al., 1977 ), which ac-

ording to the recent studies ( Bidelman, 2018 ; Tichko and Skoe, 2017 ),

ould engage only the subcortical structures of the auditory pathway.

his modulation of the FFR source configuration depending on the stim-

lus frequency is also present when the stimulus frequency is theoret-

cally high enough to reflect neural activity coming exclusively from

ubcortical structures ( Zhang and Gong, 2019 ), thus providing a hy-

othesis on the reason why different seminal studies pointed to differ-

nt subcortical nuclei as the main generators of the FFR. Overall, these

ecent findings support an emerging viewpoint that the FFR represents

n aggregation of phase-locked neural activity from multiple generators

long the auditory system, with its specific neural origins depending on

he frequency of the eliciting stimulus. 

Yet, most of the recent studies regarding the FFR origins have been

arried out with EEG, which although having an excellent temporal

esolution lacks precise spatial accuracy. Signals recorded in the scalp

lectrodes are the result of overlapping neural generators from different

natomical structures, which do not allow inferences about the underly-

ng neuroanatomy, and the source reconstruction techniques available

n EEG have some limitations ( Jackson and Bolger, 2014 ). On the other

and, MEG has a more accurate spatial resolution due to the proper-

ies of the magnetic field and its weak interaction with biologic tissues

t the frequencies of brain electric currents, makes it less subject to

istortion providing a better localization of sources specially when co-

egistered with magnetic resonance images ( Baillet, 2017 ; Gross et al.,

013 ). Therefore, in the present study we used MEG to determine the

natomical contributions to the FFRs elicited to sounds of two different

requencies, low (89 Hz) and high (333 Hz), and to dissociate a hierar-

hy of anatomical sources contributing to its generation, thus dissociat-

ng the contribution of different neural generators to the aggregate FFR

easured from the scalp. Considering the previous literature, we hy-

othesized that FFRs elicited to the high frequency would receive less

ortical contribution than those to the low frequency, hence supporting

he recent evidence of a frequency-dependent FFR source configuration

nd the involvement of only subcortical auditory generators in the FFR

licited to high-frequency stimulation. 

. Methods 

.1. Participants 

Twenty-three young adults (aged 21–34 years, mean age = 25.3

ears, 4 males, 1 left–handed) with no history of auditory, neurologi-

al or psychiatric disorders participated in the study. Two participants

ad to be excluded as they could not finish the anatomical magnetic res-

nance imaging recording, and two other participants due to excessive

ye, neck and mouth movements during the MEG recording, resulting

n a final sample of nineteen participants. Hearing thresholds were as-

essed in each ear with a standard pure-tone audiometry using three test

requencies (250, 500 and 1000 Hz) at the beginning of the experimental

ession by means of a SA-51 portable screening audiometer (MEDIROLL

edico Technical Ltd, Debrecen, Hungary). The minimum threshold re-
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uested for participation was below 25 dB SPL for all tested frequencies

nd an interaural difference of < 10 dB. As music experience is known

o modulate the encoding of the fundamental frequency (F0) of peri-

dic sounds in the subcortical auditory pathway ( Song et al., 2011 ), all

articipants enrolled had less than four years of musical training that

eased two or more years before the study. 

The study was approved by the Bioethical Committee of the Uni-

ersity of Barcelona and the Ethics Committee of the University of

yväskylä and was carried out in accordance with the Code of Ethics

f the World Medical Association (Declaration of Helsinki). Written

nd signed informed consent was obtained from each participant be-

ore starting the experiment. Pre-processed MEG and EEG data will be

vailable on request to the corresponding author. All custom-written

ode used is also available upon request to the corresponding author. 

.2. Stimuli and procedure 

The auditory stimuli consisted of two pure sinusoidal tones of 200 ms

uration, including 5 ms rise and fall times, with a frequency of 89

nd 333 Hz respectively. The stimuli were delivered binaurally at an

ntensity of ~75 dB in alternating polarities through KAR ADU 1c au-

io stimulator (KAR-Audio, Unides Design Ay, Helsinki, Finland) with

oam insert EAR-tips. The stimuli were generated and presented with

atlab v.2016a (Matworks). The auditory stimulation consisted of two

onditions in which each of the stimuli were delivered in a repeti-

ive sequence with a variable SOA ranging between 241 and 265 ms

mean SOA 253 ms) jittered randomly. Each condition was divided in

6 blocks, each containing 950 stimuli (475 stimuli delivered in each

olarity), so that the stimuli of each frequency was presented a total of

5,200 times. All the blocks corresponding to each frequency were de-

ivered sequentially, with the order of the conditions counterbalanced

cross participants. Empty room activity was recorded for a 2-min epoch

efore each experimental session to estimate the intrinsic noise levels.

uring the EEG/MEG experiment, participants sat in an electrically,

agnetically and acoustically shielded room, with their head accommo-

ated inside the helmet-shaped device, and were instructed to relax and

atch a silent movie whilst ignoring the auditory stimulation. Pauses

etween blocks lasted 30 s to allow the participants to rest, and there

as a thirty-minute break between conditions were participants were al-

owed to move. As the synchronization between the auditory stimulation

nd the triggers is highly critical in FFR recordings, trigger-stimulus syn-

hronization tests were carried out three times during the experimental

eriod (before starting, after participant #10, and at the end). Results

evealed a consistent and stable 12 ms delay for all the triggers in all

he three measurements. 

.3. Data acquisition 

Simultaneous magnetoencephalogrcaphic and electroencephalo-

raphic data were recorded with a 306-channel whole–head system

Elekta Neuromag R ○ TRIUX 

TM , Elekta Oy, Helsinki, Finland) consisting

f 204 planar gradiometers and 102 magnetometers, and a compatible

4-channel EEG cap (EASYCAP GmbH, Herrsching, Germany). The EOG

as measured with two bipolar electrodes placed above and below the

ight eye (vertical EOG), and two horizontal electrodes placed on the

uter canthi of the eyes (horizontal EOG) and the ground electrode was

ocated in the right collarbone. For the EEG recording, the right ear-

obe served as an online reference. Five Head Position Indicator coils

HPI-coils) were attached on top of the EEG cap; two on the forehead,

wo behind the ears and one on the vertex of the head. The locations

f three anatomical landmarks (the nasion and left and right preauric-

lar points) and the five HPI-coils, as well as all the locations of all the

EG electrodes and a number of additional points on the head were dig-

tized with an Isotrak 3D digitizer (PolhemusTM, United States) before

he experiment started for co-registration with the participant’s anatom-

cal MRI. After the thirty-minute break between conditions, the location
3 
f five HPI-coils was re-digitized to recalculate the position of the head

nside the MEG. 

The MEG was recorded in 68° upright gantry position. All EEG

mpedances were kept below 10 k Ω during the whole recording ses-

ion and both MEG and EEG data were online bandpass-filtered from

.1 to 1660 Hz and digitized with a sampling rate of 5 kHz. To ensure

hat the participant’s head position relative to the recording instrument

as constant throughout the experiment, the magnetic fields produced

y the HPI coils were measured before each block. 

Individual structural magnetic resonance images (sMRI) were ac-

uired from a private company offering MRI services (Synlab Jyväskylä,

yväskylä, Finland). T1-weighted 3D images were collected on a GE

.5 T (GoldSeal Signa HDxt) MRI scanner using a standard head

oil and with the following parameters: repetition time/echo time

TR/TE] = 540/10 ms, flip angle [FA] = 90°, matrix size = 256 × 256,

lice thickness = 1.2 mm, sagittal orientation. 

.4. MEG and EEG preprocessing 

Continuous MEG data was pre-preprocessed off-line with the Elekta

euromag TM MaxFilter 2.1 (Elekta Oy, Helsinki, Finland) Signal Space

eparation (SSS) method ( Taulu et al., 2004 ) to suppress external

agnetic interference and remove and interpolate static bad chan-

els. MaxFilter software was also applied for head movement correc-

ion and transforming the head origin to the same position for each

articipant. MEG data was then imported to Brainstorm ( Tadel et al.,

011 ) for further processing. Eye blink and heart beat artefacts were

emoved using Brainstorm’s source signal projection (SSP) algorithm

 Hämäläinen, 2009 ; Tesche et al., 1995 ) when the topography of the

omponents matched those of ocular or cardiac origin upon visual in-

pection. The clean MEG and EEG recordings were filtered with a band-

ass Kaiser FIR filter from 75 to 1500 Hz (Filter order = 1612, Stopband

ttenuation = 60 dB, Passband ripple = 0,1%) and epoched from − 40

o 240 ms relative to stimulus onset. Epochs were baseline corrected

o a 40 ms interval preceding the sound onset and averaged separately

or each frequency condition, polarity of presentation and for each par-

icipant separately. Responses to alternating polarity stimuli were sub-

racted to maximize the response to pure tones ( Aiken and Picton, 2008 ).

.5. Region of interest analysis from distributed source modeling 

The source modeling approach for the present study was based on the

ethods implemented by Coffey et al. (2016) using for the source anal-

sis of the MEG data obtained from both the gradiometers and the mag-

etometers. In particular, for the present experiment, the signal source

as estimated using distributed source models, which estimate the am-

litude of a large number of dipoles distributed throughout the brain

olume, but must be constrained by spatial priors ( Gross et al., 2013 ;

ämäläinen et al., 2010 ; Jensen and Hesse, 2010 ). 

FreeSurfer ( Fischl, 2012 ) was used to prepare the cortical surfaces

nd automatically segment subcortical structures from each partici-

ant’s T1-weighted anatomical MRI scan. Anatomical data was later im-

orted to Brainstorm, where precise co-registration of MEG and struc-

ural MRI data was accomplished using a semiautomatic procedure. The

nformation of the fiducial points was used for a first alignment and the

igitized head shape and the scalp surface of each individual were then

sed to reduce the minimum distance error between them in an iterative

rocess. Thalamic and brainstem structures were then combined with

he cortex surface to form a mixed surface/volume model with the deep

rain activity (DBA) model, which included a triangulation of the corti-

al surface (~15,000 vertices), and brainstem and thalamus as a three-

imensional dipole grid (~18,000 points) ( Attal and Schwartz, 2013 ).

he head model was computed using the overlapping – spheres algo-

ithm for each participant. This forward model explains how neural

lectric currents of the source space produce magnetic fields at the ex-

ernal sensors with good accuracy ( Huang et al., 1999 ). A noise covari-
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nce matrix, which accounts for the contaminants that remain present in

he data after the preprocessing is complete, was computed from the 2-

in empty-room recordings. The inverse solution was calculated on the

ubtracted polarities average for each participant and frequency con-

ition using wMNE source distribution algorithm ( Hämäläinen, 2009 ;

in et al., 2006 ) with unconstrained source orientations using Brain-

torm default parameters. 

To disentangle the neural contributors of the FFR and isolate the

ignals originated in specific brain regions, bilateral regions of interest

ROIs) were defined in the main subcortical nuclei and cortical areas

hat conform the human auditory pathway (i.e., cochlear nucleus, CN;

nferior colliculus, IC; medial geniculate body of the thalamus, MGB;

nd primary auditory cortex, AC), as well as in two control regions

hat are at the maximal distance from the target auditory regions: the

rontal (FP) and occipital (OP) poles. As the head model used was a

ixed surface/volume model, the ROIs were defined either as surfaces

r volume depending on their location. For the surface ROIs, the right

nd left AC were defined as the merged regions identified in the De-

trieux Atlas ( Destrieux et al., 2010 ) as the transverse temporal gyrus

nd transverse temporal sulcus (L: 7.07 cm 

2 [s.d. = 1.22]; R: 5.41 cm 

2 

s.d. = 0.99]). The frontal poles (L: 8.45 cm 

2 [s.d. = 1.50]; R: 12.44

m 

2 [s.d. = 2.50]) and the occipital poles (L: 16.76 cm 

2 [s.d. = 2.02];

: 24.86 cm 

2 [s.d. = 3.97]) were also defined as surface ROIs. Addition-

lly, spherical subcortical volume ROIs were grown from seeds located

n the dipole grid around previously published standardized MNI coor-

inates ( Hofmeier et al., 2018 ; Mühlau et al., 2006 ) corresponding to

he left and right CN (MNI: [ ± 10, − 34, − 45]; L: 0.49 cm 

2 [s.d. = 0.02];

: 0.50 cm 

2 [s.d. = 0.02]) and left and right IC (MNI: [ ± 6, − 33, − 11];

: 0.48 cm 

2 [s.d. = 0.02]; R: 0.48 cm 

2 [s.d. = 0.03]). Additionally, ROIs

apturing the activity from the thalamic MGB were defined based on

he standardized MNI ([ ± 17, − 24, − 2]) and covered approximately the

osterior third of the thalamus (L: 1.30 cm 

2 [s.d. = 0.02]; R: 1.27 cm 

2 

s.d. = 0.03]). 

A time series of mean amplitudes was extracted for each ROI and for

ach of the three orientations in the unconstrained orientation source

odel for the FFR (30 to 210 ms from stimulus onset) and the baseline

 − 40 to 0 ms from stimulus onset) periods. To obtain the power spec-

ral profile of the different extracted time series, Fast Fourier Transform

FFT; Cooley and Tukey, 1964 ) was applied to zero-padded (1-Hz reso-

ution) averages, windowed with a 5-ms raised cosine ramp. However,

his approach might rise some concern as the noise floor estimation from

he baseline period is much shorter than the FFR segment. A more strin-

ent analysis was applied in which to obtain the power spectral profile

f the different time series of the FFR period, FFT was applied to zero-

added (1-Hz resolution) averages, windowed with a 5-ms raised cosine

amp in 40 ms windows with a 50% overlap. The spectral decomposition

as then averaged across the 8 resulting windows to obtain one single

pectrum for the FFR period. In both FFT analyses, orientations were

ummed in the frequency domain to obtain a single spectrum for each

OI, and averaged to yield a final single spectrum for each bilateral pair

f ROIs during the FFR and the baseline period. 

The mean normalized power in each ROI was computed using a 5-

z-wide window surrounding the f0 of the presented stimuli for both

he FFR and the baseline spectra, so that we calculated the increase of

ignal during FFR at f0 over baseline for each bilateral pair of ROIs and

ontrol regions. We then compared this increase in each auditory ROI to

he average of the same measure in the control regions. Overall auditory-

o-control ratio effects were assessed by means of a repeated-measures

NOVA with the factors Frequency (Low vs. High) and ROI (CN, IC,

GB and PAC). To further analyze the contribution of the different au-

itory ROIs to the aggregate FFR recorded from the scalp, we assessed

tatistical significance for each auditory ROI versus control ROIs using

ilcoxon-matched pair tests. The Greenhouse–Geisser correction was

pplied when the assumption of sphericity was violated, and results

ere corrected using the Bonferroni correction to adjust for multiple

omparisons, so that significance was defined for p ≤ 0.0125 (0.05/4). 
4 
.6. Comparison of the forward projection of the auditory ROIs 

In order to further ascertain the contribution of the different neu-

al generators to the scalp recorded FFR for the two frequencies, we

ompared the topography of the scalp recorded FFR in both frequen-

ies separately with the topography of the simulated activity from the

ifferent auditory ROIs. MEG topographies were obtained by transform-

ng the time domain averages for each frequency and each participant

eparately to the spectral domain using FFT applied to demeaned, zero-

added (1-Hz resolution) averages within the 30 to 210 ms time-period.

pectral amplitude responses for each sensor were computed by tak-

ng the signal at the f0 spectral peak and plotted in a scalp topog-

aphy, thus providing simulated sensor topographical distributions for

ach auditory generator source and frequency separately. Similarly, to

bserve the topography of activity from each paired auditory ROI in

he sensor space, we applied the MEG forward model to project the

ource magnitudes back to the sensor space and obtain simulated time-

omain reconstructions as if only the selected ROI was actively con-

ributing to the signal. The simulated time-domain recordings were aver-

ged across participants for each frequency separately and transformed

o the spectral domain using a Fast Fourier Transform (FFT) applied

o demeaned, zero-padded (1-Hz resolution) averages within the 30 to

10 ms time-period. Spectral amplitude responses for each sensor were

omputed by taking the signal at the f0 spectral peak and plotted for

ach sensor in a scalp topography, thus providing simulated sensor topo-

raphical distributions for each auditory generator source and frequency

eparately. 

To compare the topographies of the recorded FFR data to the simu-

ated topographies for the four auditory generators for each frequency,

e computed a topographical measure of global dissimilarity (Dissimi-

arity Index) ( Costa-Faidella et al., 2011 ; Murray et al., 2008 ). The Dis-

imilarity Index is an index of configuration differences independent of

heir strength, and provides a statistical means of determining whether

he brain networks activated by two conditions differ. The Dissimilarity

ndex equals the square root of the mean of the squared differences be-

ween the signals measured at each sensor, each of which is first scaled

o unitary strength by dividing by the instantaneous global field power

the root mean square across the average-referenced sensor values at a

iven instant in time). The Dissimilarity Index can range from 0 (topo-

raphic homogeneity) to 2 (topographic inversion). 

.7. Hemispheric asymmetries of the cortical FFR 

We tested for hemispheric differences in cortical FFR sources by per-

orming a two-tailed Wilcoxon signed-rank test on the difference be-

ween f0 amplitude during the FFR period (30 to 210 ms) in the right

ersus left AC ROIs for each individual and for each frequency condition,

sing the data from the mixed model reported previously. Subcortical

OIs were not tested as they are small areas that are too close together

or the model to be accurate enough to separate right and left activity. 

. Results 

The grand–average waveforms of FFRs recorded with EEG and MEG

nd elicited to both frequency conditions are depicted in Fig. 1 , together

ith the corresponding spectral decompositions. FFRs can be observed

oth in the time and spectral domains for both frequency conditions

nd using the two recording methods (EEG and MEG; Fig. 1 ). In the

ime domain, although the FFRs were visible for both frequency condi-

ions, the FFRs elicited to the low frequency condition had a much larger

mplitude compared to those elicited to the high frequency condition.

n addition, both MEG recordings had a noisier baseline compared to

he EEG ones, but yet it was similar across stimulus frequencies, indi-

ating that the observed noise in the MEG signals can be attributed to

he recording technique itself. In the frequency domain, both EEG and
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Fig. 1. Grand-averaged time and frequency domain representations of the EEG and MEG FFRs to low and high frequency conditions . Grand-averaged time 

course and spectral representations of the EEG and MEG recorded FFRs elicited to low (89 Hz; blue) and high (333 Hz; red) frequencies. Both EEG and MEG FFRs 

represented are a single-channel grand-average across participants ( n = 19). EEG data displayed was extracted from Cz electrode and MEG data was extracted from a 

single channel that was most correlated with the EEG channel per subject. Both EEG and MEG data were preprocessed as detailed in the methods subSection 2.4 . and 

grand-averaged across subjects to display the time-domain representation. To obtain the power spectral domain of the different time series, Fast Fourier Transform 

was applied to zero-padded (1-Hz resolution) averages, windowed with a 5-ms raised cosine ramp. FFRs are observable in the time domain and a clear peak is 

observed on the fundamental frequency of the stimulus frequency using both recording techniques for the two tested frequencies. f0 = Fundamental Frequency; 

H2 = Second Harmonic. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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EG showed clear peaks at the f0 of the stimulus for both frequency

onditions; smaller harmonic peaks (integer multiples of the f0) were

bservable for the low frequency condition only, and with very much

ttenuated amplitude in the MEG recordings. For the entire analysis

nd the results presented here, FFRs elicited to the two stimulus po-

arities were subtracted. Although this method might be controversial

hen analyzing neural responses to amplitude modulated and speech

timuli (Easwar et al., 2014), adding the FFRs to the two polarities

hen using pure tones will result in doubling the stimulus frequency

ue to the half-wave rectification of the signal at the cochlea, whilst the

ubtraction artificially reconstitutes the stimulus components present in

he response and maintains the frequency of the stimulus ( Aiken and

icton, 2008 ; Skoe and Kraus, 2010 ; Krizman and Kraus, 2019 ). For

he present study, single polarity and averaged polarities grand-average

aveforms of FFRs recorded with EEG and MEG and elicited to both

requency conditions are presented for illustration of these phenomena

n supplementary Figures 1 and 2 respectively. 
5 
.1. Region of interest analysis from distributed source modeling 

To disentangle the contributions of subcortical and cortical FFR

ources in both stimulus frequencies, we estimated the neural origin of

he FFR using a depth-weighted minimum-norm estimate (wMNE) mod-

ling and extracted the data from bilateral pairs of regions of interest

ROIs) distributed throughout the auditory hierarchy, as well as from

wo control regions located in the frontal and occipital poles, at maxi-

al distance from the areas of interest. We then compared the signal-

o-baseline ratio in each of the auditory ROIs to the signal-to-baseline

atio in the control areas for each frequency presented ( Fig. 2 ). 

When analyzing the overall auditory-to-control effects, the FFRs

howed a significant effect for Frequency (F(1,18) = 50.742, p < 0.001,
2 

partial = 0.738; Fig. 3 ). The overall auditory-to-control ratio was larger

n the low frequency condition (mean = 4.404 dB, SE = 0.472 dB) com-

ared to the high frequency condition (mean = 0.843 dB, SE = 0.407 dB),

hus indicating that stimulus frequency had a significant effect on the
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Fig. 2. ROI amplitude spectrogram during 

FFR and baseline for both frequency con- 

ditions. Amplitude spectrograms of the time 

course extracted from the different regions of 

interest defined for isolating the neural con- 

tributors of the FFR. (A) Subcortical auditory 

ROIs amplitude spectrogram and (B) Cortical 

auditory and control ROIs amplitude spectro- 

gram during the FFR (30–210 ms, bold lines) 

and the baseline ( − 40–0 ms, dashed lines) time 

periods for stimulation with low (left column 

panels; blue) and high (right column panels; 

red) frequency stimuli. The peaks in the fre- 

quency of interest for both FFR and baseline 

periods are marked with a black diamond. All 

the results are averaged across bilateral ROIs 

and across participants. CN, cochlear nucleus; 

IC, inferior colliculus; MGB, medial geniculate 

body of the thalamus; AC, auditory cortex; FP, 

frontal pole; OP, occipital pole. (For interpre- 

tation of the references to color in this figure 

legend, the reader is referred to the web ver- 

sion of this article.) 
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mplitude of the FFR. ROI effects were also statistically significant

F(3,54) = 16.872, p < 0.001, 𝜂2 
partial = 0.484; Fig. 3 ), as well as

he interaction between Frequency and ROI (F(3,54) = 36.045, p <

.001, 𝜂2 
partial = 0.667; Fig. 3 ), providing evidence that the four audi-

ory source generators not only contribute differently to the aggregate

FR response but also have different contribution depending on the fre-

uency of the eliciting stimulus. 

To specifically analyze the contribution of each auditory ROI to the

FR for each stimulus frequency separately, we compared the signal-

o-baseline ratio in each of the auditory ROIs to the signal-to-baseline
6 
atio in the control areas. For the low frequency condition, the analysis

ielded strong peaks at the f0 in all the subcortical auditory ROIs that

ere significantly larger than the residual signal observed in the control

egions (CN: Z = − 3.421, exact p < 0.001; IC: Z = − 3.743, exact p <

.001; MGB: Z = -3.783, exact p < 0.001; Fig. 3 ). A significant peak was

lso observed for the primary auditory cortex ROI (PAC: Z = − 3.823,

xact p < 0.001; Fig. 3 ), indicating that the neural activity at 89 Hz was

arger than the one in the control regions. When applying the windowed

FT analysis on the FFR period the same results were obtained, with

trong peaks at the f0 in all the subcortical and the cortical auditory ROIs
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Fig. 3. FFR Auditory-to-control ratio in the different auditory regions of 

interest for the two frequency conditions. FFR auditory-to-control ratio in 

each of the different auditory ROIs for the low (blue) and high (red) frequency 

stimuli. The auditory-to-control ratios depicted in the figure were computed 

in two steps. First, a signal-to-baseline ratio in each of the auditory and control 

ROIs was computed, where the signal corresponds to the fundamental frequency 

mean amplitude, extracted from a 5-Hz window during the FFR period (30 to 

210 ms from stimulus onset), and baseline corresponds to the fundamental fre- 

quency mean amplitude extracted from the baseline period ( − 40 to 0 ms from 

stimulus onset). In a second step, the signal-to-baseline ratio of the control re- 

gions was averaged to serve as ‘control’ in the final auditory-to-control ratio, 

where the ‘auditory’ was each of the signal-to-baseline ratios of the different 

auditory ROIs computed in the first step. Significant auditory-to-control ratios 

were observed in the four auditory ROIs for the low frequency stimulation, both 

in subcortical and cortical structures, indicating that all the structures in the au- 

ditory pathway under analysis indeed contribute to the aggregate FFR recorded 

at the scalp. On the other hand, in the high frequency condition, only the IC ROI 

contributed significantly to the recorded FFR. All the results are averaged across 

bilateral ROIs and across participants. Error bars represent ± 1 SEM. Statistically 

significant comparisons are marked with one ( p < 0.05) or two ( p < 0.001) aster- 

isks. (For interpretation of the references to color in this figure legend, the reader 

is referred to the web version of this article.) 
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ompared to the residual signal from the control regions (Supplementary

able 1). 

Regarding the results obtained for the high frequency condition, the

nalysis revealed that only the IC and the MGB ROIs significantly con-

ributed to the recorded FFR (IC: Z = − 2.736, exact p = 0.002; MGB:

 = − 2.294, exact p = 0.010; Fig. 3 ). The peak observed at the f0 in

he CN ROI showed a tendency towards significance compared to the

ontrol regions ( Z = − 1.569, exact p = 0.062; Fig. 3 ). Finally, the neural

ctivity recorded from the AC did not show any significant peak at the f0

ompared to control regions (AC: Z = − 0.805, exact p = 0.221; Fig. 3 ).

imilar results were observed when computing the FFT from the FFR

eriod with 40 ms sliding windows. Both IC and MGB ROIs significantly

ontributed to the recorded FFR, although only the MGB ROI statistical

ignificance survived correction for multiple comparisons (Supplemen-

ary Table 1). The neural activity recorded from the CN showed a ten-

ency towards significance, and the AC ROI did not show any significant

eak at f0 compared to the residual activity of the control regions. 

.2. Comparison of the forward projection of the auditory ROIs 

The sensor projected source distribution from the MEG recorded FFR,

s well as the sensor projected source distribution from each left-right

air of auditory system ROIs for each stimulus frequency, obtained by

pplying a forward projection through the MEG head model can be

bserved in Fig. 4 A. This analysis allows us to obtain simulated time-

omain reconstructions and topographies as if only the selected bilateral

uditory ROI was actively contributing to the recorded signal and com-
7 
are them to the actual sensor projected source distribution from the

ecorded signal. 

As illustrated in the Figure, the subcortical auditory ROIs (CN, IC

nd MGB) had a similar surface distribution in the low and high fre-

uency conditions. On the other hand, there was an evident rightwards

symmetry in the primary cortex auditory ROI simulation in the low

requency condition, as compared to a bilateral activation in the high

requency condition. The FFR topographies for the MEG recorded data

n both frequency conditions revealed a rightwards asymmetry on the

ow frequency condition, consistent with the asymmetry observed in the

imulated data from the primary auditory cortex ROI and with this ROI

eing main contributor to the recorded FFR response ( Fig. 3 ). This topo-

raphical distribution similarity between the recorded FFR topography

nd the AC ROI topography was confirmed by the Dissimilarity Index

nalysis ( Fig. 4 B), which revealed that the AC had a lower index (Dis-

imilarity Index = 0.3164) and, therefore was the one with a higher

imilarity with the recorded FFR topography. 

On the other hand, the MEG recording topography for the high fre-

uency condition revealed a bilateral activation, reflecting the bilateral

ctivation observed in the subcortical ROI simulation topographies and

he IC being the main contributor to the recorded FFR ( Fig. 3 ). This

opographical distribution similarity between the recorded FFR topog-

aphy and the IC ROI topography was confirmed by the Dissimilarity

ndex analysis ( Fig. 4 B), which revealed that the IC had a lower index

Dissimilarity Index = 0.3330) and, therefore was the one with a higher

imilarity with the recorded FFR topography. 

.3. Hemispheric asymmetries of the cortical FFR 

To test for the significance of the cortical hemispheric asymmetry ob-

erved in the data, we compared f0 amplitude in the right versus left AC

OIs for each frequency condition, using the data from the mixed model

escribed in Fig. 2 . In the low frequency condition, the right AC ROI

mplitude (mean = 1.230 pA/m, SE = 1.317 pA/m) was significantly

tronger than the left AC ROI amplitude (mean = 0.702 pA/m, SE = 0.52

A/m; Wilcoxon signed-rank test: Z = − 3.823, p < 0.001; Fig. 5 ), thus re-

ealing a rightward asymmetry on the low frequency condition in line

ith the previous results. 

On the other hand, in the high frequency condition there was no sta-

istically significant difference between the right (mean = 0.105 pA/m,

E = 0.056 pA/m) and left (mean = 0.102 pA/m, SE = 0.045 pA/m) AC

OIs f0 amplitude (Wilcoxon signed-rank test: Z = − 0.201, p = 0.841;

ig. 5 ), also in line with previously reported results showing that the FFR

licited to the high frequency stimulus had a bilateral topography (re-

ults subSection 3.2 ) and demonstrated that the AC does not contribute

ignificantly to the aggregate FFR response (results subSection 3.1 ). 

. Discussion 

The present study provides a compelling demonstration, using mag-

etoencephalography, that the FFR reflects the aggregate neural activity

n the different stations of the human auditory pathway whose relative

ontribution varies systematically across the different anatomical levels

nd in a stimulus (i.e., frequency) dependent manner. In particular, we

ave observed that whilst the neural contribution of subcortical sources

as present for both stimulation frequencies (i.e., low, 89 Hz, and high,

33 Hz), the cortical source was not significantly activated when the

liciting frequency was high. These results favor the multiple generator

ypothesis which states that the different nuclei of the human auditory

athway contribute differently to the scalp measured response, and that

he specific mixture of sources varies depending on the stimulus char-

cteristics, but they function jointly to provide an accurate processing

f periodic sounds ( Coffey et al., 2019 ; Gardi et al., 1979 ; Tichko and

koe, 2017 ). 

In particular, our results demonstrate that the neural contributions

o the encoding of low frequency sounds is not restricted to subcortical
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Fig. 4. Sensor-projected source distributions from the 

MEG recorded data and the different anatomical regions 

of interest for the two frequency conditions. (A) Sensor dis- 

tribution topographies from the MEG recorded data and simu- 

lated sensor distribution topographies from each left-right pair 

of auditory system ROIs for the low (89 Hz; Left column pan- 

els) and high (333 Hz; Right column panels) frequency stim- 

uli in a two-dimensional sensor space. The topographies are 

computed by applying the MEG forward model to project the 

MEG time-domain averages and the source magnitudes back 

to the sensor space for each paired auditory ROI separately. 

All topographies are averaged across participants ( n = 19). The 

color map is scaled to minimum and maximum signal strength 

for each ROI to visually depict the sensor distribution to each 

source. (B) Dissimilarity Index values of the comparison be- 

tween the sensor-projected topography of the MEG recorded 

data and each of the auditory regions of interest source dis- 

tribution topographies for the low and high frequency condi- 

tions. The dissimilarity index is a topographical measure of 

global dissimilarity that can range from 0 (topographic homo- 

geneity) to 2 (topographic inversion). CN, cochlear nucleus; 

IC, inferior colliculus; MGB, medial geniculate body of the 

thalamus; AC, auditory cortex. (For interpretation of the ref- 

erences to color in this figure legend, the reader is referred to 

the web version of this article.) 
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uclei as the FFR recorded in the scalp represent an integrated response

f different neuronal aggregates throughout the entire auditory hierar-

hy, including subcortical nuclei and cortical areas. By using distributed

ource modeling, which allowed us to model and estimate the neural ac-

ivity of a large number of dipoles based on spatial priors, we showed

hat the signal-to-noise ratio attributed to the different subcortical and

ortical auditory regions was greater than the neural activity from the

ontrol regions, located in the frontal and occipital poles. On the other

and, the neural generators of the FFR elicited to high frequency sounds

ere restricted to subcortical stations only, as the signal-to-noise ratio

ttributed to cortical auditory regions did not differ from the signal in

ontrol regions, thus indicating that no significant cortical contribution

as present. These results provide evidence that high frequency sounds-

licited FFRs represent only subcortical activity and, therefore, support

he view that the FFR can still be considered, when elicited to sounds of

igh frequencies, as a window into human subcortical auditory function.

Our findings highlight two of the main axioms recently proposed for

he auditory system ( Coffey et al., 2019 ). First, that the central audi-

ory system is a network of structures that are deeply interconnected

 Kraus and White-Schwoch, 2015 ), so that the same auditory struc-

ures can engage different neural activation patterns depending on the

ound’s properties ( Krizman and Kraus, 2019 ; Tichko and Skoe, 2017 )

nd context ( Carbajal and Malmierca, 2018 ; Gorina-Careta et al., 2016 ;

higa et al., 2015 ; Skoe et al., 2014 ; Slabu et al., 2012 ). Second, that

hase-locking, the phenomenon by which neurons fire at a particular

hase within the stimulus cycle and, therefore, synchronize their activ-

ty to the incoming stimulus periodic features, is a common functional

roperty throughout the human auditory system. Despite being a com-

on functional property, the phase-locking capabilities of the neuronal

ggregates along the different stations of the auditory hierarchy are not

dentical as it has been demonstrated that the upper limit of temporal
8 
recision in phase-locked firing reduces as ascending through the audi-

ory neuraxis ( Batra et al., 1989 ; Joris et al., 2004 ; Langner, 1992 ). In

ther words, our results highlight the fact that both cortical and sub-

ortical structures of the auditory hierarchy are potential generators of

he FFR but that the final FFR source configuration to a given stimulus

aries with stimulus frequency. 

The importance of stimulus frequency for the FFR source config-

ration is not a novel concept. Previous studies focused on the neu-

al contributors to the FFRs elicited to low stimulus frequencies, and

ocumented that despite the evidence from seminal studies support-

ng a subcortical origin of the FFR ( Gardi et al., 1979 ; Langner and

chreiner, 1988 ; Marsh et al., 1970 ; Smith et al., 1975 ; Sohmer et al.,

977 ; Weinberger et al., 1970 ), cortical areas also contribute to the

FR source configuration ( Bidelman, 2018 , 2015 ; Bidelman and Mom-

az, 2020 ; Coffey et al., 2016 ). In particular, Coffey et al. (2016) re-

orted, using MEG, that for low frequency sounds with a fundamental

requency close to 100 Hz, the AC accounted for the highest relative

ercentage of signal, followed by contributions from the CN, MGB and

C. On the other hand, Bidelman (2018) analyzed the neural sources of

he FFR using EEG and revealed important frequency-specific nuances

o Coffey et al. (2016) MEG source interpretation. Specifically, he de-

cribed that on the low frequency range there was a statistically reliable

ontribution during the FFR of the auditory nerve, the brainstem and

he right AC, agreeing with the MEG study in regards of a putative cor-

ical contribution to the FFR at low frequencies but differing on the

ominance of the contributors. Additionally, when analyzing the higher

pectral harmonic frequencies in his stimulus, the author observed that

n contrast with the low frequency, the primary AC showed no reliable

ontribution to the FFR, whereas the auditory nerve and the brainstem

enerators remained robust. In contrast with Coffey et al. (2016) MEG

tudy, Bidelman (2018) reported that the FFR is dominated by subcor-
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Fig. 5. Hemispheric asymmetry of the cortical FFR for the two frequency 

conditions. Fundamental frequency amplitude during the FFR period (30 to 

310 ms) in the left and right auditory cortex regions of interest for the low 

(blue) and high (red) frequency stimuli. The fundamental frequency amplitude 

is extracted from the ROI amplitude spectrograms computed using the mixed 

surface-volume model in Fig. 2 . A significant right-wards asymmetry is observed 

for the low frequency condition, where there was observed a significant cortical 

contribution to the recorded FFR. On the other hand, in the high frequency 

condition, no difference is observed between the left and right auditory cortices 

contribution. The results are averaged across participants ( n = 19). Error bars 

represent ± 1 SEM. Statistically significant comparisons are marked with two 

( p < 0.001) asterisks. (For interpretation of the references to color in this figure 

legend, the reader is referred to the web version of this article.) 
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ical generators and attributed the cortical dominance observed on the

EG study to the natural sensitivity of the MEG recording technique

o superficial brain areas. However, all these results cannot be inter-

reted as indicating a cut-off limit of phase-locking in the cortex and a

requency limit for a cortical contribution to the recorded FFR. Indeed,

hese previous results are based on the comparison between the neural

enerators contributing to the encoding of the fundamental frequency

r to higher spectral harmonic frequencies and the two measures do not

ecessarily reflect the same features of speech, besides they show behav-

oral dissociation ( Aiken and Picton, 2008 ; Kraus and Nicol, 2005 ) and,

herefore, one should be cautious in assuming that both sound features

ave the same neural sources. 

Further studies also proved that the FFR at any given frequency can

eflect the activity from multiple generators which phase-lock to the in-

oming stimulus at different latencies ( Holmes et al., 2018 ; Tichko and

koe, 2017 ). Indeed, a computational model supported the idea that

hilst both subcortical and cortical generators are activated by low fre-

uency tones, the cortex becomes less sensitive to frequencies higher

han 100 Hz ( Tichko and Skoe, 2017 ). This modulation of the FFR source

onfiguration depending on the stimulus frequency is also present when

he stimulus frequency is theoretically high enough to reflect neural ac-

ivity generated exclusively from subcortical structures, both for the fun-

amental frequency and for higher harmonics of the FFR ( Zhang and

ong, 2019 ). 

In the present study we compared the FFR of two pure tones of

ifferent frequencies so that we are able to observe how the neural

enerators of the FFR are modulated by the intrinsic fundamental fre-

uency of the stimulus, thus avoiding the limitations of previous studies

 Bidelman, 2018 ; Bidelman and Momtaz, 2020 ). Our results favor the

mportance of frequency for the FFR source configuration to a given

timulus and provide evidence to converge the differential observations

egarding the relative contributions of the different auditory neural gen-
9 
rators to the FFR obtained with MEG ( Coffey et al., 2016 ) and EEG

ecordings ( Bidelman, 2018 ; Bidelman and Momtaz, 2020 ; Zhang and

ong, 2019 ). Specifically, and in agreement with previous results, we

bserved a primary cortical contribution to the FFRs elicited to the

ow frequency stimulation, together with a contribution of the MGB,

C and CN. Regarding the contributors to the high frequency FFRs, our

esults demonstrate a primary contribution of the IC and the MGB and,

espite the bias of the MEG to superficial brain areas ( Baillet, 2017 ;

a Silva, 2010 ), no cortical contribution was observed. Although this

ierarchy of contributions to the FFR could be attributed to the natural

ias of MEG towards superficial brain generators and the relative con-

ributions of the different auditory areas to the scalp-recorded FFR be

eighted differently, it is important to highlight that our results repli-

ate and extend the existing literature and demonstrate that whilst there

s indeed a cortical contribution to the low frequency recorded FFR, no

ortical contribution is observed as we increase the frequency of the pre-

ented stimulus and only the subcortical auditory stations contribute to

he scalp-recorded FFR, with a primary contribution coming from the

C and the MGB. 

It should be noted however, that MEG and EEG techniques have dif-

erent sensitivities to the underlying sources and therefore, it should not

e assumed that the reported relative weighting of the different neural

enerators that contribute to the FFR is equal with both recording tech-

iques. This difference can be observed on the topographies of the EEG

nd MEG recorded FFRs for the two used frequencies in this study. As

epicted in the results, the EEG topographies show a main activation

f the central regions of the head, whilst on the MEG recorded ones

here is an activation on the primary auditory cortices, thus demon-

trating the natural sensitivity of the MEG to superficial brain areas but

lso the more accurate source localization sensitivity of it due to the

ack of spread through the head of the magnetic signals ( Baillet, 2017 ;

a Silva, 2010 ). Nevertheless, and despite the sensitivities of the differ-

nt techniques, the different underlying neural generators of the FFR

epending on the frequency is also reflected in the overall power differ-

nce between the low and the high frequency recorded FFRs in both the

EG and EEG recordings. In particular, the low frequency FFRs have an

nhanced amplitude compared to the high frequency FFRs, difference

hat can be attributed to the fact that for the low frequency condition

he FFR source configuration has a cortical component which is closer

o the scalp and, therefore, both recording techniques are more sensitive

o the aggregate generated signal. 

In addition to the difference in amplitude between low and high

requency conditions, the MEG topographies obtained for the low fre-

uency showed an asymmetry towards the right auditory cortex. This

symmetry is also depicted on the forward projections of each bilateral

air of ROIs ( Fig. 4 ), which represent how the information modelled as

riginating in the different auditory ROIs would be distributed over sen-

ors taking into account the orientation of the sources. The topographic

istribution of the forward projections was very similar for the signifi-

ant subcortical ROIs contributing to the FFR source configuration for

ach frequency condition. Additionally, an evident asymmetry was ob-

erved on the AC ROI of the low frequency condition. This rightwards

symmetry replicates previous findings ( Coffey et al., 2017 , 2016 ) and

ould serve to support the observed relationship of FFR with behavior

 Bianchi et al., 2017 ; Coffey et al., 2016 ; Zhang and Gong, 2019 ) and its

odulation with attention ( Hartmann and Weisz, 2019 ; Holmes et al.,

018 ). Interestingly, this asymmetry observed on the MEG topographies

or the low frequency but not for the high frequency condition comple-

ent the findings of a recent study that took a more direct approach

o disentangle the underlying generators of the FFR by, instead of re-

onstructing the sources from the scalp recorded signal, recording the

FR before and after a transient inactivation of the right primary AC

y means of the repetitive transcranial magnetic stimulation (rTMS)-

atterned protocol known as the continuous theta burst stimulation

cTBS) ( López-Caballero et al., 2020 ). In their study, stimuli of two dif-

erent frequencies were also used (113 and 317 Hz), while no effects of
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TBS were observed in either FFR or cortical potentials, which lead the

uthors to argue that the inactivation of an auditory sensory area with

his protocol was ineffective or maybe compensated by the left auditory

ortex after the transient inactivation of the right one. Our results com-

lement their findings by showing that, for the low frequency condition,

he inactivation of the right auditory cortex was pointing on the right

irection, but despite the right asymmetry, a contribution from the left

uditory cortex was still observable ( Fig. 5 ), which could compensate

or the inactivation of the right one. Regarding their results for the high

requency condition, we showed that no cortical contribution could be

bserved when the FFR was elicited to high frequency stimuli, which

ould have been the reason why their inactivation of the primary audi-

ory cortex had no effect on the scalp-recorded FFR. 

A limitation of the present study is that, when applying a sliding

indow analysis on the FFT to compensate for the different length of

he baseline and FFR periods, the contribution of the IC to the high fre-

uency FFRs did not survive correction for multiple comparisons. This

esult does not invalidate the main contribution of the present study,

s the subcortical contribution to the high frequency stimuli was con-

rmed by the contribution of the MGB to the scalp recorded FFR, which

id survive the correction for multiple comparisons, as by the contri-

ution of the IC, which was also significant per se. Taking into account

hat the MEG signal recorded on the high frequency condition had a re-

uced amplitude in comparison with the low frequency condition (see

orresponding spectra in Fig. 1 ), by computing the FFT with a shorter

ime window the amount of signal is hence reduced, resulting in a lack

f statistical power. In comparison, the analysis with a longer FFT win-

ow on the FFR period provides enough points of data for the results to

urvive the multiple comparisons correction. This is an important aspect

o consider in future FFR studies, so that the recorded baseline period

s long enough to allow applying a time window of similar length as for

FR period, so that enough data is available for reaching appropriate

tatistical power. 

Summing up, our results confirm and extend the previous litera-

ure and demonstrate that whilst for sounds with a fundamental fre-

uency circa 100 Hz, at the limit of phase-locking capabilities of corti-

al neurons, there is an evident contribution from the auditory cortex to

he FFR source configuration, FFRs for high frequency sounds originate

rom subcortical auditory stations with no cortical contribution at all.

herefore, not only FFR source configurations are variable depending on

he frequency but also the engagement of some of the expected neural

ontributors (i.e., the engagement of the auditory cortex) is frequency-

ependent. 

We extend previous studies by demonstrating that not only the en-

oding of higher spectral harmonics of a low frequency sound have only

ubcortical neural contributors but also the encoding of sounds with

igh frequency f0. This leads us to hypothesize that it could be possible

hat despite the fact that the fundamental frequency and the formants

how a behavioral dissociation, they both rely on the subcortical en-

oding of the incoming sounds as an anchor for further processing. This

ypothesis would apply also to previous results reporting that subcor-

ical synchrony is necessary to generate a scalp-recorded FFR ( White-

chwoch et al., 2019 ) and training-dependent changes in pitch process-

ng arise a subcortical level ( Bianchi et al., 2017 ), together with evi-

ence that subcortical auditory synchrony deficits may constitute a pre-

eading risk factor in the emergence of dyslexia ( De Vos et al., 2020 ). 

The hypothesized subcortical anchoring, together with what we ob-

erved in the present study, take us to hypothesize that subcortical syn-

hrony is key for sound encoding and provides the basis for further sen-

ory sound processing that takes place along the entire auditory hier-

rchy. In this synchrony in the subcortical auditory nuclei provides an

nchor to the voice of the speaker in an everyday situation and deficits

n the synchronization could produce consequences on basic sound pro-

essing, language acquisition or language and auditory disorders. 
10 
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