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Abstract

This thesis investigates the interplay between weighted bounded mean oscillation (BMO),

Riemann–Liouville type operators applied to càdlàg processes, real interpolation, gradient type

estimates for functionals on the Lévy–Itô space, and approximation for stochastic integrals with

jumps.

There are two main parts included in this thesis. The first part discusses the connections be-

tween the approximation problem inL2 or in weighted BMO, Riemann–Liouville type operators,

and the real interpolation theory in a general framework (Chapter 3).

The second part provides various applications of results in the first part to several models:

diffusions in the Brownian setting (Section 3.5) and certain jump models (Chapter 4) for which

the (exponential) Lévy settings are typical examples (Chapter 6 and Chapter 7). Especially, for

the models with jumps we propose a new approximation scheme based on an adjustment of the

Riemann approximation of stochastic integrals so that one can effectively exploit the features of

weighted BMO.

In our context, making a bridge from the first to the second part requires gradient type es-

timates for a semigroup acting on Hölder functions in both the Brownian setting (Section 3.5)

and the (exponential) Lévy setting (Chapter 5). In the latter case, we consider a kind of gradient

processes appearing naturally from the Malliavin derivative of functionals of the Lévy process,

and we show how the gradient behaves in time depending on the “direction” one tests.
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Tiivistelmä

Painotettu rajoitettu keskiheilahtelu, Riemann–Liouville-tyyppiset operaattorit ja
stokastisten integraalien approksimointi malleissa, joissa on hyppyjä

Väitöskirjassa yhdistyvät painotettu rajoitettu keskiheilahtelu, càdlàg-prosesseihin sovelletut

Riemann–Liouville-tyyppiset operaattorit, reaalinen interpolointi, Lévy–Itô-avaruuden funktio-

naalien gradienttityyppiset estimaatit sekä hyppyprosesseihin perustuvien stokastisten integraalien

approksimointi. Tutkimuksen kohteena on näiden keskinäinen vuorovaikutus.

Väitöskirjassa on kaksi keskeistä osaa. Ensimmäinen osa käsittelee yhteyksiä L2-mielessä

tai painotetun rajoitetun keskiheilahtelun mielessä approksimoinnin, Riemann–Liouville tyyp-

pisten operaattoreiden ja yleisen viitekehyksen reaalisen interpoloinnin välillä (Luku 3).

Toinen osa käsittää erilaisia sovelluksia ensimmäisen osan tuloksille useissa malleissa: Brow-

nin liikkeeseen perustuvat diffuusiot (Luku 3.5) ja tietyt hyppyprosessit (Luku 4), joista (eks-

ponentiaaliset) Lévy-prosessit ovat tyypillisiä esimerkkejä (Luvut 6 ja 7). Erityisesti hyppyjä

sisältäville malleille esitämme uuden approksimointiskeeman, joka perustuu stokastisten inte-

graalien Riemann-approksimointiin siten, että painotetun rajoitetun keskiheilahtelun piirteitä voi

hyödyntää tehokkaasti.

Tässä kontekstissa ensimmäisen ja toisen osan yhdistäminen vaatii gradienttityyppisiä es-

timaatteja eräälle puoliryhmälle Hölder-funktioilla sekä Brownisessa tapauksessa (Luku 3.5)

että (eksponentiaalisen) Lévy-prosessin tapauksessa (Luku 5). Jälkimmäisessä käytämme Lévy-

prosessin funktionaalin Malliavin-derivaatasta luonnollisesti muodostuvaa gradienttiprosessin

kaltaista prosessia, ja näytämme miten gradientti muuttuu ajan suhteen riippuen testattavaksi

valitusta “suunnasta”.
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CHAPTER 1

Introduction

Assume a stochastic basis .�;F ;P; .Ft /t2Œ0;T �/ with finite time horizon T > 0. There are

various applications in which stochastic processes ' D .'t /t2Œ0;T / appear that have a singularity

when t " T , for example in Lp for some p 2 Œ1;1�. Examples are gradient processes obtained

from (semi-linear) parabolic backward PDEs within the Feynman–Kac theory, where these pro-

cesses appear as integrands in stochastic integral representations (see Section 3.5) or in backward

stochastic differential equations as gradient processes. The same type of processes appear also as

gradient processes originating from convolution semi-groups based on Lévy processes and that

are used, for example, in Galtchouk–Kunita–Watanabe projections (see Chapters 5 and 6).

If one analyses these examples, then one realizes the following:

� Self-similarity: There is a Markovian structure behind that generates a self-similarity in the

sense that, given a 2 .0;T / and B 2 Fa of positive measure, then .'t /t2Œa;T / restricted to

B has similar properties as .'t /t2Œ0;T /. If one is interested in good distributional estimates

of .'t /t2Œ0;T / or functionals of it, then it is useful to consider the BMO-setting: the partic-

ular feature of BMO-estimates is that one uses conditional L2-estimates, where one might

exploit conditional orthogonality, in order to deduce Lp-estimates for p > 2 or exponential

estimates by John–Nirenberg type theorems.

� Polynomial blow-up: In the problems mentioned above the size of the singularity of ' (or,

again, a functional of it) increases polynomially in time with a rate .T � t /�˛ for some

˛ > 0. In particular, this often occurs in the presence of Hölder functionals as terminal

conditions in backward problems.

The above observations lead to an interplay between Riemann–Liouville (type) operators,

BMO, and the real interpolation method. These components interact as follows: We realized

that the Riemann–Liouville operators allow for a transformation of a stochastic process with

a certain singularity when t " T into a stochastic process without this singularity (but without

loosing any information about the process one is starting from). In particular, this is of interest

for martingales. By the obtained formulas this opens a link to real interpolation theory, which

has a natural explanation as we interpolate with a two-parametric scale between, for example,

martingales without singularity and martingales with a singularity. As a consequence of the

self-similarity of the singular process one is starting from, it is natural to think that the Riemann–

Liouville operator turns this process into a BMO-process by removing the singularity but keeping

the self-similarity. Therefore, we consider the stochastic processes transformed by the Riemann–

Liouville type operator in the BMO-setting. One starting point to investigate the connections

between Riemann–Liouville operators, BMO, and real interpolation is an approximation problem

for stochastic integrals, so that we will deal with four objects that interact with each other.

In the second part of the thesis, we give applications of the first part to the discrete-time

approximation problem for stochastic integrals in both Brownian setting and models with jumps.

Besides its own mathematical interest and its application to numerical methods, the approxima-

tion of a stochastic integral has a direct motivation in mathematical finance. Let us start with

1



2 1. INTRODUCTION

the well-known Black–Scholes model. Assume that the discounted price process of a risky asset

is modelled by the geometric Brownian motion St D eWt � t
2 , where W D .Wt /t2Œ0;T � is a stan-

dard Brownian motion defined on a complete filtered probability space .�;F ;P; .Ft /t2Œ0;T �/.
Here, T > 0 is a fixed finite time horizon and the filtration .Ft /t2Œ0;T � is assumed to satisfy the

usual conditions (right continuity and completeness). For a Borel function gW.0;1/ ! R with

g.ST / 2 L2.P/, one has the representation

g.ST /D Eg.ST /C
� T

0

@yG.t;St /dSt ; (1.1)

whereG.t;y/ WDEg.yST�t / is the option price function and .@yG.t;St //t2Œ0;T / is the so-called

delta-hedging strategy of the payoff g.ST /. In mathematical finance, the stochastic integral in

(1.1) can be interpreted as the theoretical hedging portfolio which is readjusted continuously in

time. However, in practice this task is impossible because one can only rebalance the hedging

portfolio finitely many times. This fact leads to a substitution of the stochastic integral by a

discretised version which causes the discretisation error.

Let us recall some known results regarding the error caused from the Riemann approximation

of the stochastic integral. For a deterministic time-net � D .ti /
n
iD0, 0D t0 < t1 � � � < tn D T , we

define the error process E.gI�/D .Et .gI�//t2Œ0;T � by

Et .gI�/ WD
� t

0

@yG.u;Su/dSu�
nX
iD1

@yG.ti�1;Sti�1
/.Sti ^t �Sti�1^t /: (1.2)

For � 2 .0;1�, we define the adapted time-nets ��n D .t�i;n/
n
iD0 by setting

t�i;n WD T .1� �
p
1� i=n/:

Then we have the following statements (among others), where � 2 .0;1� and p 2 Œ2;1/:

Table 1.1:

approximation rate equivalent condition

(a) supn�1
p
n
��ET .gI�1n/

��
L2.P/

<1 g.ST / 2 D1;2

(b) supn�1
p
nkET .gI��n /kLp.P/ <1 E

ˇ̌� T
0 .T � t /1�� ˇ̌@tG.t;St /ˇ̌2dt

ˇ̌p
2 <1

(c) supn�1
p
nkE.gI�1n/kBMOS

2 .Œ0;T �/
<1 g is (equivalent to) a Lipschitz function

The case (a) was considered by C. Geiss and S. Geiss in [21] where D1;2 is the Malliavin–

Sobolev space of differentiable random variables in the Malliavin sense. Several results in the

L2-setting were also obtained by Zhang [62], Gobet and Temam [31]. The case (c) was exam-

ined by S. Geiss [25] where the space BMOS2 .Œ0;T �/ is given in Section 2.2. The case (b) was

studied by S. Geiss and Toivola [27] where the parameter � stands for the fractional smoothness

in the sense of fractional order Malliavin–Sobolev spaces obtained by real interpolation. The

non-uniform time-nets ��n allow to achieve the optimal rate 1p
n

by compensating the lack of

smoothness when g.ST / 62 D1;2.



1. INTRODUCTION 3

One can visualize the cases (a), (b), and (c) as follows, where the known parts are in green

and the unknown parts are in red:

1
1

1
2

1
p

0

�

1

.�;p/ 2 .0;1�	 Œ2;1/

case (b)

Case (c): g Lipschitz Case (a): g.ST / 2 D1;2

The case .�;p/ 2 .0;1/	 f1g was open. Here, in the limiting case p D 1 we choose the

(weighted) BMO spaces rather than the L1 spaces because it is in a line with scenarios in real

analysis. Namely, we are going to investigate the case .�;1/ where the parameter � 2 .0;1/
describes the fractional smoothness and 1 means the (weighted) BMO spaces.

For the error process given in (1.2), using conditional Itô’s isometry yields that for any a 2
Œ0;T /, a.s.,

EFa

�jET .gI�/�Ea.gI�/j2�
D EFa

"� T

a

ˇ̌̌̌
@yG.u;Su/�

nX
iD1

@yG.ti�1;Sti�1
/�.ti�1;ti �.u/

ˇ̌̌̌2
S2udu

#
: (1.3)

The quantity on the left-hand side of (1.3) appears in the definition of weighted BMO-norms of

E.gI�/ (see Section 2.2), and the equality (1.3) suggests that one can reduce the original proba-

bilistic problem to a “more deterministic” setting where the corresponding quadratic variation is

employed. Therefore, in Chapter 3 we focus on investigating the approximation problem for the

quadratic variation of the original error process.

This thesis contains original works of three preprints [29, 60, 61], where the author of this

thesis has actively taken part in the research of the joint preprint [29]. Chapter 3 is written based

on [29], Chapter 5 is based on [29, 60], Chapters 4 and 6 are based on [60], Chapter 7 is based

on [61].



CHAPTER 2

Preliminaries

This section provides notations and summarizes some facts about weighted BMO spaces,

Riemann–Liouville type operators, interpolation spaces, and time-nets.

2.1. Notations

General notations and conventions. Denote RC WD .0;1/ and R0 WD Rnf0g. For a;b 2 R, we

set a_b WD maxfa;bg and a^b WD minfa;bg. In particular, aC WD a_0, a� WD .�a/_0. For

A;B � 0 and c � 1, the notation A�c B stands for 1
c
A�B � cA. The corresponding one-sided

inequalities are abbreviated by A�c B and A�c B .

The sign function is defined by setting sign.x/ WD 1 for x � 0 and sign.x/ WD �1 for x < 0.

For a probability space .�;F ;P/ and a measurable mapX W�! Rd , where Rd is equipped

with the Borel � -algebraB.Rd /, the law ofX is denoted by PX . IfX is integrable (non-negative),

then the (generalized) conditional expectation of X given a sub-� -algebra G 
 F is denoted by

EGŒX�. We also agree on the notation Lp.P/ WD Lp.�;F ;P/.
We set 00 WD 1 and inf; WD 1.

Notations about measures.
– The Lebesgue measure on the Borel � -algebra B.R/ is denoted by �.

– Given a finite signed measure � on B.R/, we denote by j�j WD �C C�� its variation , where

�C and �� are the positive and negative variations of � respectively (see, e.g., [50]). The total
variation of � is denoted by k�kTV WD j�j.R/.

– For two measures � and � on a measurable space .�;F/, we write � � � if � is absolutely

continuous with respect to �.

– For a set A 2 F with �.A/ 2 .0;1/, we let �A be the normalized restriction of � to the trace

� -algebra F jA.

Let � be a measure on B.Rd /, then the support of � is the closed set defined by

supp.�/ WD fx 2 Rd W �.U".x// > 0 for all " > 0g;
where U".x/ is the open Euclidean ball centered at x with radius " > 0.

Given a random variableX W�!Rd , we let supp.X/ WD supp.PX /. One knows that P.fX 2
supp.X/g/D 1, and that for independent random variablesX W�!Rm and Y W�!Rn it holds

supp..X;Y //D supp.X/	 supp.Y /.

Notations about stochastic processes. Let T >0 be a fixed finite time horizon, and let .�;F ;P/
be a complete probability space equipped with a right continuous filtration F D .Ft /t2Œ0;T �.
Assume thatF0 is generated by P-null sets only. The conditions imposed on F allow us to assume

that every martingale adapted to this filtration is càdlàg (right continuous with left limits). We

use the following notations and conventions where

I D Œ0;T � or I D Œ0;T /:

5



6 2. PRELIMINARIES

– For processes X D .Xt /t2I and Y D .Yt /t2I, we write X D Y to indicate that Xt D Yt for

all t 2 I a.s., and similarly when the relation “=” is replaced by some other standard relations

such as “�”, “�”, etc.

– For a càdlàg processX D .Xt /t2I, the processX� D .Xt�/t2I is defined by settingX0� WDX0
and Xt� WD lim0<s"t Xs for t 2 Inf0g. We set �X WDX �X�.

– CL.I/ denotes the family of all càdlàg on I and F-adapted processes.

– CL0.I/ (resp. CLC.I/) consists of all X 2 CL.I/ with X0 D 0 a.s. (resp. X � 0).

– P is the predictable � -algebra1 on �	 Œ0;T � and eP WD P˝B.R/.
We recall some notions regarding semimartingales on the finite time interval Œ0;T �.

– A process M 2 CL.Œ0;T �/ is called a local (resp. locally square integrable) martingale if

there is a sequence of non-decreasing stopping times .
n/n�1 taking values in Œ0;T � such that

P.
n < T / ! 0 as n ! 1 and the stopped process M �n D .Mt^�n
/t2Œ0;T � is a martingale

(resp. square integrable martingale) for all n � 1. Let M0
2.P/ be the space of all square

integrable P-martingales M D .Mt /t2Œ0;T � with M0 D 0 a.s.

– A process S 2 CL.Œ0;T �/ is called a semimartingale if S can be written as a sum of a local

martingale and a process of finite variation a.s. The quadratic covariation of two semimartin-

gales S and R is denoted by ŒS;R�. The predictable Q-compensator of ŒS;R�, if it exists, is

denoted by hS;RiQ, where Q is a probability measure. We will omit the reference measure if

there is no risk of confusion.

– Let M , N be locally square integrable martingales under a probability measure Q. Then M

and N are said to be Q-orthogonal if ŒM;N � is a local martingale under Q, or equivalently,

hM;N iQ D 0.

2.2. Weighted bounded mean oscillation (BMO) spaces

For t > 0, we denote by St the collection of all stopping times 
W�! Œ0; t �. Let

I D Œ0;T / or I D Œ0;T �:

Definition 2.2.1 ([25, 29], Weighted BMO and weight regularity). Let p 2 .0;1/. For Y 2
CL0.I/ and ˆ 2 CLC.I/, we define

kY kBMOˆ
p .I/

WD inf
˚
c � 0 W EF�

�jYt �Y��jp�� cpˆp� a.s. 8
 2 St ;8t 2 I
�
;

kY kbmoˆ
p .I/

WD inf
˚
c � 0 W EF�

�jYt �Y�jp
�
� cpˆp� a.s. 8
 2 St ;8t 2 I

�
;

kˆkSMp.I/ WD inf
˚
c � 1 W EF�

�
sup��t2Iˆ

p
t

�
� cpˆp� a.s. 8 stopping times 
W�! I

�
:

If kY k‚ < 1 (resp. kˆkSMp.I/ < 1), then we write Y 2 ‚ for ‚ 2 fBMOˆp .I/;bmoˆp .I/g
(resp. ˆ 2 SMp.I/). In the non-weighted case, i.e. ˆ � 1, we drop ˆ and simply use the

notation BMOp.I/ and bmop.I/.

The theory of classical non-weighted BMO- and bmo-martingales can be found in Del-

lacherie and Meyer [16, Ch.VII] or Protter [47, Ch.IV], and they were used later in different

contexts (see, e.g., Choulli, Krawczyk and Stricker [11], Delbaen et al. [15]).

1P is the � -algebra generated by fA	f0g W A 2 F0g[fA	 .s; t � W 0� s < t � T;A 2 Fsg.



2.2. WEIGHTED BOUNDED MEAN OSCILLATION (BMO) SPACES 7

It is clear from the definition that if Y 2 CL0.I/ has continuous paths, then kY kbmoˆ
p .I/

D
kY kBMOˆ

p .I/
: When Y has jumps, then the relation between weighted BMO and weighted bmo

is as follows (the proof is provided in [29, Propositions A.5]).

Proposition 2.2.2. For ˆ 2 CLC.I/, Y 2 CL0.I/,

j�Y jˆ;I WD inffc > 0 W j�Yt j � cˆt for all t 2 I a.s.g;
and for p 2 .0;1/ the following assertions are true:

(1) kY kBMOˆ
p .I/

� 2.
1
p

�1/C�kY kbmoˆ
p .I/

Cj�Y jˆ;I
�
.

(2) If Ejsups2Œ0;t�ˆsjp <1 for all t 2 I, then

kY kbmoˆ
p .I/

� kY kBMOˆ
p .I/

and j�Y jˆ;I � 2
1
p

_1kY kBMOˆ
p .I/

:

As verified in [29, Propositions A.4 and A.1], the definitions of weighted bmo and SMp can

be simplified by using deterministic times instead of stopping times, which means

kˆkSMp.I/ D inffc � 1 W EFa

�
supa�t2Iˆ

p
t

�
� cpˆpa a.s. for all a 2 Ig;

kY kbmoˆ
p .I/

D inffc � 0 W EFa

�jYt �Yajp�� cpˆpa a.s. for all a 2 Œ0; t � and t 2 Ig: (2.2.1)

Definition 2.2.3 ([25], Reverse Hölder inequality ). Let Q be a probability measure equivalent

to P so that U WD dQ=dP> 0. Then Q 2RHs.P/ for some s 2 .1;1/ if U 2 Ls.P/ and if there

is a constant c > 0 such that U satisfies the following reverse Hölder inequality

s

q
EF�

ŒU s�� cEF�
ŒU � a.s., 8
 2 ST ;

where the conditional expectation EF�
is computed under P.

We summarize from [29, Proposition A.6] and [60, Proposition 2.5] some features of weighted

BMO which play a key role in our applications. Notice that these results are not valid in general

for weighted bmo.

Proposition 2.2.4 (Features of weighted BMO). Let p 2 .0;1/.
(1) .Lp-estimate/ For r 2 .0;1/, there exists a constant c1 D c1.p;r/ > 0 such that

ksupt2I jYt jkLp.P/ � c1ksupt2IˆtkLp.P/kY kBMOˆ
r .I/

:

(2) .Equivalent weighted BMO-norms/ If ˆ 2 SMp.I/, then for any r 2 .0;p� there is a
constant c2 D c2.r;p;kˆkSMp.I// > 0 such that k � kBMOˆ

p .I/
�c2

k � kBMOˆ
r .I/

.

(3) .Change of measure/ Let I D Œ0;T �. If Q 2 RHs.P/ for some s 2 .1;1/ and ˆ 2
SMp.Q/, then there is a constant c3 D c.s;p;kˆkSMp.Q// > 0 such that

k � kBMOˆ
p .Q/

� c3k � kBMOˆ
p .P/

:

Here, BMOˆp .Q/ and SMp.Q/ mean the BMOˆp - and the SMp-condition formulated
under Q respectively.

The benefit of Proposition 2.2.4(2) is as follows: If p 2 Œ2;1/ (this is usually the case in

applications), then one can choose r D 2 so that k � kBMOˆ
p .I/

�c2
k � kBMOˆ

2 .I/
, and then we can

still exploit some similar techniques as in theL2-theory to deal with k�kBMOˆ
2 .I/

. Combining this

observation with item (1) yields the following estimate provided that ˆ 2 SMp.I/, p 2 Œ2;1/:

ksupt2I jYt jkLp.P/ � c1c2ksupt2IˆtkLp.P/kY kBMOˆ
2 .I/

:
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Item (3) gives a change of the underlying measure which might be of interest for further applica-

tions in mathematical finance.

2.3. Riemann–Liouville type operator

Riemann–Liouville operators are a central object and tool in fractional calculus. It is natural

and useful to extend them to random frameworks. There are two principal approaches: Directly

translating the approach from fractional calculus, that uses Volterra kernels, leads to the notion of

fractional processes, in particular fractional martingales. In our setting one would take a càdlàg

process K and would consider

t 7!
� t

0

.t �u/˛�1Kudu:

This yields to an approach natural for pathwise fractional calculus of stochastic processes and is

used, for example, for Gaussian processes by Hu, Nualart and Song [33]. For our purpose we

use the different approach

t 7!
� T

0

.T �u/˛�1Ku^tdu

to define I˛t K in Definition 2.3.1 below. The idea behind the operator I˛ is to remove or reduce

singularities of a càdlàg process .Kt /t2Œ0;T / when t " T . As we see in Theorem 3.1.1 below,

this approach is the right one to handle fractional smoothness in the Malliavin sense and in

the sense of interpolation theory. One basic difference to the Volterra-kernel approach is that,

starting with a (sub-, super-) martingale ', we again obtain a (sub-, super-) martingale I˛'. This

second approach was exploited by S. Geiss and Toivola [28, Definition 4.2] and [27, Section 4],

Applebaum and Bañuelos [2], and relates to fractional integral transforms of martingales (see,

for example, Arai, Nakai and Sadasue [3]).

Definition 2.3.1 (Riemann–Liouville type operator). For ˛ >0 and a càdlàg functionKW Œ0;T /!
R, we define I˛K D .I˛t K/t2Œ0;T / by setting

I˛t K WD ˛

T ˛

� T

0

.T �u/˛�1Ku^tdu:

Moreover, for ˛ D 0 we define I0t K WDKt .

There are two reasons for using the normalizing factor ˛
T ˛ in front of the integral: first, we

want to interpret K as the integrand with respect to a probability measure, and secondly, this

factor allows us to obtain a semigroup structure of .I˛/˛�0.

We summarize from [29, Section 3] some properties of I˛:

(1) (Semigroup) I˛t .Iˇ� K/D I˛Cˇ
t K for t 2 Œ0;T /, ˛;ˇ � 0.

(2) (Inverse formula) Kt D �
T�t
T

��˛I˛t K� ˛
T�˛

� t
0 .T �u/�˛�1I˛uKdu, t 2 Œ0;T /, ˛ � 0.

(3) (Martingale preservation) If .'t /t2Œ0;T / is a càdlàg martingale (super-, or sub-martingale),

then .I˛t '/t2Œ0;T / is a càdlàg martingale (super-, or sub-martingale).

The semigroup structure can be also understood from equation (2.3.1) below in the martin-

gale setting.
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Proposition 2.3.2. For ˛ > 0, a càdlàg martingale ' D .'t /t2Œ0;T / 
L2.P/ and 0� a < t < T
one has, a.s.,

I˛t ' D '0C
�
.0;t�

�
T �u
T

	˛
d'u; (2.3.1)

EFa

h
jI˛t '�I˛a'j2

i
D 2˛EFa

"� T

a

j'u^t �'aj2
�
T �u
T

	2˛�1 du

T

#
; (2.3.2)

EFa

h
jI˛t '�I˛a'j2

i
C
�
T �a
T

	2˛
j'aj2 D 2˛EFa

"� T

a

j'u^t j2
�
T �u
T

	2˛�1 du

T

#
: (2.3.3)

PROOF. See the proof of [29, Proposition 3.8]. �

2.4. Interpolation spaces

Let .E0;E1/ be a couple of real Banach spaces such that E0 and E1 are continuously em-

bedded into some topological Hausdorff space X . For x 2 E0CE1 WD fx D x0Cx1 W xi 2 Eig
and v 2 .0;1/, we define the K-functional

K.v;xIE0;E1/ WD inffkx0kE0
Cvkx1kE1

W x D x0Cx1g:
Given .�;q/ 2 .0;1/	 Œ1;1�, we let

.E0;E1/�;q WD
n
x 2E0CE1 W kxk.E0;E1/�;q

WD kv 7! v��K.v;xIE0;E1/kLq..0;1/; dv
v
/ <1

o
:

We obtain a family of Banach spaces ..E0;E1/�;q;k � k.E0;E1/�;q
/ with the order

.E0;E1/�;q0

 .E0;E1/�;q1

for all � 2 .0;1/ and 1� q0 � q1 � 1:

Moreover, if E1 
E0 with kxkE0
� ckxkE1

for some c > 0, then one has

.E0;E1/�0;q0

 .E0;E1/�1;q1

for all 0 < �1 < �0 < 1 and q0;q1 2 Œ1;1�:

Given a linear operator T W E0CE1 ! F0CF1 with T W Ei ! Fi for i D 0;1, we use that the

real interpolation method is an exact interpolation functor, i.e.

kT W .E0;E1/�;q ! .F0;F1/�;qk � kT WE0 ! F0k1��kT WE1 ! F1k� : (2.4.1)

For more information about the real interpolation method, the reader is referred to Bergh and

Löfström [7].

We now give two types of Banach spaces obtained by interpolation which will be used later.

Given a real Banach space E and .q;s/ 2 Œ1;1�	R, we use the Banach spaces

`sq.E/ WD f.xk/1kD0 W k.xk/1kD0k`s
q.E/ WD k.2kskxkkE /1kD0k`q

<1g
and set `q.E/ WD `0q.E/. Here, `q consists of all q-summable sequences of real numbers where

the supremum is taken if qD 1. For q0;q1;q 2 Œ1;1� and s0; s1 2R with s0 ¤ s1, and � 2 .0;1/,
[7, Theorem 5.6.1] implies that

.`s0q0
.E/;`s1q1

.E//�;q D `sq.E/ where s WD .1��/s0C�s1; (2.4.2)

and where the norms are equivalent up to a multiplicative constant.

We turn to Hölder spaces and their interpolation. For 	 2 Œ0;1�, we define

Höl�.R/ WD


f WR ! R Borel W jf jHöl�.R/ WD sup

�1<x<y<1
jf .x/�f .y/j

jx�yj� <1
�
;
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Höl0�.R/ WD ff 2 Höl�.R/ W f .0/D 0g;
Höl0�;q.R/ WD .C 0b .R/;Höl01.R//�;q for .	;q/ 2 	.0;1/	 Œ1;1�;

where C 0
b
.R/ is the family of all bounded continuous functions vanishing at zero, which is a

Banach space with the supremum norm. It follows from the reiteration theorem (see Bergh and

Löfström [7, Theorem 3.5.3]) that

.Höl0�0;q0
.R/;Höl0�1;q1

.R//�;q D Höl0�;q.R/ for 	 WD .1��/	0C�	1;

where �;	0;	1 2 .0;1/ with 	0 ¤ 	1, q;q0;q1 2 Œ1;1�, and the norms are equivalent up to a

multiplicative constant. By the above definitions .Höl0�.R/; j � jHöl�.R// is a Banach space, and

for 	 2 .0;1/ we have that Höl0�;1.R/D Höl0�.R/ with equivalent norms up to a multiplicative

constant.

2.5. Time-nets

Let Tdet be the family of all deterministic time-nets � D .ti /
n
iD0 on Œ0;T � with 0D t0 < t1 <

� � �< tn D T , n� 1.

The mesh size of � D .ti /
n
iD0 2 Tdet is measured with respect to a � 2 .0;1� by

k�k� WD max
iD1;:::;n

ti � ti�1
.T � ti�1/1�� :

For � 2 .0;1� and for the adapted time-nets ��n D .t�i;n/
n
iD0 defined by

t�i;n WD T .1� �
p
1� i=n/; (2.5.1)

we have

k��nk1 � T=.�n/ and k��nk� � T �=.�n/: (2.5.2)

One remarks that the smaller � is, the more the time points of ��n are concentrated near T . The

reason for using those adapted time-nets is to compensate the growth of gradient processes.



CHAPTER 3

Approximation, Riemann–Liouville type operator, and Interpolation

3.1. The L2-setting revisited

The first result makes a link between the approximation, the Riemann–Liouville type oper-

ator, and interpolation in the L2-setting. This will be extended later to the setting of weighted

bounded mean oscillation.

Theorem 3.1.1. Let � 2 .0;1/. For a càdlàg martingale ' D .'t /t2Œ0;T / 
L2.P/DWH with the
discrete-time version

'd D .'tk /
1
kD0 with tk WD T .1�2�k/;

the following assertions are equivalent:
(1) There exists a constant c > 0 such that for all � D .ti /

n
iD0 2 Tdet,

E

� T

0

ˇ̌̌̌
'u�

nX
iD1

'ti�1
�.ti�1;ti �.u/

ˇ̌̌̌2
du� c2k�k� :

(2)
�
I

1��
2

t '
�
t2Œ0;T / is closable in L2.P/.

(3) 'd 2 .`�1=2
2 .H/;`1.H//�;2.

Theorem 3.1.1(3) states that 'd belongs to the space obtained by interpolating between two

end-point spaces `
�1=2
2 .H/ and `1.H/ with the parameters .�;2/. Let us comment on these two

end-points. By the definition of `
�1=2
2 .H/ and the monotonicity of t 7! k'tkH , we have

'd 2 `�1=2
2 .H/”

� T

0

k'tk2Hdt <1;

and the condition
� T
0 k'tk2Hdt <1 typically appears when ' is the integrand of certain stochas-

tic integrals. On the other hand,

'd 2 `1.H/” supt2Œ0;T / k'tkH <1;

and the finiteness implies that the martingale ' is closable in H .

PROOF OF THEOREM 3.1.1. Because .k'tk kH /1kD0 is non-decreasing, we get for s 2 R that

k.'tk /1kD0k2`s
2.H/

2T 2s
D

1X
kD0

.T � tk/�1�2s.tkC1� tk/k'tk k2H �cT;s

� T

0

.T � t /�1�2sk'tk2Hdt

(3.1.1)

for some cT;s � 1. For s WD .1��/��1
2

�C�0 (so that �1�2s D �� ) and for ˛ WD 1��
2

, we use

Proposition 2.3.2 (equation (2.3.3)) with aD 0 to get� T

0

.T � t /��k'tk2Hdt D sup
t2Œ0;T /

T 2˛

2˛
EŒjI˛t '�'0j2Cj'0j2�D sup

t2Œ0;T /
T 2˛

2˛
EjI˛t 'j2:

11
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Now the equivalence (2),(3) follows from (2.4.2) and (3.1.1). The equivalence (1),(2) follows

from Theorem 3.3.2(3.3.1) below applied to M WD ', � � 1, a WD 0, and G WD f;;�g. �

3.2. The weighted BMO-setting: Results with general random measures

We now turn in the weighted BMO-setting, which can be regarded as a localization in time
of the L2-setting above. Our next aim is to consider the equivalence Theorem 3.1.1((1),(2)) in

weighted BMO, and it turns out that the orthogonality structure behind this equivalence can be

generalized by using two random measures … and ‡ as given in Assumption 3.2.1.

Assumption 3.2.1. We assume random measures

…;‡ W�	B..0;T //! Œ0;1�;

and a progressively measurable process .'t /t2Œ0;T /, and a constant 
 � 1, such that

….!;.0;b�/C‡.!;.0;b�/C supt2Œ0;b� j't .!/j<1 (3.2.1)

for all .!;b/ 2�	 .0;T / and such that, for 0� s � a < b < T , a.s.,

EFa

��
.a;b�

j'u�'sj2….�;du/



�� EFa

�
j'a�'sj2….�; .a;b�/C

�
.a;b�

.b�u/‡.�;du/


:

(3.2.2)

If (3.2.2) holds with �� (resp. ��), then we denote the inequality by (3.2.2)� (resp. (3.2.2)�).

We will see later that the measure… is related to the quadratic variation of the driving process

of the stochastic integral and the measure ‡ describes some kind of curvature of the stochastic

integral.

Under condition (3.2.1), we define for � D .ti /
n
iD0 2 Tdet the non-negative, non-decreasing,

and càdlàg process Œ'I��� D .Œ'I���t /t2Œ0;T / by setting Œ'I���0 � 0 and

Œ'I���t WD
�
.0;t�

ˇ̌̌̌
'u�

nX
iD1

'ti�1
�.ti�1;ti �.u/

ˇ̌̌̌2
….�;du/ 2 Œ0;1/; t 2 .0;T /; (3.2.3)

and let Œ'I���T WD limt"T Œ'I���t 2 Œ0;1�.

The next two results, Theorems 3.2.2 and 3.2.3, are an important step to characterize the

approximation in weighted BMO by means of the Riemann–Liouville type fractional integral.

The original idea to come up with these results is due to S. Geiss and Hujo [26, Lemma 3.8], S.

Geiss and Toivola [27, Lemma 5.6].

Theorem 3.2.2 (Upper estimate). Let Assumption 3.2.1 hold with (3.2.2)�. For � 2 .0;1�, � D
.ti /

n
iD0 2 Tdet and a 2 Œtk�1; tk/, one has, a.s.,

EFa

�
Œ'I���T � Œ'I���a

�
k�k�
� 
EFa

"�
.a;T /

.T �u/1��‡.�;du/C .T � tk�1/1��
tk � tk�1

j'a�'tk�1
j2….�; .a; tk�/

#
:

PROOF. See the proof of [29, Theorem 4.3]. �
Theorem 3.2.3 (Lower estimate). Let Assumption 3.2.1 hold with (3.2.2)�, and let .�;a/ 2
.0;1�	 Œ0;T /.
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(1) If � D .ti /
n
iD0 2 Tdet, a 2 Œtk�1; tk/, and k�k� D tk�tk�1

.T�tk�1/1�� , then, a.s.,

EFa

�
Œ'I���tk � Œ'I���a

�
k�k� � 1



EFa

"
.T � tk�1/1��
tk � tk�1

j'a�'tk�1
j2….�; .a; tk�/

#
:

(2) There exist �n 2 Tdet, n� 1, with a 2 �n and limn k�nk� D 0 such that, a.s,

liminf
n

EFa

�
Œ'I�n��T � Œ'I�n��a

�
k�nk� � 1


2
1
�

C2EFa

��
.a;T /

.T �u/1��‡.�;du/


:

PROOF. See the proof of [29, Theorem 4.4]. �

3.3. The weighted BMO-setting: A specification of random measures

We now specialize random measures… and ‡ to the settings that will be used in Section 3.5

(the Brownian case) and in Section 5.2 (the Lévy case). Another realization for those random

measures in the exponential Lévy setting will be given in Chapters 6 and 7.

Assumption 3.3.1. We assume that there are

(1) a positive continuous and adapted process .�t /t2Œ0;T � such that supt2Œ0;T ��t 2L2.P/ and

such that there is a constant c� � 1 with

EFa

"
1

b�a
� b

a

�2udu

#
�c�

�2a a.s., 80� a < b � T:

(2) a square integrable martingale M D .Mt /t2Œ0;T / with M0 � 0.

(3) a ' 2 CL.Œ0;T // with Esupu2Œa;T � j'a�uj2 <1 for all a 2 Œ0;T /.
Assume that (3.2.2) is satisfied for

….!;du/ WD �2u.!/du and ‡.!;du/ WD dhM;M iu.!/; u 2 Œ0;T /:
Since the measure … is defined based on � , we denote Œ'I��� WD Œ'I��� :

From Theorem 3.2.2 and Theorem 3.2.3 we immediately deduce:

Theorem 3.3.2. Assume Assumption 3.3.1, .�;a/2 .0;1�	 Œ0;T /, and a � -algebra G 
Fa. Then
there are constants c(3.3.1); c(3.3.2) � 1 depending at most on .�;
;c� / such that, a.s.,

esssup
	2Tdet;	3a

EG
�
Œ'I���T � Œ'I���a

�
k�k� �c(3.3.1)

EG

"
sup

t2Œa;T /

ˇ̌̌̌
I

1��
2

t M �I
1��

2
a M

ˇ̌̌̌2#
; (3.3.1)

esssup
	2Tdet

EFa

�
Œ'I���T � Œ'I���a

�
k�k� �c(3.3.2)

EFa

"
sup

t2Œa;T /

ˇ̌̌̌
I

1��
2

t M �I
1��

2
a M

ˇ̌̌̌2#

C sup
s2Œ0;a�

T �a
.T � s/� j'a�'sj2�2a : (3.3.2)

We remark that the inequality (3.3.1) is formulated for a more general � -algebra G to prove

Theorem 3.1.1. In (3.3.2) such a formulation is not necessary for us.
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PROOF OF THEOREM 3.3.2. Relation (3.3.2): Let � D .ti /
n
iD0 2 Tdet. For tk�1 � a < tk , As-

sumption 3.3.1 implies that

EFa

"
.T � tk�1/1��
tk � tk�1

j'a�'tk�1
j2….�; .a; tk�/

#
�c�

j'a�'tk�1
j2 .T � tk�1/1��

tk � tk�1
�2a .tk �a/ a.s.

Maximizing the right-hand side over tk gives T�a
.T�tk�1/�

j'a�'tk�1
j2�2a a.s. Moreover, by Propo-

sition 2.3.2(2.3.1) and conditional Itô’s isometry we have, a.s.,

EFa

"ˇ̌̌̌
I

1��
2

t M �I
1��

2
a M

ˇ̌̌̌2#
D EFa

"�
.a;t�

�
T �u
T

	1��
dhM;M iu

#
for 0� a < t < T so that

EFa

"
sup

t2Œa;T /

ˇ̌̌̌
I

1��
2

t M �I
1��

2
a M

ˇ̌̌̌2#
�4 EFa

"�
.a;T /

�
T �u
T

	1��
dhM;M iu

#
by Doob’s maximal inequality. Now we use Theorem 3.2.2 and Theorem 3.2.3.

Relation (3.3.1) for G D Fa follows again from Theorem 3.2.2 and Theorem 3.2.3. In the

case of G � Fa we argue as follows: let c(3.3.1) � 1 be the constant in (3.3.1) for Fa, then we get

EG
�
Œ'I���T � Œ'I���a

�
k�k� � c(3.3.1)EG

"
sup

t2Œa;T /

ˇ̌̌̌
I

1��
2

t M �I
1��

2
a M

ˇ̌̌̌2#
as well for all � with a 2 � which implies the general inequality � in (3.3.1). Regarding the

remaining inequality we choose the time-nets from Theorem 3.2.3(2) to get by Fatou’s lemma

that, a.s.,

EG

"
sup

t2Œa;T /

ˇ̌̌̌
I

1��
2

t M �I
1��

2
a M

ˇ̌̌̌2#
� 
2 1

�
C2EG

�
liminf
n

EFa

�
Œ'I�n��T � Œ'I�n��a

k�nk�




� 
2 1

�
C2 liminf

n
EG

�
EFa

�
Œ'I�n��T � Œ'I�n��a

k�nk�




D 
2

1
�

C2 liminf
n

EG

�
Œ'I�n��T � Œ'I�n��a

k�nk�



: �

We now are in a position to provide a weighted BMO-version for the equivalence Theo-

rem 3.1.1((1),(2)). One recalls Œ'I��� from (3.2.3).

Theorem 3.3.3. Let Assumption 3.3.1 be satisfied. Then, for � 2 .0;1� and ˆ 2 CLC.Œ0;T // the
following assertions are equivalent:

(1) There is a constant c > 0 such that for all � 2 Tdet,

kŒ'I���k
BMOˆ2

1 .Œ0;T //
� c2k�k� : (3.3.3)

(2) One has I 1��
2 M 2 bmoˆ2 .Œ0;T // and there is a constant c > 0 such that

j'a�'sj � c .T � s/ �
2

.T �a/ 1
2

ˆa

�a
a.s., 80� s < a < T: (3.3.4)
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If ˆD .�t‰t /t2Œ0;T /, where ‰ 2 CLC.Œ0;T // is pathwise non-decreasing, then (3.3.4) is equiv-
alent to the existence of constants c� > 0 such that

j'a�'0j � c� .T �a/ ��1
2 ‰a a.s., 80� a < T if � 2 .0;1/; (3.3.5)

j'a�'sj � c1
�
1C log

T � s
T �a

	
‰a a.s., 80� s < a < T if � D 1: (3.3.6)

PROOF. The equivalence between (1) and (2) follows directly from the second equivalence in

Theorem 3.3.2 and [29, Proposition A.4]. The equivalence between (3.3.4) and (3.3.5)-(3.3.6)

follows from [29, Lemma C.1]. �

3.4. Oscillation of stochastic processes and lower bounds

This section discusses some lower bounds for (3.3.3) in the non-weighted case (i.e. ˆ� 1).

It turns out that these lower bounds are closely related to some L1-oscillatory quantities of the

integrands. Let us start to introduce the notion of maximal oscillation of a stochastic process.

Definition 3.4.1. If ' D .'t /t2Œ0;T / is a stochastic process and t 2 .0;T /, then we let

Osct .'/ WD inf
s2Œ0;t/

k't �'skL1.P/ 2 Œ0;1�;

Osct .'/ WD inf
s2Œ0;t/

sup
u2Œs;t�

k't �'ukL1.P/ 2 Œ0;1�:

The process is called of maximal oscillation with constant c � 1 if for all t 2 .0;T / one has

Osct .'/�
1

c
k't �'0kL1.P/:

If both sides equal infinity, then we use c D 1 (however, this case is not of relevance for us).

Lemma 3.4.2. For a stochastic process ' D .'t /t2Œ0;T / the following holds:

(1) One has Osct .'/� Osct .'/ for t 2 .0;T /.
(2) One has Osct .'/� 2Osct .'/ for t 2 .0;T / if ' is a martingale.
(3) If 'a � �Q\Œ0;T /.a/ for a 2 Œ0;T /, then 0D Osct .'/ < Osct .'/D 1 for all t 2 .0;T /.

PROOF. (1) follows from the definition. (2) If ' is a martingale and 0� s < t < T , then we have

sup
u2Œs;t�

k't �'ukL1.P/ � k't �'skL1.P/C sup
u2Œs;t�

k'u�'skL1.P/ � 2k't �'skL1.P/:

Taking the infimum on both sides over s 2 Œ0; t/ yields the assertion. Item (3) is obvious. �
Remark 3.4.3. In the sequel we do not need the following two statements, so that we state them

without proof:

(1) It is possible to construct examples such that for a given c 2 Œ1;1/ the constant c is

optimal in the definition of maximal oscillation.

(2) Again by examples one can see that the constant 2 in Lemma 3.4.2(2) is optimal.

To verify a maximal oscillation we make use of the following observation:

Lemma 3.4.4. Assume two random variables A;B W�! R on .�;F ;P/. Assume a probability
measure Q � P such that EQjBj<1 and EQB D 0. Then

kB �AkL1.P/ � inf
a2RkB �akL1.P/ implies kB �AkL1.P/ �

1

2
kBkL1.P/:
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PROOF. We may assume that kB�AkL1.P/ <1, otherwise there is nothing to prove. Because

of our assumption, for all " > 0 there is an a" 2 R such that we have

kB �AkL1.P/ � kBkL1.P/�ja"j� "
and

kB �AkL1.P/ � EQjB �a"j� "� jEQB �a"j� "D ja"j� ":
The combination of the inequalities implies

kB �AkL1.P/ � kBkL1.P/�ja"j� "� kBkL1.P/�kB �AkL1.P/�2"
so that 2kB �AkL1.P/ � kBkL1.P/�2". By " # 0 we get our statement. �

Now we consider two examples relevant for us:

Example 3.4.5 (Markov type processes). Let .Yt /t2Œ0;T � be a process with values in RY , where

RY D R or RY D .0;1/, and Y0 � y0 2 RY . Assume continuous transition densities �Y W
f.s; t/ W 0� s < t � T g	RY 	RY ! .0;1/ such that

P.Yt 2 B jYs/D
�
B

�Y .s; t IYs;y/dy a.s.

for B 2 B.RY / and 0 � s < t � T . Then for 0 < s < t � T and continuous H; QH W RY ! R,

one has

kH.Yt /� QH.Ys/kL1.P/ � kH.Yt /� QH.y0/kL1.P/:
This follows from the fact that the densityDs;t WRY 	RY ! Œ0;1/ of law.Ys;Yt / with respect

to the Lebesgue measure �˝�jRY �RY
is the positive and continuous function

Ds;t .y1;y2/ WD �Y .0;sIy0;y1/�Y .s; t Iy1;y2/:
Consequently, if there is a probability measure Q � P and if for all t 2 Œ0;T / one has that

H.t; �/ W RY ! R is continuous, EQjH.t;Yt /j < 1, and EQ.H.t;Yt /�H.0;y0// D 0, then

.H.t;Yt /�H.0;y0//t2Œ0;T / is of maximal oscillation with constant 2 according to Lemma 3.4.4.

Example 3.4.6 (Lévy processes). Let .Xt /t2Œ0;T �, Xt W � ! R, be a Lévy process. By [51,

Theorem 61.2] there are ` 2 R and a closed non-empty Q 
 R such that 0 2 Q, QCQ D Q,

and supp.Xt /DQC`t for t 2 .0;T �. Define

Yt WD .Xt �`t/�fXt 2supp.Xt /g
so that Yt .�/ 
Q and supp.Yt /DQ for all t 2 .0;T �. Let 0 < s < t � T and H; QH WQ ! R
be continuous on Q . Then

kH.Yt /� QH.Ys/kL1.P/ � kH.Yt /� QH.0/kL1.P/:
This can be seen from

kH.Yt /� QH.Ys/kL1.P/ D kH.Ys C .Yt �Ys//� QH.Ys/kL1.P/ D sup
y;y02Q

jH.y0 Cy/� QH.y0/j

� sup
y2Q

jH.y/� QH.0/j D kH.Yt /� QH.0/kL1.P/:

Consequently, if there is a probability measure Q�P and if for all t 2 Œ0;T / one has thatH.t; �/ W
Q ! R is continuous, EQjH.t;Yt /j < 1, and EQ.H.t;Yt /�H.0;0// D 0, then .H.t;Yt /�
H.0;0//t2Œ0;T / is of maximal oscillation with constant 2 according to Lemma 3.4.4.
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Now we connect the notion of oscillation to the behavior of Œ'I�� (by the notation Œ'I�� we

mean (3.2.3) with the measure ….!;du/ D du, 8! 2 �), where we use extended conditional

expectations for non-negative random variables.

Theorem 3.4.7. Assume � 2 .0;1�, c(3.4.1) > 0, and ' 2 CL.Œ0;T // such that, a.s.,

1

c(3.4.1)
j'a�Zj2 � EFa

"
1

b�a
� b

a

j'u�Zj2du

#
a.s. (3.4.1)

for all 0� a < b < T and all Fa-measurable Z W�! R. Consider the following assertions:

(1) inft2.0;T /.T � t / 1��
2 Osct .'/ > 0.

(2) There is a c(3.4.2) > 0 such that for all � D .ti /
n
iD0 2 Tdet with k�k� D tk�tk�1

.T�tk�1/1�� one has

inf
#i�12L0.Fti�1

/
sup

a2Œtk�1;tk/

�����EFa

"� T

a

ˇ̌̌̌
'u�

nX
iD1

#i�1�.ti�1;ti �.u/

ˇ̌̌̌2
du

#�����
L1.P/

� c2(3.4.2)k�k� :

(3.4.2)

(3) There is a constant c(3.4.3) > 0 such that for all time-nets � 2 Tdet one has

kŒ'I��kBMO1.Œ0;T // � c2(3.4.3)k�k� : (3.4.3)

(4) inft2.0;T /.T � t / 1��
2 Osct .'/ > 0.

Then we have (1) ) (2) ) (3). If kŒ'I��kBMO1.Œ0;T // <1 for all � 2 Tdet and if

kŒ'I��kBMO1.Œ0;T // ! 0 as k�k1 ! 0;

then (3) ) (4).

PROOF. See the proof of [29, Theorem 5.7]. �
We remark that condition (3.4.1) above is satisfied if ' is an L2.P/-martingale.

3.5. Approximation in the Brownian setting via gradient estimates

In this section, we extend the equivalence in the case (c) in Table 1.1, which is formulated

for the geometric Brownian motion and for Lipschitz functionals, to more general frameworks.

As a first result, Theorem 3.5.3 shows that the geometric Brownian motion can be replaced by

a more general diffusion while keeping the equivalence. However, this extension is still in the

Lipschitz framework and gives the impression that this approach is tight to Lipschitz functionals.

Our next contribution is to move away from the Lipschitz framework, and this task is done in

Theorem 3.5.4.

3.5.1. Setting. Let us recall the setting from C. Geiss and S. Geiss [21]: Let X D .Xt /t2Œ0;T �
be the solution of the stochastic differential equation (SDE)

dXt D O�.Xt /dWt C Ob.Xt /dt; X0 � x0 2 R;

where O� 2 C1
b
.R/, infx2R O�.x/ > 0 and Ob 2 C1

b
.R/. Assume that Y solves the SDE

dYt D �.Yt /dWt ; Y0 � y0 2 R;

where two settings are used simultaneously:

� Case (C1): Y DX with � � O� , Ob � 0, and RY D R.
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� Case (C2): Y D eX with �.y/D y O�.lny/, Ob.x/D �1
2

O�.x/2, and RY D .0;1/.

In both cases, denote by CY the set of all Borel functions gWRY ! R such that

sup
x2R

e�mjxj
�
R

jg.˛.xC ty//j2e�y2

dy <1; 8t > 0

for some m> 0, where ˛.x/D x in the case (C1) and ˛.x/D ex in the case (C2). It is clear that

all polynomial growth functions belong to CY .

For g 2 CY , we define

G.t;y/ WD E.g.YT /jYt D y/; .t;y/ 2 Œ0;T �	RY :
Lemma 3.5.1. If g 2 CY , then Assumption 3.3.1 is satisfied for

� WD .�.Yt //t2Œ0;T �; M WD
�� t

0

�
�2@2yG

�
.u;Yu/dWu

	
t2Œ0;T /

; ' WD .@yG.t;Yt //t2Œ0;T /:

PROOF. The assertion follows from [29, Lemma 6.8] and S. Geiss [24, Corollary 3.3]. �

For g 2 CY and � D .ti /
n
iD0 2 Tdet, we define the error E.gI�/D .Et .gI�//t2Œ0;T � by

Et .gI�/ WD
� t

0

'udYu�
nX
iD1

'ti�1
.Yti ^t �Yti�1^t /; t 2 Œ0;T �:

The following result verifies that gradient processes .@yG.t;Yt //t2Œ0;T / have a large oscilla-

tion. Its proof can be found in [29, the proof of Theorem 6.3].

Theorem 3.5.2. For g 2 CY , the process .@yG.t;Yt //t2Œ0;T / is of maximal oscillation with con-
stant 2 in the sense of Definition 3.4.1.

3.5.2. Approximation and gradient estimates. In this section, we use the processes � ,M , and

' as given in Lemma 3.5.1.

Now we discuss cases in which we get equivalences by choosing the weight ˆ accordingly.

For � D 1 we get a characterization in terms of Lipschitz functions that extends [25, Theorem 8].

Theorem 3.5.3 (Lipschitz case). For g 2CY andˆD � , the following assertions are equivalent:

(1) There is a constant c > 0 such that kE.gI�/kBMOˆ
2 .Œ0;T //

� c
pk�k1 for all � 2 Tdet.

(2) There is a Lipschitz function QgWRY ! R such that g D Qg a.e. on RY with respect to the
Lebesgue measure.

PROOF. See the proof of [29, Theorem 6.4]. �

In the case � 2 .0;1/, which potentially includes the Hölder setting, we obtain an equivalence

in terms of the Riemann–Liouville type integral of the gradient process.

Theorem 3.5.4 (non-Lipschitz case). Let .�;q/ 2 .0;1/	 Œ2;1/ and ˆD .�t‰t /t2Œ0;T /, where
‰ 2 CLC.Œ0;T // is pathwise non-decreasing. If g 2CY and if there is a constant c > 0 such that

j't j � c.T � t /� 1
2‰t a.s, 8t 2 Œ0;T /; (3.5.1)

then the following assertions are equivalent:

(1) There is a constant c > 0 such that kE.gI�/kBMOˆ
2 .Œ0;T //

� c
pk�k� for any � 2 Tdet.
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(2) One has forZ WD '� that I 1��
2 Z�Z0 2 BMOˆ2 .Œ0;T // and there exists a constant c > 0

such that

j't j � c.T � t / ��1
2 ‰t a.s., 8t 2 Œ0;T /:

If the conditions (1) and (2) are satisfied and ˆ 2 SMq.Œ0;T //, then I
1��

2

T Z WD limt"T I
1��

2

t Z

exists in Lq.P/ and a.s.

PROOF. See the proof of [29, Theorem 6.5]. �
By an argument using conditional Itô’s isometry, it holds that

kE.gI�/k2
BMOˆ

2 .Œ0;T //
D kŒ'I���k

BMOˆ2

1 .Œ0;T //
;

where ….!;du/ D �2u.!/du and Œ'I��� , which is equal to Œ'I��� , is given in (3.2.3). In item

(2) of Theorem 3.5.4, if the condition I 1��
2 Z�Z0 2 BMOˆ2 .Œ0;T // is replaced by I 1��

2 M 2
BMOˆ2 .Œ0;T //, then the obtained statement is equivalent to item (1) without requiring (3.5.1).

This observation can be verified by Lemma 3.5.1 and Theorem 3.3.3. Notice that M has contin-

uous paths so that one can use BMOˆ2 .Œ0;T // instead of bmoˆ2 .Œ0;T //. However, since we want

to characterize the approximation statement in item (1) by means of the gradient process Z, the

a priori estimate (3.5.1) enables to switch between Z and M in item (2).

Theorems 3.5.3 and 3.5.4 above are versions of the equivalence Theorem 3.1.1((1),(2))

in the weighted BMO-setting where the approximation error estimates can be described via the

Riemann–Liouville type operator. The next result provides a situation in which Theorem 3.5.4(2)

is satisfied. In particular, Theorem 3.5.5(3) proves the implication (3) ) (2) of Theorem 3.1.1 in

the BMO-context.

Theorem 3.5.5. Let .�;q/ 2 Œ0;1�	 Œ2;1/ and ˆD .�t‰t /t2Œ0;T / with

‰t WD sups2Œ0;t�.���1
s /:

Then the following assertions hold:
(1) .Weight regularity/ ˆ 2 SMq.Œ0;T //.
(2) .Gradient estimates/ If g 2 Höl� .R/, then there is a constant c > 0 such that

j't j � c.T � t / ��1
2 ‰t a.s., 8t 2 Œ0;T /:

(3) If g 2 Höl0�;2.R/ for some � 2 .0;1/, then I 1��
2 Z�Z0 2 BMOˆq .Œ0;T //.

PROOF. See the proof of [29, Theorem 6.6]. �



CHAPTER 4

Approximation in models with jumps: Jump adjusted method

Convention. From now until the end of this thesis, we only consider the time interval Œ0;T �, and

the quantities k �kBMOˆ
p .Œ0;T �/

and k �kSMp.Œ0;T �/ computed under P will be denoted respectively

by k � kBMOˆ
p .P/

and k � kSMp.P/ to indicate explicitly the reference measure.

4.1. Introduction

This chapter is concerned with discrete-time approximation problems for stochastic integrals

and studies the error process E D .Et /t2Œ0;T � defined by

Et WD
� t

0

#u�dSu�At ;

where T 2 .0;1/ is fixed, # is an admissible integrand, S is a semimartingale on a complete

filtered probability space .�;F ;P; .Ft /t2Œ0;T �/ and A is an approximation scheme for the sto-

chastic integral.

The error represented by the difference between a stochastic integral and its discretisation

has been extensively analysed in various contexts. It is usually studied in L2 for which one

can exploit the orthogonality to reduce the probabilistic setting to a “more deterministic” setting

where the corresponding quadratic variation is employed instead of the original error. In the

Wiener space, we refer to C. Geiss and S. Geiss [21], Gobet and Temam [31], Zhang [62], where

the error along with its convergence rates was examined. The weak convergence of the error

was treated in S. Geiss and Toivola [28], Gobet and Temam [31]. When the driving process is a

continuous semimartingale, the convergence in the L2-sense was studied by Fukasawa [20], and

in the almost sure sense it was considered by Gobet and Landon [30].

In this chapter, we allow the semimartingale to jump since many important processes used

in financial modelling are not continuous (see Cont and Tankov [13], Schoutens [53]), and the

presence of jumps has a significant effect on the hedging errors. Moreover, models with jumps

typically correspond to incomplete markets. This means that beside the error resulting from the

impossibility of continuously rebalancing a portfolio, there is another hedging error due to the

incompleteness of the market. The latter problem was studied in many works (see an overview

in Schweizer [56] and the references therein), and it will be revisited in Chapters 6 and 7. The

present chapter focuses on the first type of hedging error only. The discretisation error was

studied within Lévy models in the weak convergence sense by Tankov and Voltchkova [59], in

the L2-sense by Brodén and Tankov [9], C. Geiss, S. Geiss and Laukkarinen [22], and for a more

general jump model under the L2-setting by Rosenbaum and Tankov [48].

In Section 3.5, the Riemann approximation errors with deterministic time-nets measured in

weighted BMO are upper bounded by certain mesh sizes of the time-nets. In those results the

continuity of the driving processes is crucial to obtain estimates. However, if the driving process

has jumps, then such results might fail as asserted in the following example. Namely, it shows

that the Riemann approximation error with respect to deterministic time-nets does in general not
converge to zero if measured in weighted BMO.

21
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Example 4.1.1 ([60], Example 3.7). Let QJ WD .Jt �rt/t2Œ0;T � be a compensated Poisson process

with intensity r > 0. Let f W.0;T �	N ! R be a Borel function with

kf k1 WD sup.t;k/2.0;T ��N jf .t;k/j<1 and " WD inft2.0;T � jf .t;0/j> 0:
Assume that

ı WD "� rT kf k1 > 0:

Denote 
1 WD infft > 0 W �Jt D 1g ^T and 
2 WD infft > 
1 W �Jt D 1g ^T . Let #0 2 R and

define

#t D #0C
�
.0;t^�2�

f .s;Js�/d QJs; t 2 .0;T �:
It is not difficult to check that # D .#t /t2Œ0;T � is a càdlàg martingale with k#T kL1.P/ <1.

Let ERm.#;�/D .ERm
t .#;�//t2Œ0;T � be the error resulting from the Riemann approximation

of
� T
0 #t�d QJt with the deterministic time-net � D .ti /

n
iD0 2 Tdet. Namely,

ERm
t .#;�/ WD

� t

0

#u�d QJu�
nX
iD1

#ti�1�. QJti ^t � QJti�1^t /; t 2 Œ0;T �:

On the set f0 < 
1 < 
2 < t1g we have

j�ERm
�2
.#;�/j D

nX
iD1

j#�2� �#ti�1�j�.ti�1;ti �.
2/j�J�2
j

D j#�2� �#0j D
ˇ̌̌̌
f .
1;J�1�/� r

�
.0;�2/

f .s;Js�/ds
ˇ̌̌̌

� jf .
1;0/j� rT kf k1 � ı:

Since P.0 < 
1 < 
2 < t1/ > 0, it implies that inf	2Tdet
k�ERm

�2
.#;�/kL1.P/ � ı. Then it follows

from Proposition 2.2.2 that

inf	2Tdet
kERm.#;�/kBMOp.P/ > 0; 8p 2 .0;1/:

Therefore, we need to look for another approximation scheme in jump models to exploit

benefits of weighted BMO. Before we do that, let us give the family of stochastic integrals used

for approximation.

4.1.1. Stochastic integrals to be approximated. The stochastic integrals we are going to ap-

proximate are of the form � T

0

#t�dSt ;

where the assumptions for S and # are as follows.

(1) S 2 CL.Œ0;T �/ satisfies the SDE1

dSt D �.St�/dZt ; S0 2RS ;
where � WRS ! .0;1/ is a Lipschitz function on RS 
 R where RS is an open set and

satisfies that St .!/;St�.!/ 2RS for all .!; t/ 2�	 Œ0;T �.
1See, for example, Protter [47, Ch.V, Sec.3], for the existence and uniqueness of S .
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(2) Z 2 CL.Œ0;T �/ is a square integrable semimartingale with the representation

Zt DZ0CZc
t C

� t

0

�
R0

z.NZ ��Z/.du;dz/C
� t

0

Vudu; t 2 Œ0;T �;

where Z0 2 R, V is a progressively measurable process, Zc is a pathwise continuous square

integrable martingale with Zc
0 D 0, NZ is the jump random measure2 of Z and �Z is the

predictable compensator3 of NZ . Assumptions for Z are the following:

(a) For all ! 2�,

�Z.!;dt;dz/D �t .!;dz/dt; (4.1.1)

where the transition kernel �t .!; �/ is a Lévy measure, i.e. a Borel measure on B.R/
satisfying �t .!;f0g/ WD 0 and

�
R.z

2^1/�t .!;dz/ <1.

(b) There is a progressively measurable process C such that hZc;Zci D � ·
0C

2
udu.

(c) The processes V and K, where Kt WD .C 2t C�
R z

2�t .dz//
1=2, satisfy that

kkV kL2.Œ0;T �;
/kL1.P/ <1; kKkL1.��Œ0;T �;P˝
/ <1:

(3) # belongs to the family †adm
S of admissible integrands, where

†adm
S WD

(
# 2 CL.Œ0;T // W E

� T

0

#2t��.St�/2dt <1 and �#t D 0 a.s., 8t 2 Œ0;T /
)
:

For t 2 Œ0;T �, it follows from (4.1.1) that NZ.ftg 	R0/ D 0 a.s., which verifies �Zt D 0

a.s., and hence, �St D 0 a.s. In other words, Z and S have no fixed-time discontinuity. Thus, it

is natural to assume �#t D 0 a.s. for admissible integrands.

In particular, when Z is a square integrable Lévy process (we will consider this case in

Sections 6 and 7), then the assumptions forZ in item (2) are satisfied in the view of the Lévy–Itô

decomposition of Z (see (5.1.1)).

4.2. Approximation scheme with jump adjustment

As we have already seen in Example 4.1.1 that, in models with jumps, deterministic time-

nets are not suitable for the Riemann approximation measured in weighted BMO because of

the possibly large jumps of the driving process. To overcome this problem, we exploit an idea

of Dereich and Heidenreich [18] and propose an approximation scheme based on a correction

of the Riemann approximation. The time-net for this scheme is obtained by combining a given

deterministic time-net, which is used in the Riemann sum of the stochastic integral, and a suitable

sequence of random times which captures the (relative) large jumps of the driving process. With

this scheme, we not only can utilize the features of weighted BMO, but can also control the

cardinality of the combined time-nets.

Let us begin with the random times. Because of the assumptions imposed on S in Subsec-

tion 4.1.1, one has �.S�/ > 0 and

�S D �.S�/�Z
from which we can see that jumps of S can be determined from knowing jumps of Z. However,

if we would use S to model the stock price process, then it is more realistic to track the jumps

2NZ..s; t �	B/ WD #fu 2 .s; t � W�Zu 2 Bg and NZ.f0g	B/ WD 0 for 0� s < t � T , B 2 B.R0/.
3See Jacod and Shiryaev [37, Ch.II, Sec.1] for more details.
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of S rather than of Z. Therefore, we define the random times 
.";
/ D .
i .";
//i�0 based on

tracking the jumps of S as follows (recall that inf; WD 1).

Definition 4.2.1. For " > 0 and 
 � 0, let 
0.";
/ WD 0 and


i .";
/ WD inffT � t > 
i�1.";
/ W j�St j> �.St�/".T � t /�g^T; i � 1:
The quantity ".T � t /� above is the level at time t where we decide which jumps of S are

(relatively) large, and moreover, this level shrinks when t approaches the terminal time T in the

case 
 > 0. Hence, 
 describes the jump size decay rate. The idea for using the decay function

.T � t /� is to compensate the growth of integrands. By specializing 
 D 0, the control parameter

" can be interpreted as the jump size threshold.

Definition 4.2.2 (Jump adjusted approximation). Let " > 0, 
 2 Œ0; 1
2
/, and � D .ti /

n
iD0 2 Tdet.

(1) Denote by � t 
.";
/ the (random) discretisation times of Œ0;T � by combining � with


.";
/ and re-ordering their time-knots.

(2) The discretised strategy #	 , the Riemann appoximation ARm, the approximation with cor-

rections Aadj and the corresponding error Eadj are defined as follows: For t 2 Œ0;T �,

#	t WD
nX
iD1

#ti�1��.ti�1;ti �.t/; ARm
t .#;�/ WD

nX
iD1

#ti�1�.Sti ^t �Sti�1^t /;

A
adj
t .#;� j";
/ WD ARm

t .#;�/C
X

�i .";�/2Œ0;t�\Œ0;T /

�
#�i .";�/� �#	�i .";�/

�
�S�i .";�/; (4.2.1)

E
adj
t .#;� j";
/ WD

� t

0

#u�dSu�Aadj
t .#;� j";
/:

As verified in [60, Subsection 5.2], each 
i .";
/ is a stopping time. Moreover, in our setting

the sum on the right-hand side of (4.2.1) is a finite sum a.s. as a consequence of [60, Proposition

5.3]. Besides, we also restrict the sum over the stopping times taking values in Œ0;T / instead

of Œ0;T � because of two technical reasons: first, the strategy # does not necessarily have the

left-limit at T , and secondly, since �ST D 0 a.s. as mentioned in Subsection 4.1.1, any value

of the form a�ST (a 2 R) added to the correction term does not affect the approximation in our

context.

4.3. Approximation with corrections in weighted BMO

We now use the jump adjusted approximation and apply the results in Section 3.2 to obtain

the main results in this part. First, for reader’s convenience, let us adapt Assumption 3.2.1 to

this section. Since we are only interested in upper estimates for the approximation error and the

random measure … we are going to choose is

….!;dt / WD �.St .!//
2dt;

Assumption 3.2.1 becomes the following form:

Assumption 4.3.1. For # 2†adm
S , we assume that there exists a random measure

‡ W�	B..0;T //! Œ0;1�

such that

‡.!;.0; t �/ <1; 8.!; t/ 2�	 .0;T /;
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and such that there exists a constant c > 0 such that for any 0� a < b < T ,

EFa

��
.a;b�

j#t �#aj2�.St /2dt



� c2EFa

��
.a;b�

.b� t /‡.�;dt /



a.s. (4.3.1)

We now provide the formula for ‡ which is used in the (exponential) Lévy setting later.

Example 4.3.2 ([60], Example 3.2). Assume thatM WD#�.S/2 CL.Œ0;T // is anL2.P/-martingale.

Then (4.3.1) is satisfied for the random measure ‡ defined by

‡.!;dt / WD dhM;M it .!/Cj� j2LipjMt .!/j2dt;

where j� jLip WD supx;y2RS ;x¤y j�.x/��.y/j
jx�yj :

In view of Theorem 3.2.2, the following assumption enables approximation results.

Assumption 4.3.3. Let � 2 .0;1�. Assume that Assumption 4.3.1 is satisfied and there is an a.s.

non-decreasing process ‚ 2 CLC.Œ0;T �/ such that the following two conditions hold:

(1) .Growth condition/ There is a constant c > 0 such that

j#aj � c.T �a/ ��1
2 ‚a a.s., 8a 2 Œ0;T /: (4.3.2)

(2) .Curvature condition/ For ˆ WD‚�.S/, there is a constant c > 0 such that

EFa

��
.a;T /

.T � t /1��‡.�;dt /


� c2ˆ2a a.s., 8a 2 Œ0;T /: (4.3.3)

The parameter � in Assumption 4.3.3 describes the growth (pathwise and relative to‚) of #

when the time variable a approaches the terminal time T . For the Black–Scholes model with the

delta-hedging strategy # , the parameter � can be interpreted as the fractional smoothness of the

payoff in the sense of [21, 27].

To formulate main results, we need to modify the weight processes. For ˆ 2 CLC.Œ0;T �/
and t 2 Œ0;T �, we define

ˆt WDˆt C sups2Œ0;t� j�ˆsj:
The reason to considerˆ is that in the proof of main results we will end up withˆ� which is not

càdlàg, and therefore is not a candidate for a weight process. Forˆ, it is straightforward to check

that ˆ 2 CLC.Œ0;T �/ with ˆ_ˆ� � ˆ, and ˆ� ˆ if and only if ˆ is continuous. Moreover,

ˆ 2 SMp.P/ implies ˆ 2 SMp.P/ (see [60, Propostion 7.1]).

Theorem 4.3.4. Assume that Assumption 4.3.3 holds for some � 2 .0;1� and ˆ 2 SM2.P/.
(1) If there is some ˛ 2 Œ1;2� such that���.!; t/ 7! �

jzj�1 jzj˛�t .!;dz/
���
L1.��Œ0;T �;P˝
/ <1; (4.3.4)

then a constant c(4.3.5) > 0 exists such that for all � 2 Tdet, " > 0,���Eadj
�
#;�

ˇ̌̌
"; 1��

2

����
BMOˆ

2 .P/
� c(4.3.5) max

n
"1�˛pk�k� ;

p
k�k� ; "

o
: (4.3.5)

(2) If there is a constant c(4.3.6) > 0 such that for P˝�-a.e. .!; t/ 2�	 Œ0;T �,
supr>0

ˇ̌̌�
jzj>r z�t .!;dz/

ˇ̌̌
� c(4.3.6); (4.3.6)
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then a constant c(4.3.7) > 0 exists such that for all � 2 Tdet, " > 0,���Eadj
�
#;�

ˇ̌̌
"; 1��

2

����
BMOˆ

2 .P/
� c(4.3.7) max

np
k�k� ; "

o
: (4.3.7)

PROOF. See the proof of [60, Theorem 3.10]. �
Minimizing the right-hand side of (4.3.5) (resp. (4.3.7)) over " > 0 leads us to the selection

"D 2
p̨k�k� (resp. "Dpk�k� ). Then we have the following:

Corollary 4.3.5. Assume that Assumption 4.3.3 holds for some � 2 .0;1� and ˆ 2 SM2.P/.
(1) If (4.3.4) is satisfied for some ˛ 2 Œ1;2�, then���Eadj

�
#;�

ˇ̌̌
2
p̨

k�k� ; 1��
2

����
BMOˆ

2 .P/
� T �

2
.1� 1

˛
/c(4.3.5)

2
p̨

k�k� :
(2) If (4.3.6) is satisfied, then���Eadj

�
#;�

ˇ̌̌p
k�k� ; 1��

2

����
BMOˆ

2 .P/
� c(4.3.7)

p
k�k� :

The time-net used in Theorem 4.3.4 is � t
."; 1��
2
/. Due to the randomness, a simple way

to quantify the cardinality of this combined time-net is to compute its expected cardinality, i.e.

E
h
#� t
."; 1��

2
/
i

(see, e.g., Fukasawa [19]). We provide in the next result an estimate for

certain moments of the cardinality. Since we aim to apply Proposition 2.2.4(3) later, changes of

the underlying measure are also taken into account.

Proposition 4.3.6. Let q 2 Œ1;2�, r 2 Œ2;1� with q
2

C 1
r

D 1. Assume that Q is a probabil-
ity measure absolutely continuous with respect to P and dQ=dP 2 Lr.P/. For � 2 .0;1� and
."n/n�1 � .0;1/ with infn�1

p
n"n > 0, there is a constant c(4.3.8) > 0 such that for any n� 1,

�n 2 Tdet with #�n D nC1, ���#�nt

�
"n;

1��
2

����
Lq.Q/

�c(4.3.8)
n: (4.3.8)

PROOF. See the proof of [60, Proposition 3.13]. �
Using the adapted time-nets ��n given in (2.5.1), we have the following:

Theorem 4.3.7. Assume that Assumption 4.3.3 holds for some � 2 .0;1� and ˆ 2 SM2.P/.
(1) If (4.3.4) is satisfied for some ˛ 2 Œ1;2�, then

sup
n�1

n
1

2˛

���Eadj
�
#;��n

ˇ̌̌
n� 1

2˛ ; 1��
2

����
BMOˆ

2 .P/
<1:

(2) If (4.3.6) is satisfied, then

sup
n�1

n
1
2

���Eadj
�
#;��n

ˇ̌̌
n� 1

2 ; 1��
2

����
BMOˆ

2 .P/
<1:

(3) If in addition ˆ 2 SMp.P/ for some p 2 .2;1/, then the conclusions of items (1)–(2)

hold for the Lp.P/-norm in place of the BMOˆ2 .P/-norm.
(4) If in addition Q 2 RHs.P/ for some s 2 .1;1/ and ˆ 2 SM2.Q/, then the conclusions

of items (1), (2) hold for the BMOˆ2 .Q/-norm in place of the BMOˆ2 .P/-norm.

PROOF. Items (1), (2) follow directly from combining Theorem 4.3.4 with (2.5.2). Items (3), (4)

are due to Proposition 2.2.4 and the fact that ˆ 2 SM2.P/ (see [60, Proposition 7.1]). �
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In Theorem 4.3.7, applying Proposition 4.3.6 with q D 2;r D 1 and Q D P implies that the

L2.P/-norm of the cardinality of the combined time-net used in the corresponding approximation

schemes is comparable to n up to a multiplicative constant. In item (4), if s 2 Œ2;1/, then

applying Proposition 4.3.6 with q D 1;r D 2 yields that the L1.Q/-norm of the combined time-

net is comparable to n.

We derive from Theorem 4.3.7(2) the convergence rate of order n�1=2 which is asymptot-
ically optimal in general (e.g., see C. Geiss, S. Geiss and Laukkarinen [22, Theorem 5] in the

Lévy case), while this rate is achieved in item (1) for ˛ D 1. Obviously, the convergence rate in

item (1) depends on the small jumps intensity of the underlying processZ, which is characterised

by ˛. If we define

ˇZ WD inf



˛ 2 Œ0;2� W

���.!; t/ 7! �
jzj�1 jzj˛�t .!;dz/

���
L1.��Œ0;T �;P˝
/ <1

�
;

then it follows from Theorem 4.3.7(1) that

inf

(
˛ 2 Œ1;2� W sup

n�1
n

1
2˛

���Eadj
�
#;��n

ˇ̌̌
n� 1

2˛ ; 1��
2

����
BMOˆ

2 .P/
<1

)
� 1_ˇZ :

Note that whenZ is a Lévy process, then ˇZ is the Blumenthal–Getoor index ofZ (see Blumen-

thal and Getoor [8]).



CHAPTER 5

Gradient type estimates in the Lévy–Itô space

Before proceeding to apply the results in Chapter 4 for the (exponential) Lévy setting, in

view of (4.3.2), we need some gradient type estimates in the Lévy–Itô space.

5.1. Lévy process and Itô’s chaos expansion

5.1.1. Lévy process. Let T > 0 be a fixed finite time horizon. Let X D .Xt /t2Œ0;T � be a real-

valued Lévy process on a complete probability space .�;F ;P/, i.e. X0 D 0, X has independent

and stationary increments andX has càdlàg paths. Assume that FD .Ft /t2Œ0;T � is the augmented

natural filtration of X . According to the Lévy–Khintchine formula (see, e.g., Sato [51, Theorem

8.1]), the characteristic exponent  of X , which is defined by

EeiuXt D e�t .u/; u 2 R; t � 0;
is of the form

 .u/D �i�uC �2u2

2
�
�
R

�
eiux �1� iux�fjxj�1g

�
�.dx/; u 2 R:

Here, � 2 R, while � � 0 is the coefficient of the Brownian component, and �WB.R/! Œ0;1� is

a Lévy measure (i.e. �.f0g/ WD 0 and
�
R.x

2^ 1/�.dx/ <1). The triplet .�;�;�/ is also called

the characteristics of X . To indicate explicitly the characteristics of X under P, we write

.X jP/� .�;�;�/ or .X jP/�  :

It is known that paths of X can be described by the following Lévy–Itô decomposition

Xt D � tC�Wt C
� t

0

�
jxj�1

xeN.ds;dx/C� t

0

�
jxj>1

xN.ds;dx/; t � 0; (5.1.1)

where W is a standard Brownian motion, N is the Poisson random measure of X , i.e. N..s; t �	
B/ WD #fu 2 .s; t � W�Xu 2Bg for 0� s < t , B 2B.R0/, and eN.ds;dx/ WDN.ds;dx/�ds�.dx/.

5.1.2. Itô’s chaos expansion. We present briefly the Malliavin calculus for Lévy processes by

means of Itô’s chaos expansion which is the main tool to establish an explicit form for the gradient

process (Proposition 5.2.2 and Theorem 6.2.3) and to prove the martingale representation formula

(Proposition 7.2.2) later. For further details, we refer to [57, 45, 46, 1].

We assume the Lévy process X as in Subsection 5.1.1 and assume that F D FT . Define the

� -finite measures � on B.R/ and� on B.Œ0;T �	R/ by setting

�.dx/ WD �2ı0.dx/Cx2�.dx/ and � WD �˝�;

where ı0 is the Dirac measure at zero. For B 2 B.Œ0;T �	R/ with �.B/ < 1, the random

measure M is defined by

M.B/ WD �

�
ft2Œ0;T �W.t;0/2Bg

dWt CL2.P/- lim
n!1

�
B\.Œ0;T ��f 1

n
<jxj<ng/

xeN.dt;dx/:
29
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Set L2.�
0/D L2.�

0/ WD R. For n� 1, we denote

L2.�
˝n/ WD L2.R

n;B.Rn/;�˝n/;
L2.�

˝n/ WD L2..Œ0;T �	R/n;B..Œ0;T �	R/n/;�˝n/:

The multiple integral InWL2.�˝n/ ! L2.P/ is defined in the sense of Itô [35] by using an

approximation argument, where it is given for simple functions as follows: For

�mn WD
mX
kD1

ak�Bk
1 �����Bk

n
;

where ak 2 R, Bki 2 B.Œ0;T �	R/ with�.Bki / <1 and Bki \Bkj D ; for k D 1; : : : ;m, i;j D
1; : : : ;n, i ¤ j and m� 1, we define

In.�
m
n / WD

mX
kD1

akM.B
k
1 / � � �M.Bkn /:

Then [35, Theorem 2] asserts the following Itô chaos expansion

L2.P/D
1M
nD0

fIn.�n/ W �n 2 L2.�˝n/g;

where I0.�0/ WD �0 2 R. For n� 1, the symmetrization Q�n of a �n 2 L2.�˝n/ is

Q�n..t1;x1/; : : : ; .tn;xn// WD 1

nŠ

X
�

�n..t�.1/;x�.1//; : : : ; .t�.n/;x�.n///;

where the sum is taken over all permutations � of f1; : : : ;ng, so that In.�n/ D In. Q�n/ a.s. The

Itô chaos decomposition verifies that � 2 L2.P/ if and only if there are �n 2 L2.�˝n/ such

that � D P1
nD0 In.�n/ a.s., and this expansion is unique if every �n is symmetric, i.e. �n D Q�n.

Furthermore, k�k2
L2.P/

DP1
nD0nŠkQ�nk2

L2.�˝n/
.

Definition 5.1.1. Let D1;2 be the Malliavin–Sobolev space of all � DP1
nD0 In.�n/2L2.P/with

k�k2D1;2
WD

1X
nD0

.nC1/ŠkQ�nk2
L2.�˝n/

<1:

The Malliavin derivative operator DWD1;2 !L2.P˝�/, whereL2.P˝�/ WDL2.�	 Œ0;T �	
R;F ˝B.Œ0;T �	R/;P˝�/, is defined for � DP1

nD0 In.�n/ 2 D1;2 by

Dt;x� WD
1X
nD1

nIn�1. Q�n..t;x/; �//; .!; t;x/ 2�	 Œ0;T �	R:

Proposition 5.1.2 below was obtained by Laukkarinen [39, Corollary 3.1 in the second article

of this thesis] and it provides an equivalent condition such that a functional of Xt belongs to

D1;2. We refer to Malliavin, Airault, Kay and Letac [43, Proposition V.2.3.1] when X is a

Brownian motion, and refer to C. Geiss and Steinicke [23, Lemma 3.2] whenX has no Brownian

component.

Proposition 5.1.2 ([39]). Let t 2 .0;T � and a Borel function f WR ! R with f .Xt / 2 L2.P/.
Then f .Xt / 2 D1;2 if and only if the following two assertions hold:
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(a) when � > 0, f has a weak derivative1 f 0
w on R with f 0

w.Xt / 2 L2.P/,
(b) the map .s;x/ 7! f .Xt Cx/�f .Xt /

x
�Œ0;t��R0

.s;x/ belongs to L2.P˝�/.
Furthermore, if f .Xt / 2 D1;2, then for P˝�-a.e. .!;s;x/ 2�	 Œ0;T �	R one has

Ds;xf .Xt /D f 0
w.Xt /�Œ0;t��f0g.s;x/C f .Xt Cx/�f .Xt /

x
�Œ0;t��R0

.s;x/;

where we set, by convention, f 0
w WD 0 when � D 0.

The first item in the following result verifies that the kernels in the chaos expansion of f .XT /

do not depend on time variables, and this is a key observation for us to establish some gradient

processes in Proposition 5.2.2 and Theorem 6.2.3.

Lemma 5.1.3. If a Borel function f WR!R satisfies f .XT /2L2.P/, then there exist symmetric
Qfn 2 L2.�˝n/ such that the following holds:

(1) One has f .XT /D Ef .XT /C
P1
nD1 In. Qfn�˝n

.0;T �
/ a.s.

(2) For any t 2 Œ0;T / one has EFt
Œf .XT /� D Ef .XT /CP1

nD1 In. Qfn�˝n
.0;t�

/ a.s. Conse-
quently, EFt

Œf .XT /� 2 D1;2 for any t 2 Œ0;T /.
PROOF. (1) follows from [5, Theorem 4]. (2) The first claim is known. For the latter consequence

we use the isometry to obtain

1X
nD1

.nC1/kIn. Qfn�˝n
.0;t�

/k2L2.P/
D

1X
nD1

.nC1/Štnk Qfnk2
L2.�˝n/

D
1X
nD1

.nC1/
tn

T n
kIn. Qfn�˝n

.0;T �
/k2L2.P/

<1;

which verifies EFt
Œf .XT /� 2 D1;2 for t 2 Œ0;T /. �

5.1.3. Exponential Lévy process. We present here the relation between two exponential pro-

cesses induced by a Lévy process, the ordinary exponential process and the stochastic exponential

process, which will be exploited later.

Let X be a Lévy process with .X jP/ � .�;�;�/. The stochastic exponential of X , denoted

by E.X/, is the càdlàg process that satisfies the stochastic differential equation (SDE)

dE.X/D E.X/�dX; E.X/0 D 1:

We apply [1, Theorem 5.1.6] with the truncation function x�fjxj�1g instead of x�fjxj<1g to obtain

that, if E.X/> 0, then there exists a Lévy process Y with .Y jP/� .�Y ;�Y ;�Y / such that E.X/D
eY , where �Y D � and

�Y .B/D
�
R

�fln.1Cx/2Bg�.dx/; B 2 B.R/;

�Y D � � �2

2
C
�
R

�
�fj ln.1Cx/j�1g ln.1Cx/�x�fjxj�1g

�
�.dx/:

1A locally integrable function h is called a weak derivative of a locally integrable funtion f on R if for all smooth

functions � with compact support in R one has
�
R f .x/�

0.x/dx D ��
R h.x/�.x/dx. When such an h exists (unique

up to a �-null set), then we denote f 0
w WD h.
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Conversely, there is a Lévy process Z with .ZjP/� .�Z ;�Z ;�Z/ such that eX D E.Z/. More-

over, one has �Z D � and

�Z.B/D
�
R

�fex�12Bg�.dx/; B 2 B.R/;

�Z D �C �2

2
C
�
R

�
.ex �1/�fjex�1j�1g �x�fjxj�1g

�
�.dx/:

5.2. Lévy setting: Directional gradient estimates

Let X D .Xt /t2Œ0;T � be a Lévy process as in Subsection 5.1.1 with .X jP/ � .�;�;�/. We

recall the Borel measure

�.dx/D �2ı0.dx/Cx2�.dx/:

To avoid the degenerate case we assume that �.R/ 2 .0;1�.

Definition 5.2.1. A Borel function f WR!R belongs toDX if Ejf .xCXs/j<1 for all .s;x/2
Œ0;T �	R. For f 2DX we define F W Œ0;T �	R ! R by

F.t;x/ WD Ef .xCXT�t /: (5.2.1)

5.2.1. Galtchouk–Kunita–Watanabe (GKW) projection. We additionally assume that X D
.Xt /t2Œ0;T � is an L2.P/-martingale so that �.R/ 2 .0;1/ and assume that f 2 L2.R;PXT

/.

Let D 2 L2.R;�/ such that D � 0 and
�
RD

2.z/�.dz/ > 0, and define

d
 WD Dd��
RDd�

:

According to Lemma 5.1.3(1), the chaos expansion of f .XT / 2 L2.P/ is of the form

f .XT /D Ef .XT /C
1X
nD1

In. Qfn�˝n
.0;T �

/ a.s.,

where Qfn 2 L2.�˝n/ are symmetric. Then we define2

h0 WD
�
R

Qf1.z/
.dz/ and hn.x1; : : : ;xn/ WD
�
R

QfnC1.x1; : : : ;xn;z/
.dz/; n� 1;

and define the càdlàg L2.P/-martingale '.f;
/D .'t .f;
//t2Œ0;T / by the chaos expansion

't .f;
/ WD
1X
nD0

.nC1/In.hn�
˝n
.0;t�

/;

and the càdlàg martingaleXD D .XDt /t2Œ0;T � byXD0 � 0 andXDt WD I1.�.0;t�˝D/ a.s., where

the integral I1 is introduced in Subsection 5.1.2.

Denote by PXD WL2.P/ ! I.XD/ 
 L2.P/ the orthogonal projection onto the closed sub-

space

I.XD/ WD
(�
.0;T /

#tdX
D
t W # is predictable with E

� T

0

#2t dt <1
)
:

2There might be a symmetric �˝n-null-set in .x1; : : : ;xn/ on which the integral does not exist. On this set we

set hn to be 0.
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Then

PXD .f .XT //D
�
RDd�

�
RD

2d�

�
.0;T /

't�.f;
/dXDt a.s.

For D � 1 this was shown by S. Geiss, C. Geiss and Laukkarinen [22, (8), (10), Example (c1)

on. p. 209, Lemma 4]. We omit the proof of this extension. The following statement is one

motivation of Section 5.2 and will be used in Subsection 5.2.4.

Proposition 5.2.2 (Gradient of GKW-projection). Assume that the Lévy process X is an L2.P/-
martingale, that f 2 DX \L2.R;PXT

/ and F is given by (5.2.1), that d
 D Dd�=
�
RDd� as

above, and that t 2 .0;T /. Then there is a null-set Nt 2 F such that for ! 62Nt one has3

't .f;
/.!/D 
.f0g/@xF.t;Xt .!//C
�
R0

F.t;Xt .!/C z/�F.t;Xt .!//
z


.dz/: (5.2.2)

Proposition 5.2.2 is proved in [29, Appendix D] by using Malliavin calculus. Results related

to Proposition 5.2.2 are provided in Jacob, Méléard and Protter [36, Theorem 2.4], Benth et al. [6,

Theorems 2.1, 3.11, 4.1], Cont, Tankov and Voltchkova [14, Proposition 2], and Theorem 6.2.3.

Other techniques use the Fourier transform (see, e.g., Brodén and Tankov [9]).

5.2.2. Upper bounds for the gradient process. Gradient estimates in the Lévy setting are stud-

ied in different ways in the literature. In [10, Theorem 1.1 and Remark 2.4], Hölder regularities

are studied, where one looks for an improvement of the Hölder regularity caused by the transition

group. In a way, this is opposite to our question. The result from the literature we contribute to

is [52, Theorem 1.3] (see Remark 5.2.21 below). Finally, Laukkarinen [40] investigates when

f .XT / belongs to D1;2 or .L2.P/;D1;2/�;1 in dependence on f 2 Höl0�;1.R/ and properties of

the underlying Lévy process X . In our context, we look for L1- and BMO-bounds for vector-

valued gradient processes generated by an f .XT / when f 2 Höl0�;2.R/, where we do not need

and consider any Malliavin smoothness of f .XT / itself. Moreover, for a given f .XT / the frac-

tional smoothness of the gradient process depends on the direction in which the gradient process

is tested. So far, we do not see a way to exploit the results from [40] for our purpose, but it would

be worthy to understand connections.

For this section we assume the following setting:

(1) X D .Xt /t2Œ0;T � is a Lévy process with �.R/ 2 .0;1�.

(2) 
 is a probability measure on B.R/.
Let us start by formalizing the right-hand side of (5.2.2):

Definition 5.2.3. For anF W Œ0;T /	R!R, such that x 7!F.t;x/ is measurable for all t 2 Œ0;T /,
and for .t;x/ 2 Œ0;T /	R we define

D�F.t;x/ WD
�
R0

F.t;xCz/�F.t;x/
z


.dz/ if

�
R0

jF.t;xCz/�F.t;x/j
jzj 
.dz/ <1:

If additionally we have that F.t; �/ 2 C 1.R/, then we let

D�F.t;x/ WD 
.f0g/@xF.t;x/C
�
R0

F.t;xCz/�F.t;x/
z


.dz/:

3The integral with respect to 
.dz/ exists for ! 62Nt and we omit 
.f0g/@xF.t;Xt .!// if 
.f0g/D 0.
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One point of this definition is that the measure 
 is general. This allows us to capture differ-

ent aspects: If 
 is as in Proposition 5.2.2, then we can study GKW projections, if 
 is a Dirac

measure at z 2 R0, then we study the point-wise behaviour of .F.t;xC z/�F.t;x//=z. A gen-

eral background is provided in [29, Appendix D.3] in terms of a vector-valued gradient process

associated to a functional f .XT /.

We recall a class of functions that are of local bounded variation:

Definition 5.2.4. A Borel function f WR ! R belongs to BVloc.R/ provided that f is right

continuous and there are Borel measures �C and �� on B.R/, finite on each compact interval,

and disjoint SC;S� 2 B.R/ with SC [S� D R and �C.S�/D ��.SC/D 0, such that

f .b/�f .a/D �C..a;b�/���..a;b�/ for all �1< a < b <1:

We let jf 0j WD �C C�� and, for a Borel function gWR ! R with
�
R jg.x/jjf 0j.dx/ <1,�

R

g.x/f 0.dx/ WD
�
R

g.x/�C.dx/�
�
R

g.x/��.dx/:

The pair of measures .�C;��/ is unique and we will identify f 0 with .�C;��/. The space

BVloc.R/ consists of functions that are of bounded variation of on each compact interval (see

Rudin [50, Chapter 8]). The next definition is the key for what follows and defines two function-

als to obtain D�F.t;x/, the second term on the right-hand side of (5.2.2), from a given terminal

condition f . The first functional simply rephrasesD�F , the second one uses some kind of partial

integration.

Definition 5.2.5. (1) For t 2 Œ0;T / we define �0t;� W Dom.�0� /! R by

Dom.�0� / WD
(
f 2DX and 8s 2 Œ0;T / 80� ı � s < T 8x 2 R W

E

�
R0

ˇ̌̌̌
F.s;xCXı Cz/�F.s;xCXı/

z

ˇ̌̌̌

.dz/ <1

)
;

hf;�0t;�i WDD�F.t;0/:

(2) For t 2 Œ0;T / we define the Borel function �t;� W R ! Œ0;1� and �1t;� W Dom.�1� /! R by

�t;�.v/ WD
�
R0

P.XT�t 2 J.vIz//
jzj 
.dz/ with J.vIz/ WD vC Œ�zC;z�/;

Dom.�1� / WD
(
f 2DX \ BVloc.R/ and 80� ı � s < T 8x 2 R W

E

�
R

�s;�.v�x�Xı/jf 0j.dv/ <1
)
;

hf;�1t;�i D hf 0;�t;�i WD
�
R

�t;�.v/f
0.dv/:

In Definition 5.2.5 we use L1-conditions instead of L2-conditions which is sufficient at

this point. The L1-conditions are chosen to guarantee a point-wise definition of D�F and the

properties stated in Remark 5.2.6 below.
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In Theorem 5.2.10 we prove
�
R �t;�.v/dv D 
.R0/, Dom.�1� /
 Dom.�0� /, and that

hf 0;�t;�i D hf;�0t;�i for f 2 Dom.�1� /:

If D.R/ is the test function space that consists of all f 2 C1.R/ with compact support, then

D.R/
 Dom.�1� / (for f 2D.R/ we have f 0.dv/D f 0.v/dv and jf 0j.dv/D jf 0.v/jdv, where

f 0 on the right-hand sides is the classical derivative). If we consider �t;� 2L1.R/ as distribution

�t;� 2D0.R/ (see Rudin [49, Section 6.11]), then we have the interpretation

D�t;� D ��0t;�; (5.2.3)

see [49, Section 6.12] and �0t;� can be seen as distributional derivative of a distribution of L1-

type.

Before we continue, let us list some facts we exploit later:

Remark 5.2.6. For f 2 Dom.�0� / the following holds:

(1) D�F.t;x/D hf .xC�/;�0t;�i.
(2) One has that t 7! d.t/ WD kD�F.t; �/kBb.R/ 2 Œ0;1� is non-decreasing.

(3) The process .D�F.t;Xt //t2Œ0;T / is a martingale.

(4) There exists a càdlàg modification ' D .'t /t2Œ0;T / of .D�F.t;Xt //t2Œ0;T / such that

j't j � d.tC/ on Œ0;T /	�:
It will be useful to consider �0t;� as linear functional on semi-normed spaces:

Definition 5.2.7. For t 2 Œ0;T / and a linear space E 
 Dom.�0� / equipped with a semi-norm

j � jE , we let k�0t;�kE� WD infc, where the infimum is taken over all c > 0 such that

jhf;�0t;�ij � cjf jE for all f 2E:
In this section we aim for estimates of type

kD�F.t; �/kBb.R/ � c(5.2.4).t/jf jE for all f 2E: (5.2.4)

IfE contains only functions f such that f .0/D 0 (to have a norm k �kE rather than a semi-norm

j � jE later) and are “translation invariant” in the sense that kf kE D kx 7! f .x0Cx/�f .x0/kE
for any x0 2 R, then the estimate (5.2.4) is equivalent to

jD�F.t;0/j D jhf;�0t;�ij � c(5.2.4).t/kf kE for all f 2E:
This is the reasoning for the definition of hf;�0t;�i, i.e. for the estimates (5.2.4) one does not

need to work with the Banach space Bb.R/. One application of the results of this section are

the upper gradient estimates provided by Corollary 5.2.13 that can be seen as a counterpart to

Theorem 3.5.5 proved on the Wiener space. To prove Corollary 5.2.13 we use the interpola-

tion result [29, Theorem 7.1] with end-point estimates derived by Theorem 5.2.9 and Theo-

rem 5.2.12. As an application, inequality (5.2.11) of Corollary 5.2.13 allows for BMO-estimates

of .D�F.t;Xt //t2Œ0;T / after applying our Riemann–Liouville type operators to its càdlàg version

by exploiting Theorem 5.2.11.

To start with, we introduce a variational quantity that is one key for us to obtain upper bounds

for gradient processes:
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Definition 5.2.8. For 	 2 Œ0;1� and s 2 Œ0;T �, we let

kXskTV.�;�/ WD inf
P


�
R0

P.z/1��
.dz/
�

2 Œ0;1�;

where the infimum is taken over all measurable P W R0 ! Œ0;1/ such that

kPzCXs
�PXs

kTV

jzj � P.z/ for z 2 R0:

We use the potentials P to avoid a discussion about the measurability of the map z 7!
kPzCXs

�PXs
kTV (which would not be necessary for us). We have the following special cases:

(1) kXskTV.�;1/ D 
.R0/ <1 for s 2 Œ0;T �.
(2) kX0kTV.�;�/ D 21�� �

R0
jzj��1
.dz/ for 	 2 Œ0;1�.

(3) kXskTV.ız ;�/ D
�kPzCXs �PXs kTV

jzj
�1��

<1, 	2 Œ0;1�, if ız is the Dirac measure at z 2R0.

We will not use kX0kTV.�;�/, whereas our idea is to use kXskTV.�;�/ for s 2 .0;T �, where

we exploit the behaviour of kPzCXs
�PXs

kTV. This enables us to obtain the correct blow-up of

gradient processes when considering ˇ-stable-like processes. Upper bounds for kXskTV.ız ;�/ can

be found in the literature, see Schilling, Sztonyk and Wang [52, Theorem 3.1], Theorem 5.2.9(2)

is a variant for our setting.

In Theorem 5.2.9 and Theorem 5.2.10 below we provide basic properties of �0t;� and �1t;�.

We will use Theorem 5.2.9 to deduce upper and Theorem 5.2.10 to deduce lower bounds for our

gradient processes. Moreover, Theorem 5.2.10 gives the interpretation (5.2.3) of �0t;� and �1t;�
as distributions.

Theorem 5.2.9 (Properties of the functional �0t;�). Assume 	 2 Œ0;1� and .Xt /t2Œ0;T � 
 L�.P/.

(1) If kXskTV.�;�/ <1 for s 2 .0;T �, then Höl�.R/
 Dom.�0� / and

k�0t;�k.Höl�.R//� � kXT�tkTV.�;�/; (5.2.5)

where Höl�.R/ is equipped with the semi-norm

jf j�;1 WD kf �f .0/kHöl0�;1.R/
if 	 2 .0;1/:

(2) If t 2 Œ0;T / and XT�t has a C 1.R/-density y 7! pT�t .y/, then

kXT�tkTV.�;�/ �
�
R0

�
min



2

jzj ;k@ypT�tkL1.R/

�	1��

.dz/:

In particular, if � > 0, then pT�t 2 C 1.R/ with k@ypT�tkL1.R/ �
q

2
��2 .T � t /� 1

2 .

PROOF. (1) First we remark that .Xt /t2Œ0;T � 
 L�.P/ implies that Höl�.R/ 
 DX . Moreover,

for fixed z 2 R0, t 2 Œ0;T /, and f 2 Höl1.R/ we obtain the estimateˇ̌̌̌
F.t;xCz/�F.t;x/

z

ˇ̌̌̌
� jf jHöl1.R/ (5.2.6)

and, for f 2 Bb.R/ and x0 2 R,

jF.t;xCz/�F.t;x/j D
ˇ̌̌̌�

R

.f .xCy/�f .x0//PzCXT�t
.dy/�

�
R

.f .xCy/�f .x0//PXT�t
.dy/

ˇ̌̌̌
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�
�
R

jf .xCy/�f .x0/j jPzCXT�t
�PXT�t

j.dy/
� kf �f .x0/kBb.R/kPzCXT�t

�PXT�t
kTV:

Therefore, ˇ̌̌̌
F.t;xCz/�F.t;x/

z

ˇ̌̌̌
� c(5.2.7)

kPzCXT�t
�PXT�t

kTV

jzj (5.2.7)

for c(5.2.7) WD kf kC0
b
.R/ if f 2 C 0

b
.R/ (take x0 D 0) and c(5.2.7) WD jf j0 if f 2 Höl0.R/ (take the

supremum over x0 2 R on the right-hand side). Moreover, real interpolation between (5.2.7) for

C 0
b
.R/ and (5.2.6) for Höl01.R/ (for fixed x and z) implies thatˇ̌̌̌

F.t;xCz/�F.t;x/
z

ˇ̌̌̌
� kf kHöl0�;1.R/

�kPzCXT�t
�PXT�t

kTV

jzj

1��

(5.2.8)

for 	 2 .0;1/ by (2.4.1). From (5.2.7) and (5.2.6) we deduce Höl�.R/
 Dom.�0� / and (5.2.5) for

	 2 f0;1g. If 	 2 .0;1/, then (5.2.8) implies Höl0�;1.R/ 
 Dom.�0� / and (5.2.5) with Höl�.R/

replaced by Höl0�;1.R/. But if f 2 Höl�.R/, then we replace f by f0 WD f �f .0/2 Höl0�;1.R/
and get (5.2.8) with constant kf �f .0/kHöl0�;1.R/

. This concludes the proof of (1).

(2) We observe that

kPzCXT�t
�PXT�t

kTV D kpT�t .��z/�pT�tkL1.R/
D
�
R

ˇ̌̌̌� x

x�z
@ypT�t .y/dy

ˇ̌̌̌
dx

� sign.z/

�
R

� x

x�z
ˇ̌
@ypT�t .y/

ˇ̌
dydx

D jzj
�
R

ˇ̌
@ypT�t .y/

ˇ̌
dy:

As we have kPzCXT�t
�PXT�t

kTV � 2 as well, we obtain the first part of item (2). If � > 0

and s 2 .0;T �, then the density of Xs is given by ps.y/ WD Ep�Ws
.y �Js/ where p�Ws

is the

C1-density of �Ws and satisfies

k@ypskL1.R/ D kE@yp�Ws
.��Js/kL1.R/ � k@yp�Ws

kL1.R/ D
r

2

��2
s� 1

2 : �

Theorem 5.2.10 (Properties of the functional �1t;�). Let t 2 Œ0;T /.
(1) One has

�
R �t;�.v/dv D 
.R0/.

(2) One has Dom.�1� /
 Dom.�0� / and for f 2 Dom.�1t;�/ and x 2 R that

D�F.t;x/D hf x;�1t;�i D hf x;�0t;�i if f x.�/ WD f .�Cx/:

(3) If q;r 2 Œ1;1�, XT�t has a density pT�t 2 Lr.R/, and s WD r ^q, then

k�t;�kLq.R/ � kpT�tkLs.R/

�
R0

jzj 1
q

� 1
s 
.dz/:

PROOF. See the proof of [29, Theorem 8.10]. �

We return to the Riemann–Liouville type operators and aim for correct upper bounds for

(say) kI˛'�'0kBMO2.Œ0;T //
. Point-wise bounds for kD�F.t; �/kBb.R/, in the sense that t 2
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Œ0;T / is fixed, will not yield to optimal results. Instead, we exploit integral bounds expressed by

jjjf jjj�;˛ below.

Theorem 5.2.11. Assume that ˛ > 0, f 2 Dom.�0� /, and

jjjf jjj2�;˛ WD 2˛

T 2˛

� T

0

.T � t /2˛�1kD�F.t; �/k2Bb.R/
dt <1;

and define

".a/2 WD 2˛

T 2˛

� T

a

.T � t /2˛�1kD�F.t; �/k2Bb.R/
dt � jjjf jjj2�;˛

so that ".a/ # 0 if a " T . For a càdlàg modification ' D .'t /t2Œ0;T / of .D�F.t;Xt //t2Œ0;T / one
has

(1)
�
T�a
T

�˛kD�F.a; �/kBb.R/ � ".a/ for a 2 Œ0;T /,
(2) EFa

�jI˛t '�I˛a'j2�� ".a/2 a.s. for 0� a < t < T ,

(3)
��.I˛t '�I˛a'/t2Œa;T /

��
BMO2.Œa;T //

� 3".a/ for a 2 Œ0;T /.
PROOF. (1) follows from

.T �a/2˛
2˛

kD�F.a; �/k2Bb.R/
D
� T

a

.T � t /2˛�1kD�F.a; �/k2Bb.R/
dt

�
� T

a

.T � t /2˛�1kD�F.t; �/k2Bb.R/
dt D T 2˛

2˛
".a/2:

(2) We assume B 2 Fa of positive measure and apply Proposition 2.3.2, formula (2.3.2), to get�
B

jI˛t '�I˛a'j2dPB D 2�T �2˛
�
B

� T

a

.T �u/2˛�1 j'u^t �'aj2 dudPB

� 2˛T �2˛
�
B

� T

a

.T �u/2˛�1 j'u^t j2 dudPB

� 2˛T �2˛
� T

a

.T �u/2˛�1kD�F.u; �/k2Bb.R/
du

D ".a/2:

(3) Because the BMO2.Œa;T //-norm is invariant when passing to càdlàg modifications, we may

assume the bound from Remark 5.2.6(4) for ' in order to get

j�I˛t 'j D
�
T � t
T

	˛
j�'t j � 2".t/ on Œ0;T /	�:

The statement follows from item (2), (2.2.1), and Proposition 2.2.2(1) (applied to the time interval

Œa;T /). �
Theorem 5.2.12 (End-point estimate). Let X D .Xt /t2Œ0;T � be a Lévy process. If there are
" 2 .0;1/ and ˇ 2 .0;1� such that

c(5.2.9) WD sup
n2N

2"n
.f2�n � jzj< 2�nC1g/ <1; (5.2.9)

c(5.2.10) WD sup
s2.0;T �

sup
z2supp.�/nf0g

s
1
ˇ

kPzCXs
�PXs

kTV

jzj <1; (5.2.10)
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then, for 	 2 Œ0;1� "/ there is a constant c D c.";ˇ;	;c(5.2.9); c(5.2.10)/ > 0 such that

kXskTV.�;�/ � c s
�C��1

ˇ for s 2 .0;T �:
PROOF. See the proof of [29, Theorem 8.12]. �

By using the interpolation technique and end-point estimates, we deduce the following result

(see [29, Corollary 8.3] for the detailed proof):

Corollary 5.2.13. Assume that .Xt /t2Œ0;T � 
 L1.P/ and either that
(1) � > 0, .";ˇ/D .0;2/, or
(2) � D 0, .";ˇ/ 2 .0;1/	 .1;2/, and that (5.2.9) and (5.2.10) hold.

Then one has for 	2 .0;1�"/, ˛ WD 1�."C�/
ˇ

2 �0; 1
ˇ

�
, and q 2 Œ1;1� that Höl0�;q.R/
 Dom.�0� /

and ��t 7! .T � t /˛kD�F.t; �/kBb.R/

��
Lq.Œ0;T /;

dt
T�t

/
� c.q/(5.2.11)kf kHöl0�;q.R/

(5.2.11)

for f 2 Höl0�;q.R/, where c.q/(5.2.11) > 0 is a constant independent from f . In particular, for q D 2

we obtain

jjjf jjj�;˛ �
p
2˛

T ˛
c
.2/
(5.2.11)kf kHöl0�;2.R/

;

for q D 1 we obtain

kD�F.t; �/kBb.R/ � c
.1/
(5.2.11)kf kHöl0�;1.R/

.T � t / "C��1
ˇ ; t 2 Œ0;T /:

5.2.3. Lower bounds for the oscillation of gradient processes. Theorem 5.2.18 and Theo-

rem 5.2.19 are the main results of this subsection. Their background is from Proposition 5.2.2

where we compute the gradient process of the GKW projection. Theorem 5.2.18 proves the max-

imal oscillation of these gradients and Theorem 5.2.19 determines the quantitative behaviour of

the maximal oscillation as a counterpart to Corollary 5.2.13.

To handle the oscillation we exploit the supports of the laws PXt
and transform the Lévy

process .Xt /t2Œ0;T � into the process .Yt /t2Œ0;T � below which has independent and stationary

increments as well. The statements Theorem 5.2.15, Example 5.2.16, and Example 5.2.17, are

formulated for the Y -process, before we return to the X -process. Let us start with the basic

setting of this subsection:

Assumption 5.2.14. (1) In the notation of Example 3.4.6 we use

supp.Xt /DQC`t; t 2 .0;T �; and Yt D .Xt �`t/�fXt 2supp.Xt /g for t 2 Œ0;T �:
(2) The function H W Œ0;T /	Q! R is Y -consistent, which means

(a) H.t; �/ is continuous on Q for all t 2 Œ0;T /,
(b) EjH.t;yCYt�s/j<1 for all 0� s � t < T and y 2Q,

(c) EH.t;yCYt�s/DH.s;y/ for all 0� s � t < T and y 2Q.

(3) 
 is a probability measure on B.R/.
The reason for this definition is the following statement, where we recall Definition 3.4.1.

Theorem 5.2.15. Let H be Y -consistent and 't WD H.t;Yt /, t 2 Œ0;T /. Then ' D .'t /t2Œ0;T /
is a martingale of maximal oscillation with constant 2. Moreover, if for all t 2 Œ0;T / there is an
t 2 .t;T / such that H.t;Yt / 2 L2.P/, then the following assertions are equivalent:
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(1) inft2.0;T /Osct .'/D 0.
(2) 't D '0 a.s. for all t 2 .0;T /.

Item (2) in Theorem 5.2.15 implies a forward uniqueness: If there is an s 2 .0;T / such that

'0 D 's a.s., then the martingale is constant a.s.

PROOF OF THEOREM 5.2.15. The martingale property follows by the definition and the maxi-

mal oscillation with constant 2 follows from Example 3.4.6. Regarding the equivalence we only

need to show (1))(2). For 0 < s < t < T , y0
1;y

0
2 2Q and ! 2 .Yt �Ys/�1.Q/ we obtain that

k't �'skL1.P/ D sup
y;y02Q

jH.t;yCy0/�H.s;y0/j

� jH.t;y0
1C .Yt �Ys/.!/Cy0

2CYs.!//�H.s;y0
2CYs.!//j

D jH.t;y0
1Cy0

2CYt .!//�H.s;y0
2CYs.!//j;

where the first inequality comes from 't�'s DH.t;Yt�YsCYs/�H.s;Ys/, supp.Yt�Ys;Ys/D
Q	Q, and from the continuity of Q	Q 3 .y;y0/ 7!H.t;yCy0/�H.s;y0/. This implies

k't �'skL1.P/ � sup
y;y02Q

jEH.t;yCy0 CYt /�EH.s;y0 CYs/j

D sup
y;y02Q

jH.0;yCy0/�H.0;y0/j

� sup
y2Q

jH.0;y/�H.0;0/j:

For s D 0 we use the same idea with y0 D y0
2 D 0 to get k't �'0kL1.P/ � supy2Q jH.0;y/�

H.0;0/j. So (1) yields to C WD H.0;0/ D H.0;y/ for all y 2 Q. Fix 0 � t < t < T as in our

assumption. According to Lemma 5.1.3, we have a chaos expansion

H.t;Yt /D EH.t;Yt /C
1X
nD1

In

� Qhn�˝n
Œ0;t�

�
with Qhn 2 L2.�˝n/. Let eY be an independent copy of Y with the corresponding expectation eE.

For �t WD t � t > 0 this implies EF�t
ŒH.t;Yt /�DeEH.t;Y
t CeY t /DH.0;Y
t /D C a.s. and

C D EF�t
ŒH.t;Yt /�D EH.t;Yt /C

1X
nD1

In

� Qhn�˝n
Œ0;
t�

�
a.s.

Therefore, Qhn D 0 in L2.�
˝n/ for all n � 1, which yields H.t;Yt /D C a.s. Since supp.Yt /D

Q D supp.Yt /, together with the continuity of H.t; �/ on Q, we derive that H.t;y/D C for all

y 2Q. Therefore 't DH.t;Yt /D C a.s. �

The next two results provide the fundamental examples of Y -consistent functions:

Example 5.2.16 ([29], Example 8.17). We assume

(1) that kWQ ! R is a Borel function with Ejk.yCYs/j<1 for .s;y/ 2 Œ0;T �	Q and that

KW Œ0;T /	Q! R with K.t;y/ WD Ek.yCYT�t / satisfies

E

�
Qnf0g

ˇ̌̌̌
K.t;yCYı Cz/�K.t;yCYı/

z

ˇ̌̌̌

.dz/ <1 for 0� ı � t < T;

(2) that y 7!K.t;y/ is continuous on Q for t 2 Œ0;T /,
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(3) that for all .t;y/ 2 Œ0;T /	Q there is an " > 0 such that the family of functions

z 7! K.t;y0 Cz/�K.t;y0/
z

;

indexed by y0 2Q with jy�y0j< ", is uniformly integrable on .Qnf0g;
/.
Then we obtain a Y -consistent function by

H.t;y/ WD
�
Qnf0g

K.t;yCz/�K.t;y/
z


.dz/ for .t;y/ 2 Œ0;T /	Q:

Example 5.2.17 ([29], Example 8.18). Let � > 0. Then QD R and the following holds:

(1) If kWR ! R is a Borel function with Ejk.YT /jq <1 for some q 2 .1;1/, then

Ejk.yCYT�t /j<1 for .t;y/ 2 Œ0;T �	R:

If K.t;y/ WD Ek.yC YT�t / on Œ0;T �	R, then K.t; �/ 2 C1.R/ for t 2 Œ0;T / and we

obtain a Y -consistent function H W Œ0;T /	R ! R by

H.t;y/ WD @yK.t;y/ with H.t;y/D 1

�
E

�
k.yCYT�t /

WT�t
T � t



:

(2) If k 2 Höl�.R/ for some 	 2 Œ0;1� (and Ejk.YT /jq <1 as above if 	 2 .0;1�), then

kH.t; �/kBb.R/
� jkjHöl�.R/�

��1.T � t /��1
2

�
R

jxj�C1e� x2

2
dxp
2�
:

Now we are in a position to return to the setting of Proposition 5.2.2:

Theorem 5.2.18 (Maximal oscillation). Suppose that
(a) the Lévy process .Xt /t2Œ0;T � is an L2.P/-martingale and 
 WD �=�.R/,
(b) 	 2 Œ0;1� and kXskTV.�;�/ <1 for all s 2 .0;T � if 	 2 Œ0;1/,
(c) f 2 Höl�.R/, where we additionally assume that y 7! f .yC `T / is continuous on Q if

	D � D 0.
Then f 2 Dom.�0� / and, additionally, F.t; �/ 2 C1.R/ for t 2 Œ0;T / if � > 0. Letting 't WD
D�F.t;Xt / for t 2 Œ0;T /, the following holds:

(1) k'tkL1.P/ D supx2supp.Xt /
jD�F.t;x/j for t 2 Œ0;T /.

(2) .'t /t2Œ0;T / is an L2.P/-martingale of maximal oscillation with constant 2.
(3) Unless 't D '0 a.s. for all t 2 Œ0;T /, one has inft2.0;T /Osct .'/ > 0.

PROOF. See the proof of [29, Theorem 8.19]. �
Now we provide in Theorem 5.2.19 the corresponding lower bounds for Corollary 5.2.13.

The conditions (5.2.12) and (5.2.13) are a counterpart to (5.2.9) and (5.2.10) assumed in Corol-

lary 5.2.13. The proof of this result is given in [29, Theorem 8.20].

Theorem 5.2.19 (Size of maximal oscillation). Suppose that
(a) the Lévy process .Xt /t2Œ0;T � is an L2.P/-martingale and 
 WD �=�.R/,
(b) 	 2 Œ0;1/ and kXskTV.�;�/ <1 for all s 2 .0;T �,
(c) f� W R ! R 2 Höl�.R/ is given by f�.x/ WD .x_0/� if 	 2 .0;1/ and f0.x/ WD �Œ0;1/.x/.

If F�.t;x/ WD Ef�.xCXT�t / for .t;x/ 2 Œ0;T /	R, then one has
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(1) inft2Œ0;T /.T � t /1� 1C�
2 @xF�.t;0/ > 0 if � > 0,

(2) inft2Œ0;T /.T � t /1� 1C�
ˇ D�F�.t;0/ > 0 if � D 0 and ˇ 2 Œ1C	;2/, and if


.Œ�d;d �/� c(5.2.12)d
2�ˇ for d 2 .0;d(5.2.12)�; (5.2.12)

inf

jvj_jzj�Qc(5.2.13)s
1
ˇ ;z 6D0

P.Xs 2 J.vIz//
jzj � c(5.2.13)s

� 1
ˇ for s 2 .0;T �; (5.2.13)

for some constants c(5.2.12), d(5.2.12), c(5.2.13), Qc(5.2.13)>0 and where J.vIz/D vCŒ�zC;z�/.

5.2.4. Sharpness of the results - ˇ-stable-like processes. In this section we assume a Lévy

process X D .Xt /t2Œ0;T � with � D 0, which is an L2.P/-martingale, and ˇ 2 .1;2/ such that the

Lévy measure satisfies �.dz/D p�.z/dz, where p� is symmetric and

0 < liminf
jzj!0

jzj1Cˇp�.z/� limsup
jzj!0

jzj1Cˇp�.z/ <1:

We consider a D 2 L2.R;�/ with D � 0 and
�
RD

2d� > 0, and set

d
 WD Dd�
�
RDd�

:

Given " 2 .0;1/, the small-ball assumption (5.2.9) reads as��
R

Dd�

	
sup
n2N

2"n
.f2�n � jzj< 2�nC1g/D sup
n2N

2"n
�
Œ2�n;2�nC1/

Dd� <1: (5.2.14)

Given f 2 DX \L2.R;PXT
/, we also discuss the Riemann approximation of the stochastic

integral �
.0;T /

't�.f;
/dXDt

that represents by Proposition 5.2.2 the GKW projection of f .XT / on I.XD/ up to a factor. The

corresponding error process with respect to the time-net � D .ti /
n
iD0 2 Tdet is

Et .f I�;D/ WD
�
.0;t�

's�.f;
/dXDs �
nX
iD1

'ti�1�.f;
/.XDti ^t �XDti�1^t /; t 2 Œ0;T /:

Theorem 5.2.20. Let 	 2 .0;1� "/, ˛ WD 1�."C�/
ˇ

, � WD 1�2˛, and assume that the functional

D satisfies the "-small ball property (5.2.14). Then Höl0�;2.R/ 
 Dom.�0� / and the following
holds:
UPPER BOUNDS: For f 2 Höl0�;2.R/ and the parameters ‚ WD .ˇ;�;";D;	;T / the following
holds:

(1) There is a c(5.2.15) D c.‚/ > 0 such that one has

sup
t2Œ0;T /

.T � t /˛k't .f;
/kL1.P/CkI˛'.f;
/�'0.f;
/kBMO2.Œ0;T //
� c(5.2.15)kf kHöl0�;2.R/

;

(5.2.15)

lim
a"T

����I˛t '.f;
/�I˛a'.f;
/�t2Œa;T /���BMO2.Œa;T //
D 0: (5.2.16)
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(2) There is a c(5.2.17) D c.‚/ > 0 such that one has

kE.f I�;D/kbmo2.Œ0;T //
� c(5.2.17)

p
k�k� kf kHöl0�;2.R/

: (5.2.17)

(3) '.f;
/ has maximal oscillation with constant 2.
(4) Unless '.f;
/ is almost surely constant, one has inft2Œ0;T /Osct .'.f;
// > 0.

(5) If p 2 Œ2;1/, then there is a c(5.2.18) > 0 such that for 0� a < t < T ,ˆ 2 CLC.Œ0; t �/ with
1_j�Xsj �ˆs on Œ0; t �, supu2Œ0;t�ˆu 2 Lp.P/, and � > 0 one has

PFa

�
jEt .f I��n ;D/�Ea.f I��n ;D/j> �

�
� c(5.2.18) min

(
1

n�2
;
EFa

�
supu2Œa;t�ˆ

p
u

�
�p.T � t /p˛

)
a.s.

(5.2.18)

LOWER BOUNDS: For D � 1 we can take "D 2�ˇ and there is an f� 2 Höl�.R/ such that for
't WD 't .f�;
/ one has:

(6) inft2.0;T /.T � t /˛Osct .'/ > 0.

(7) There is a c(5.2.19) > 0 such that for all � D .ti /
n
iD0 2 Tdet with k�k� D tk�tk�1

.T�tk�1/1�� ,

inf
#i�12L0.Fti�1

/
sup

a2Œtk�1;tk/

�����EFa

"�
.a;T /

ˇ̌̌̌
'u�

nX
iD1

#i�1�.ti�1;ti �.u/

ˇ̌̌̌2
du

#�����
L1.P/

� c2(5.2.19)k�k� :

(5.2.19)

(8) kE.f I�;1/kbmo2.Œ0;T //
�
p
�.R/c(5.2.19)

pk�k� for all � 2 Tdet.

Remark 5.2.21. From the above theorem we get that

k't .f;
/kL1.P/ � c(5.2.15).T � t /� 1�."C�/
ˇ kf kHöl0�;2.R/

:

Let us take a sequence of real numbers jzl j D 2�l , l 2 N, and consider the corresponding Dirac-

measures 
l D ızl
. Suppose that the small ball condition


l.f2�n � jzj< 2�nC1g/� c(5.2.9)2
�"n

holds uniformly in l and n. Because 
l.f2�l � jzj<2�lC1g/D 1 this implies that 1� c(5.2.9)2
�"n

for all n2N and finally "D 0. If we interpret f 2Bb.R/ as 	D 0, then we would get an exponent

.T � t /� 1�."C�/
ˇ D .T � t /� 1

ˇ

which is the upper bound of [52, Theorem 1.3].

5.3. Gradient type estimates in the exponential Lévy setting

Because of the weighted setting which is caused by the usage of exponential Lévy processes,

it seems that we cannot use the interpolation method as in Section 5.2 to derive gradient estimates,

at least in a straightforward way.

We first introduce some sub-classes of Hölder continuous functions and bounded Borel func-

tions, where the payoff functions are contained in.
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Definition 5.3.1 ([60]). For 	 2 Œ0;1� and q 2 Œ1;1�, and for a non-empty open interval U 
 R,

we define

Höl�.U / WD


f WU ! R Borel W jf jHöl�.U / WD sup

x;y2U;x¤y
jf .x/�f .y/j

jx�yj� <1
�
;

VW 1;q.U / WD


f WU ! R W 9k 2 Lq.U /; f .y/�f .x/D

� y

x

k.u/du;8x;y 2 U;x < y
�
;

and let jf j VW 1;q.U /
WD kkkLq.U /.

For 	 2 Œ0;1�, Hölder’s inequality implies that

VW 1; 1
1�� .U /
 Höl�.U / with jf jHöl�.U / � jf j VW 1; 1

1�� .U /
; 8f 2 VW 1; 1

1�� .U /:

In particular, VW 1;1.U /D Höl1.U /, which is the space of Lipschitz functions on U .

Definition 5.3.2 ([60], ˛-stable-like Lévy measures). Let � be a Lévy measure and ˛ 2 .0;2/.
(1) We let � 2 S1.˛/ if one can decompose � D �1C�2, where �1;�2 are Lévy measures that

satisfy

limsup
juj!1

1

juj˛
�
R

.1� cos.ux//�2.dx/ <1; (5.3.1)

�1.dx/D k.x/

jxj˛C1�fx¤0gdx; (5.3.2)

where 0 < liminfx!0k.x/ � limsupx!0k.x/ < 1, and the function x 7! k.x/
jxj˛ is non-

decreasing on .�1;0/ and non-increasing on .0;1/.

(2) We let � 2 S2.˛/ if

0 < liminf
juj!1

1

juj˛
�
R

.1� cos.ux//�.dx/� limsup
juj!1

1

juj˛
�
R

.1� cos.ux//�.dx/ <1:

Remark 5.3.3. Let ˛ 2 .0;2/.
(1) One has S1.˛/ 
 S2.˛/. Indeed, for � 2 S1.˛/ with the decomposition � D �1 C �2,

a computation shows that �1 2 S2.˛/. Hence, � 2 S2.˛/. Moreover, since �.dx/ WD
x�1�˛

�.0;1/.x/dx belongs to S2.˛/nS1.˛/, the inclusion S1.˛/
 S2.˛/ is strict.
(2) According to [8, Theorem 3.2], if � 2 S2.˛/ for some ˛ 2 .0;2/, then ˛ is equal to the

Blumenthal–Getoor index of �, i.e. ˛ D inffr 2 Œ0;2� W �jxj�1 jxjr�.dx/ <1g.

We provide a sufficient condition for a Lévy measure in S1.˛/.

Lemma 5.3.4. If a Lévy measure � has a density p.x/ WD �.dx/
dx

which satisfies

0 < liminf
jxj!0

jxj1C˛p.x/� limsup
jxj!0

jxj1C˛p.x/ <1

for some ˛ 2 .0;2/, then � 2 S1.˛/.

PROOF. By assumption, there exist constants 0 < c � C <1 and " > 0 such that

cjxj�1�˛ � p.x/� C jxj�1�˛; 8jxj � ":
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We let

�1.dx/ WD c�f0<jxj�"gjxj�1�˛dx and �2.dx/ WD �.dx/��1.dx/:
Then �1 satisfies (5.3.2). For �2, we have�

R

.1� cos.ux//�2.dx/� .C � c/
�

jxj�"
1� cos.ux/

jxj1C˛ dxC2

�
jxj>"

�.dx/;

which implies that (5.3.1) holds for �2. Hence, � 2 S1.˛/. �

Example 5.3.5. Let us provide some examples for those classes of Hölder functions and of ˛-

stable-like processes used in financial modelling.

(1) The European call and put are Lipschitz, hence they belong to VW 1;1.RC/.
The power call g.y/ WD ..y�K/_0/� with K > 0 and 	 2 .0;1/ belongs to C 0;�.RC/,
but g … VW 1;q.RC/ for any q 2 .1;1/. However, we can decompose g D g1Cg2, where

g1.y/ WD ..y�K/_0/� ^1 and g2 WD g�g1, so that g1 2 \1�q< 1
1��

VW 1;q.RC/ and g2

is Lipschitz. This decomposition of g fits well with the quadratic hedging approach we

choose later, which asserts that the hedging strategy of g is the sum of that of g1 and g2.

The binary option g.y/ WD �ŒK;1/.y/ belongs to C 0;0.RC/ obviously.

(2) The CGMY process with parameters C;G;M > 0 and Y 2 .0;2/ (see Schoutens [53, Sec-

tion 5.3.9]) has the Lévy measure

�CGMY.dx/D C
eGx�fx<0g C e�Mx

�fx>0g
jxj1CY �fx¤0gdx

which belongs to S1.Y / due to Lemma 5.3.4.

The Normal Inverse Gaussian (NIG) process (see Schoutens [53, Section 5.3.8]) has the

Lévy density pNIG.x/ WD �NIG.dx/=dx that satisfies

0 < liminfjxj!0x
2pNIG.x/� limsupjxj!0x

2pNIG.x/ <1:

Hence, Lemma 5.3.4 verifies that �NIG 2 S1.1/.

Let X D .Xt /t2Œ0;T � be a Lévy process with .X jP/� .�;�;�/. Proposition 5.3.6 below is a

variant of Theorem 5.2.9 in the exponential Lévy setting.

Proposition 5.3.6 (Hölder estimates). Let g 2 C 0;�.RC/ with 	 2 Œ0;1�. Define

Ptg.y/ WD Eg.yeXt /; y > 0; t 2 .0;T �:
Then there exists a constant c(5.3.3) > 0 such that for any z > 0;y > 0 and any t 2 .0;T � one has

jPtg.z/�Ptg.y/j � c(5.3.3)Ut .y;z/; (5.3.3)

where the cases for Ut .y;z/ are provided as follows:

(1) If � > 0 and
�

jxj>1 e2x�.dx/ <1, then Ut .y;z/D �
t

��1
2

jz��y�j
�

�^jz�yj�.

(2) When � D 0 and
�

jxj>1 ex�.dx/ <1:

(a) If � 2 S1.˛/ for some ˛ 2 .0;2/, then Ut .y;z/D �
t

��1
˛

jz��y�j
�

�^jz�yj�.

(b) If � 2 S2.˛/ for some ˛ 2 .0;2/ and g 2 VW 1; 1
1�� .RC/, then

Ut .y;z/D �
t

��1
˛ j lnz� lnyj1��jz�yj��^jz�yj�:
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Here, we set 00 WD 1 and jz0�y0j
0

WD lim�#0 jz��y�j
�

D j lnz� lnyj by convention.

PROOF. See the proof of [60, Proposition 8.5]. �

Motivated by the hedging strategies established later in (6.2.2) and (7.2.1), we write symbol-

ically for a Lévy measure ` and a Borel function g the formula

�`.t;y/ WD �2@yPtg.y/C
�
R

Ptg.e
xy/�Ptg.y/
y

.ex �1/`.dx/ (5.3.4)

for .t;y/ 2 .0;T �	RC, where Ptg.y/D Eg.yeXt /, and we set @yPtg.y/ WD 0 if � D 0.

Theorem 5.3.7 (Gradient type estimates). Let ` be a Lévy measure and g 2 Höl�.RC/ with 	 2
Œ0;1�. Assume

�
jxj>1 e.�C1/x`.dx/<1. Then �`.t;y/ is well-defined for all .t;y/2 .0;T �	RC,

and there is a constant c(5.3.5) > 0 such that

j�`.t;y/j � c(5.3.5)Vty
��1; 8.t;y/ 2 .0;T �	RC; (5.3.5)

where the cases for Vt are provided as follows:

(1) If � > 0 and
�

jxj>1 e2x�.dx/ <1, then Vt D t
��1

2 .

(2) If � D 0,
�

jxj>1 e�x�.dx/ <1 and
�

jxj�1 jxj�C1`.dx/ <1, then Vt D 1.

(3) If � D 0 and if the following two conditions hold:
(a) � 2 S1.˛/ for some ˛ 2 .0;2/ and

�
jxj>1 ex�.dx/ <1,

(b) there is a ˇ 2 .1C	;2� such that

0 < sup
r2.0;1�

rˇ
�

jxj�1

�ˇ̌̌x
r

ˇ̌̌2^
ˇ̌̌x
r

ˇ̌̌�C1	
`.dx/ <1; (5.3.6)

then one has Vt D t
�C1�ˇ

˛ .

(4) If � D 0 and g 2 VW 1; 1
1�� .RC/, and if the following two conditions hold:

(a) � 2 S2.˛/ for some ˛ 2 .0;2/ and
�

jxj>1 ex�.dx/ <1,
(b) there is a ˇ 2 .1C	;2� such that (5.3.6) is satisfied,
then one has Vt D t

�C1�ˇ
˛ .

Here, the constant c(5.3.5) may depend on ˇ in items (3) and (4).

Remark 5.3.8. Since jx
r
j2^ jx

r
j�C1 � jx

r
jˇ for ˇ 2 .1C	;2�, a sufficient condition for (5.3.6)

is that 0 <
�

jxj�1 jxjˇ`.dx/ <1.

Remark 5.3.9. Let us discuss the connection between item (2) in Corollary 5.2.13 and item (3)

in Theorem 5.3.7. Let 	 2 .0;1/ and let �.dx/D p�.x/dx be a Lévy measure satisfying

0 < liminfjxj!0 jxj1C�p�.x/� limsupjxj!0 jxj1C�p�.x/ <1 for some 
 2 .1C	;2/:

In Corollary 5.2.13(2), we let 
.dx/ WD x2�.dx/, and choose "D 2�
, ˇ D 
 to obtain that the

growth rate in time of the gradient process is �C1
�

�1. On the other hand, in Theorem 5.3.7(3),

we choose ` D � and ˛ D ˇ D 
 to get Vt D t
�C1

�
�1. Therefore, the growth in time of both

gradient processes coincides.
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PROOF OF THEOREM 5.3.7. In the sequel, we use the following inequality without mentioning

it again:

je�x �1j
	

� e�jxj; 8jxj � 1;	 2 Œ0;1�;

where je0x�1j
0

WD lim�#0 je�x�1j
�

D jxj.
(1) Since � > 0 and

�
jxj>1 e2x�.dx/ <1, Proposition 5.3.6(1) implies that

jPtg.z/�Ptg.y/j � c(5.3.3)

��
t

��1
2

jz��y�j
	

	
^jz�yj�

	
(5.3.7)

for all z > 0, y > 0, t 2 .0;T �. Moreover, since Ptg 2 C1.RC/ due to � > 0, we divide both

side of (5.3.7) by jz�yj and then let z ! y to obtain that

j@yPtg.y/j � c(5.3.3)t
��1

2 y��1; 8.t;y/ 2 .0;T �	RC:
Hence, we separate

�
R D �

jxj�1C�
jxj>1 and apply (5.3.7) with z D yex to obtain

j�`.t;y/j � c(5.3.3)

�
�2C

�
jxj�1

je�x �1j
	

jex �1j`.dx/
	
t

��1
2 y��1

C c(5.3.3)y
��1

�
jxj>1

jex �1j�C1`.dx/: (5.3.8)

Since 0 < �2C �
jxj�1

je�x�1j
�

jex � 1j`.dx/ � �2C e�C1 �jxj�1 jxj2`.dx/ <1 and
�

jxj>1 jex �
1j�C1`.dx/ < 1, together with inft2.0;T � t

��1
2 > 0, the second term on the right-hand side of

(5.3.8) can be upper bounded by the first term up to a positive constant. Hence, the desired

conclusion follows.

(2) One has e�t .��i/ D Ee�Xt < 1 for t > 0. The Hölder continuity of g implies that

jPtg.exy/�Ptg.y/j � jgjC0;�.RC/
Ee�Xt jex �1j�y�, and hence

j�`.t;y/j � jgjC0;�.RC/
Ee�Xty��1

�
R

jex �1j�C1`.dx/

� jgjC0;�.RC/
eT j .��i/j

�
e�C1

�
jxj�1

jxj�C1`.dx/C
�

jxj>1
jex �1j�C1`.dx/

	
y��1;

which implies the assertion.

(3) Let t 2 .0;T � and y > 0. We separate
�
R D �

jxj�1C�
jxj>1, and then apply Proposi-

tion 5.3.6(2a) with z D yex to obtain

j�`.t;y/j � c(5.3.3)y
��1

��
jxj�1

��
t

��1
˛

je�x �1j
	

	
^jex �1j�

	
jex �1j`.dx/

C
�

jxj>1
jex �1j�C1`.dx/

	
� c(5.3.3)y

��1
�

e�C1t
�C1

˛

�
jxj�1

 ˇ̌̌̌
x

t1=˛

ˇ̌̌̌2
^
ˇ̌̌̌
x

t1=˛

ˇ̌̌̌�C1!
`.dx/

C
�

jxj>1
jex �1j�C1`.dx/
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� c(5.3.3)y
��1

�
c(5.3.9)t

�C1�ˇ
˛ C

�
jxj>1

jex �1j�C1`.dx/
	
; (5.3.9)

where c(5.3.9) WD e�C1.T ˇ�2
˛ _ T ˇ���1

˛ /supr2.0;1� rˇ
�

jxj�1.jxr j2 ^ jx
r
j�C1/`.dx/ 2 .0;1/ by

(5.3.6). Since inf.t;ˇ/2.0;T ��.1C�;2� t
�C1�ˇ

˛ > 0, the desired conclusion follows from (5.3.9).

(4) Let t 2 .0;T � and y > 0. We apply Proposition 5.3.6(2b) with z D yex and use the same

argument as in the proof of item (3) to obtain

j�`.t;y/j � c(5.3.3)y
��1

��
jxj�1

��
t

��1
˛ jxj1��jex �1j�

�
^jex �1j�

�
jex �1j`.dx/

C
�

jxj>1
jex �1j�C1`.dx/

	
� c(5.3.3)y

��1
�
c(5.3.9)t

�C1�ˇ
˛ C

�
jxj>1

jex �1j�C1`.dx/
	
:

Again, a similar argument as in the one after inequality (5.3.9) yields the assertion. �



CHAPTER 6

Hedging in exponential Lévy models: The martingale setting

6.1. Introduction

We consider two types of risk for hedging an option in exponential Lévy models. The first

type comes from the incompleteness of the market and the second one is due to the impossibility

of continuously rebalancing a hedging portfolio. We now briefly discuss the first type of hedging

error.

It is known that exponential Lévy models correspond to incomplete markets in general, there

is no hedging strategy which is self-financing and replicates an option at maturity. Therefore,

one has to look for certain strategies that minimize some types of risk. In this thesis (Chapters

6 and 7), we choose the quadratic hedging approach which is a popular method to deal with the

problem in models with jumps. We refer the reader to the survey article of Schweizer [56] for

this approach.

Two typical types of quadratic hedging strategies are the mean-variance hedging (MVH)

strategies and the local risk-minimizing (LRM) strategies. Roughly speaking, the MVH strategy

is self-financing and minimizes the global hedging error in the mean square sense, while the LRM

strategy is mean-self-financing, replicates an option at maturity and minimizes the riskiness of

the cost process locally in time.

Two cases are considered:

� The martingale setting: The driving process is assumed to be a (local) martingale. In this

case, the MVH strategy and the LRM strategy can be determined via the Galtchouk–Kunita–
Watanabe (GKW) decomposition. We deal with the martingale case in Chapter 6 and establish

an explicit form for the GKW decomposition.

� The semimartingale setting: The driving process is assumed to be a semimartingale. Both

types of those strategies are intimately related to the so-called Föllmer–Schweizer (FS) decom-
position, which is an extension of the GKW decomposition in the semimartingale framework.

Namely, in our (exponential Lévy) setting, the FS decomposition gives directly the LRM strat-

egy, and the MVH strategy can be determined in a feedback form based on this decomposition

(see Schweizer [54, Theorem 3]). We discuss in Chapter 7 the semimartingale case and provide

an explicit form for the FS decomposition.

6.2. Galtchouk–Kunita–Watanabe (GKW) decomposition and explicit MVH strategies

LetX D .Xt /t2Œ0;T � be a Lévy process on a complete filtered probability space .�;F ;P;F/,
where F D .Ft /t2Œ0;T � is the augmented natural filtration of X . We let F D FT and .X jP/ �
.�;�;�/. The following assumption is imposed in this section:

Assumption 6.2.1. Assume that the exponential S D eX is a square integrable P-martingale. To

prevent the triviality, let us assume in addition that X is not a.s. deterministic.

Let us define the family of admissible strategies as

AS.P/ WD
(
# predictable W E

� T

0

#2t S
2
t�dt <1

)
:

49
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Definition 6.2.2 (Schweizer [56], p.546).
(1) The GKW decomposition of an H 2 L2.P/ is of the form

H D EH C
� T

0

#GKW
t .H/dSt CLGKW

T ; (6.2.1)

where #GKW.H/ 2AS.P/, LGKW is an L2.P/-martingale with zero mean and is strongly

orthogonal to S , i.e. the product SLGKW is a local martingale.

(2) The integrand #GKW.H/ is called the MVH strategy of H .

According to the GKW decomposition, it turns out that the MVH strategy #GKW.H/ is the

minimizer, which is unique up to a P˝�-null set, for the problem

min
#2AS.P/

E

ˇ̌̌̌
ˇH �EH �

� T

0

#tdSt

ˇ̌̌̌
ˇ
2

:

Our aim is to apply the approximation results obtained in Chapter 4 for the stochastic integral

term in (6.2.1), which can be interpreted in mathematical finance as the hedgeable part of H . To

do that, one of the main tasks for us is to find a representation of #GKW.H/ which is convenient

for verifying the conditions in Assumption 4.3.3. This issue is handled in the next subsection in

which we focus on the European type options H D g.ST /.

In the literature, there are several methods to determine an explicit form for the MVH strategy

of a European type optionH D g.ST /. Let us briefly discuss some typical approaches for which

the martingale representation of g.ST / plays the key role. A classical method is by using directly

Itô’s formula (e.g., Jacob, Méléard and Protter [36], Cont, Tankov and Voltchkova [14]) which

requires a certain smoothness of .t;y/ 7! Eg.yST�t /. Another idea is based on Fourier analysis

to separate the payoff function g and the underlying process S (e.g., Brodén and Tankov [9],

Tankov [58]). To do that, some regularity for g and S is assumed. As a third method, one can use

Malliavin calculus to determine the MVH strategy (e.g., Benth et al. [6], Løkka [41]), however

the payoff g.ST / is assumed to be differentiable in the Malliavin sense so that the Clark–Ocone

formula is applicable.

To the best of our knowledge, the result below is new and it provides an explicit formula for

the MVH strategy of g.ST / without requiring any regularity from the payoff function g nor any

specific structure of the underlying process S .

Theorem 6.2.3 (Explicit MVH strategies). For a Borel function gWRC !R with g.ST /2L2.P/,
there is a Q#GKW.g/ 2 CL.Œ0;T // such that the following assertions hold:

(1) Q#GKW� .g/ is a MVH strategy of g.ST /.

(2) Q#GKW.g/S is an L2.P/-martingale and � Q#GKW
t .g/D 0 a.s. for each t 2 Œ0;T /.

(3) For any t 2 .0;T /, a.s.,

Q#GKW
t .g/D 1

k.�;�/k
�
�2@yG.t;St /C

�
R

G.t;exSt /�G.t;St /
St

.ex �1/�.dx/
	
; (6.2.2)

where k.�;�/k WD �2C�
R.e

x �1/2�.dx/ 2 .0;1/, and G.t; �/WRC ! R is as follows:
(a) If � > 0, then we choose G.t;y/ WD Eg.yST�t /;
(b) If � D 0, then we choose G.t; �/ such that it is Borel measurable and G.t;St / D

EFt
Œg.ST /� a.s., and we set @yG.t; �/ WD 0 by convention.
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Formula (6.2.2) was also given in [14, Section 4] and in [58, Proposition 7] under some extra

conditions for g and S . A similar formula as (6.2.2) in a general framework can be found in [36,

Theorem 2.4].

PROOF OF THEOREM 6.2.3. We only sketch here the main idea of the proof, and the reader is

referred to [60, Section 6] for more details.

Step 1. According to Subsection 5.1.3, the exponential S D eX satisfies the SDE

dSt D St�dZt ; S0 D 1;

where Z is another Lévy process. Since S is an L2.P/-martingale due to assumption, it implies

that Z is also an L2.P/-martingale with zero mean.

Step 2. For each t 2 .0;T / one determines the chaos expansion of #GKW
t .g/St with respect

to the Lévy process Z in the way introduced by C. Geiss, S. Geiss and Laukkarinen [22].

Step 3. We translate this chaos expansion (with respect to Z) to an expansion with respect to

X from which one can use Proposition 5.1.2. �

6.3. Weight regularity

Let X D .Xt /t2Œ0;T � be a Lévy process with .X jP/ � .�;�;�/ and  the characteristic ex-

ponent. One also remarks that Assumption 6.2.1 is not necessarily satisfied in this section.

For 	 2 Œ0;1�, we define the processes ‚.	/ and ˆ.	/ by setting

‚.	/t D supu2Œ0;t�.S
��1
u /; ˆ.	/t D‚.	/tSt ; t 2 Œ0;T �: (6.3.1)

We will see later that‚.	/ andˆ.	/ appear as the weight processes in the discrete-time approxi-

mation using the mean-variance hedging strategies (Theorem 6.4.1) or the local risk-minimizing

strategies (Theorem 7.3.1).

Proposition 6.3.1. If
�

jxj>1 eqx�.dx/ < 1 for some q 2 .1;1/, then ˆ.	/ 2 SMq.P/ for all
	 2 Œ0;1�. Moreover,

kˆ.	/kqSMq.P/
� eT j .�i/j.2qC1/21��

�
q

q�1
	2q

kST kq
Lq.P/

:

PROOF. The first step considers the particular case when S is a martingale, and the general case

is handled in the second step.

Step 1. Assume that S is a P-martingale. Due to Sato [51, Theorem 25.3], the assumption�
jxj>1 eqx�.dx/ < 1 implies that eXt 2 Lq.P/ for all t > 0. Denote cq WD . q

q�1/q and define

M D .Mt /t2Œ0;T � by

Mt WD supu2Œ0;t� eXt �Xu :

We show that M is a positive Lq.P/-submartingale. The adaptedness and positivity are clear.

Pick a t 2 .0;T �. Since .Xt �Xt�u/u2Œ0;t� is càglàd (left-continuous with right limits) and

.Xu/u2Œ0;t� is càdlàg, and both processes have the same finite-dimensional distribution, applying

Doob’s maximal inequality yields

EM
q
t D E

h
supu2Œ0;t� eq.Xt �Xu/

i
D E

h
supu2Œ0;t� eq.Xt �Xt�u/

i
(6.3.2)

D E
�
supu2Œ0;t� eqXu

�
� cqEeqXt <1:

For 0� s � t � T one has, a.s.,

EFs
ŒMt �� EFs

�
supu2Œ0;s� eXt �Xu

�D supu2Œ0;s� eXs�XuEeXt �Xs DMs;



52 6. HEDGING IN EXPONENTIAL LÉVY MODELS: THE MARTINGALE SETTING

where we use EeXt �Xs D ESt�s D 1.

We observe that the process ˆ.	/ can be re-written as

ˆ.	/t D e�Xt sups2Œ0;t� e.1��/.Xt �Xs/ D e�XtM
1��
t :

Let us fix 	2 .0;1/ and a 2 Œ0;T �. For e�X D .e�Xt /t2Œ0;T �, applying Doob’s maximal inequality

and Jensen’s inequality we obtain that, a.s.,

EFa

h
supt2Œa;T �.e�Xt /

q
�

i
D eqXaE

h
supt2Œa;T � eq.Xt �Xa/

i
� cqeqXaEeq.XT �Xa/

D cqeqXaEeqXT�a � cqeqXaEeqXT ;

which implies

ke�XkSMq=�.P/ � .cqEeqXT /
�
q :

For M 1�� D .M
1��
t /t2Œ0;T �, one has that, a.s.,

EFa

h
supt2Œa;T �.M

1��
t /

q
1��

i
D EFa

�
supt2Œa;T �M

q
t

�
� cqEFa

�
M
q
T

�
� cqEFa

h
sups2Œ0;a� eq.XT �Xs/

i
C cqEFa

h
sups2Œa;T � eq.XT �Xs/

i
D cq sups2Œ0;a� eq.Xa�Xs/Eeq.XT �Xa/C cqE

h
sups2Œa;T � eq.XT �Xs/

i
� 2cq sups2Œ0;a� eq.Xa�Xs/E

h
sups2Œa;T � eq.XT �Xs/

i
�
�
2cqE

h
sups2Œ0;T � eq.XT �Xs/

i�
M
q
a

�
�
2c2qEeqXT

�
M q
a ;

where the conditional Doob maximal inequality is applied for the positive sub-martingale M to

obtain the first inequality, and the last one comes from (6.3.2). Hence,

kM 1��kSMq=.1��/.P/ � .2c
2
qEeqXT /

1��
q :

Applying a version of Hölder’s inequality for k � kSMq.P/ given in [29, Proposition A.2] with
1
q

D 1
q=�

C 1
q=.1��/ , we obtain

kˆ.	/kSMq.P/ � ke�XkSMq=�.P/kM 1��kSMq=.1��/.P/ � 2
1��

q

�
q

q�1
	2

kST kLq.P/ <1;

which asserts ˆ.	/ 2 SMq.P/. When 	D 0 or 	D 1, the desired conclusion is straightforward

as ˆ.0/DM , ˆ.1/D eX .

Step 2. In the general case, we defineeS t WD et .�i/St :

Then it is known that eS is a martingale under P. Some standard calculations yield

e�T j .�i/jê.	/t �ˆ.	/t � eT j .�i/jê.	/t ;
where ê.	/t WDeS t supu2Œ0;t�.eS��1

u /. Applying Step 1 for P-martingaleeS we derive that ê.	/ 2
SMq.P/. Hence, for a 2 Œ0;T �, one has, a.s.,

EFa

�
supt2Œa;T �ˆ.	/

q
t

�
� eqT j .�i/jEFa

�
supt2Œa;T � ê.	/qt �
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� eqT j .�i/jkê.	/kqSMq.P/
ê.	/qa

� e2qT j .�i/j21��
�

q

q�1
	2q

keST kq
Lq.P/

ˆ.	/qa

� eT j .�i/j.2qC1/21��
�

q

q�1
	2q

kST kq
Lq.P/

ˆ.	/qa;

which proves the desired conclusion. �

6.4. Discretisation of MVH strategies in the martingale setting

As mentioned earlier, Assumption 4.3.3 is crucial to obtain approximation results for the

jump adjusted method in weighted BMO spaces. We now provide examples for Assumption 4.3.3

in the exponential Lévy model using the MVH strategies given in Theorem 6.2.3. Once Assump-

tion 4.3.3 is satisfied, one may apply Theorems 4.3.4 and 4.3.7 to derive the results accordingly.

We recall VW 1;q.RC/ from Definition 5.3.1, S1.˛/, S2.˛/ from Definition 5.3.2, and ‚.	/, ˆ.	/

from (6.3.1).

Theorem 6.4.1. Assume Assumption 6.2.1. Let 	 2 Œ0;1�. Then the following assertions hold:

(1) .MVH strategy growth/ If g 2 C 0;�.RC/, then there exist a O� 2 Œ0;1� and a constant
c(6.4.1) > 0, which might depend on O� , such that for Q#GKW.g/ given in (6.2.2) one has

j Q#GKW
t .g/j � c(6.4.1).T � t / O��1

2 ‚.	/t a.s., 8t 2 Œ0;T /; (6.4.1)

where O� is provided in Table 6.1:

Table 6.1: Values of O�

� and 	 Small jump condition for X Regularity of g Conclusion for O�
C1

� > 0

	 2 Œ0;1� g 2 C 0;�.RC/ O� D 	

C2
� D 0

	 2 Œ0;1�
�

jxj�1 jxj1C��.dx/ <1 g 2 C 0;�.RC/ O� D 1

C3
� D 0

	 2 Œ0;1/
� 2 S1.˛/

for some ˛ 2 Œ1C	;2/
g 2 C 0;�.RC/ 8 O� 2

�
0; 2.1C�/

˛
�1
�

C4
� D 0

	 2 Œ0;1/
� 2 S2.˛/

for some ˛ 2 Œ1C	;2/
g 2 VW 1; 1

1�� .RC/ 8 O� 2
�
0; 2.1C�/

˛
�1
�

(2) Denote M WD Q#GKW.g/S . Then Assumption 4.3.3 is satisfied for

# D Q#GKW.g/; ‡.�;dt /D dhM;M it CM 2
t dt; ‚D‚.	/; ˆDˆ.	/ WD‚.	/S;

and for � D 1 if O� D 1, and for any � 2 .0; O�/ if O� 2 .0;1/.
Remark 6.4.2. In Table 6.1, the larger O� is, the better estimate one can get for Q#GKW.g/. More-

over, the parameter O� comes from the interplay between the small jump intensity of the underly-

ing Lévy process and the regularity of the payoff function which affects the convergence rate of

the approximation error.
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PROOF OF THEOREM 6.4.1. We recall from Assumption 6.2.1 that
�

jxj>1 e2x�.dx/ <1.

(1) We let ` WD � in (5.3.4) and obtain from (6.2.2) that

Q#GKW
t .g/D k.�;�/k�1��.T � t;St / a.s., 8t 2 Œ0;T /:

We consider each case in Table 6.1 as follows. We apply Theorem 5.3.7(1) to get C1. The

case C2 follows from Theorem 5.3.7(2). For C3, since � 2 S1.˛/, Remark 5.3.3(2) implies that

0 <
�

jxj�1 jxj˛C"�.dx/ < 1 for any " 2 .0;2�˛�. Moreover, applying Theorem 5.3.7(3) and

Remark 5.3.8 with ˇ D ˛C " yields

j Q#GKW
t .g/j � c."/.T � t /�C1

˛
�1� "

˛S
��1
t � c."/.T � t / 1

2

��
2.�C1/

˛
�1� 2"

˛

�
�1
�
‚.	/t a.s., 8t 2 Œ0;T /;

where c."/ > 0 is a constant depending on ". Since " > 0 can be arbitrarily small, C3 follows.

The case C4 is similar to C3 where we use Theorem 5.3.7(4) and Remark 5.3.8.

(2) According to Theorem 6.2.3(2),M is anL2.P/-martingale. Then Assumption 4.3.1 holds

because of Example 4.3.2. We now only need to check (4.3.3). If O� D 1, then the martingale M

is closed by MT WD L2.P/- limt"T Mt due to (6.4.1) and ˆ.	/ 2 SM2.P/. Then for � D 1 and

for any a 2 Œ0;T / one has, a.s.,

EFa

��
.a;T /

‡.�;dt /



D EFa

��
.a;T /

dhM;M it C
�
.a;T /

M 2
t dt



� EFa

"
jMT �Maj2C c2(6.4.1).T �a/ sup

t2.a;T /
ˆ.	/2t

#
� c2(6.4.1).T C1/kˆ.	/k2SM2.P/

ˆ.	/2a:

If O� 2 .0;1/, then for any � 2 .0; O�/ and any a 2 Œ0;T / one has, a.s.,

EFa

��
.a;T /

.T � t /1��M 2
t dt



� c2(6.4.1)T

O���C1kˆ.	/k2SM2.P/
ˆ.	/2a: (6.4.2)

We apply conditional Itô’s isometry and Proposition 2.3.2(2.3.1) to obtain that, a.s.,

EFa

��
.a;T /

.T � t /1��dhM;M it



D lim
b"T

EFa

"ˇ̌̌̌�
.a;b�

.T � t / 1��
2 dMt

ˇ̌̌̌2#

� .1��/EFa

��
.a;T /

.T � t /��M 2
t dt



� .1��/c2(6.4.1)kˆ.	/k2SM2.P/

ˆ.	/2a

�
.a;T /

.T � t / O����1dt

� T
O���

O� �� .1��/c2(6.4.1)kˆ.	/k2SM2.P/
ˆ.	/2a: (6.4.3)

Combining (6.4.2) with (6.4.3) yields the desired conclusion. �



CHAPTER 7

Hedging in exponential Lévy models: The semimartingale setting

7.1. Föllmer–Schweizer (FS) decomposition

LetX D .Xt /t2Œ0;T � be a Lévy process on a complete filtered probability space .�;F ;P;F/,
where F D .Ft /t2Œ0;T � is the augmented natural filtration of X . We assume that F DFT and let

.X jP/� .�;�;�/.

Assume that X is not a.s. deterministic and that S D eX is square integrable under P. Then

S is a semimartingale with the representation (due to Itô’s formula)

S D 1C
�� ·

0

�St�dWt C
� ·

0

�
R0

St�.ex �1/eN.dt;dx/	C
� ·

0

�SSt�dt

DW 1CSm CS fv;

where Sm and S fv respectively denote the martingale part and the predictable finite variation part

in the representation of S . We denote

�S WD �C �2

2
C
�
R

.ex �1�x�fjxj�1g/�.dx/; (7.1.1)

and use again the notation

k.�;�/k WD �2C
�
R

.ex �1/2�.dx/ 2 .0;1/: (7.1.2)

7.1.1. FS decomposition. We briefly present the FS decomposition of a random variable and

the notion of minimal local martingale measure which is the key tool to determine the FS decom-

position. The reader is referred to Schweizer [56] for more information about these objects.

In the exponential Lévy setting, we follow Hubalek, Kallsen and Krawczyk [34, p.863] and

use the family of admissible strategies as

AS.P/ WD
(
# predictable W E

� T

0

#2t S
2
t�dt <1

)
:

It turns out that if # 2AS.P/, then

E

� T

0

#2t dŒS;S�t D E

� T

0

#2t dŒSm;Sm�t

D E

� T

0

#2t dhSm;Smit D k.�;�/kE
� T

0

#2t S
2
t�dt <1: (7.1.3)

Definition 7.1.1 (Schweizer [56], FS decomposition and LRM strategy).
(1) An H 2 L2.P/ admits a FS decomposition if H can be written as

H DH0C
� T

0

#FS
t .H/dSt CLFS

T ;

55
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where H0 2 R, #FS.H/ 2 AS.P/, and where LFS is a square integrable P-martingale

starting at zero and LFS is P-orthogonal to the martingale part Sm of S .

(2) The integrand #FS.H/ is called the local risk-minimizing strategy of H .

We remark that in the exponential Lévy setting, S satisfies the structure condition, and the

mean-variance trade-off process bK of S in the sense of [56, p.553] is

bK t D �2S
k.�;�/k t;

which is uniformly bounded in .!; t/ 2�	 Œ0;T �. Hence, any H 2 L2.P/ admits a unique FS

decomposition (see Monat and Stricker [44, Theorem 3.4]).

The original definition of LRM strategies is quite involved and it was shown in [56, Theorem

3.3 and Proposition 3.4] that the LRM strategy of an H 2 L2.P/ can be determined via the FS

decomposition of H . In fact, the LRM strategy of H is the pair .#FS.H/;	H / (see [56, p.553]),

where #FS.H/ is the integrand of the integral term in the FS decomposition of H , and 	H is

determined by 	H D H0C � ·
0#

FS
u .H/dSuCLFS �#FS.H/S . Since 	H can be computed by

knowing #FS.H/, we identify #FS.H/ with the LRM strategy of H .

We continue with the notion of minimal local martingale measure.

Definition 7.1.2 (Schweizer [55], Section 2). Let E.U / 2 CL.Œ0;T �/ be the stochastic exponen-

tial of U , i.e. dE.U /D E.U /�dU with E.U /0 D 1, where

U D � �S

k.�;�/k
�
�W C

� ·

0

�
R0

.ex �1/eN.ds;dx/	 : (7.1.4)

If E.U / > 0, then the probability measure P� defined by

dP� D E.U /T dP

is called the minimal local martingale measure for S .

The following assumption, which is imposed on the characteristics ofX , ensures that E.U />
0, and hence P� exists:

Assumption 7.1.3. �S .ex �1/ < k.�;�/k for all x 2 supp.�/.

Remark that a sufficient condition for Assumption 7.1.3 is

0� �S � �k.�;�/k:
Assume that Assumption 7.1.3 holds true. Then by an application of Girsanov’s theorem

(see, e.g., Esche and Schweizer [17, Propositions 2 and 3]), X is also a Lévy process under P�
with .X jP�/� .��;��;��/, where

�� D � and ��.dx/D
�
1� �S .e

x �1/
k.�;�/k

	
�.dx/:

Moreover, if W � and eN � are the standard Brownian motion and the compensated Poisson ran-

dom measure of X under P�, then

W �
t DWt C �S�

k.�;�/k t; (7.1.5)

eN �.dt;dx/D eN.dt;dx/C �S

k.�;�/k.e
x �1/�.dx/dt: (7.1.6)
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7.2. Explicit LRM strategies

There are many works interested in finding an explicit representation for the FS decompo-

sition and for the LRM strategy in the semimartingale framework, for example, see Hubalek,

Kallsen and Krawczyk [34], Goutte, Oudjane and Russo [32], Kallsen and Pauwels [38], Tankov

[58].

In the exponential Lévy setting and in the case of a European type option H D g.ST /,

Hubalek, Kallsen and Krawczyk [34] assumed that the function g can be represented as an inte-

gral transform of finite complex measures from which one can determine a closed form expres-

sion for the LRM strategy ([34, Proposition 3.1]). The key idea of this approach is the separation

of the function g and the underlying price process S by using a kind of inverse Fourier transform.

An advantage of this method is that one gains much flexibility for choosing the underlying Lévy

process where there is no extra regularity required for the driving process S except some mild

integrability.

As our first main result, Theorem 7.2.1 below provides a closed form for the LRM strategy

#FS.H/ of an H D g.ST /. To obtain this result, except of some mild integrability conditions,

we neither assume any regularity for the payoff function g nor require any extra condition for the

small jump behavior of X . However, the price one has to pay is the condition that P� exists as a

true probability measure (see Assumption 7.1.3) which leads to a constraint for the characteristics

of X . This result might be regarded as a counterpart of [34, Proposition 3.1] in which only

the square integrability is required for S while the function g are supposed to be the integral

transform of finite complex measures. The notation E� below means the expectation with respect

to P�.

Theorem 7.2.1 (Explicit LRM strategies). Under Assumption 7.1.3, if gW.0;1/! R is a Borel
function with E�jg.ySt /j<1 for all .t;y/ 2 Œ0;T �	.0;1/ and g.ST / 2L2.P/\L2.P�/, then
the following assertions hold:

(1) The LRM strategy #FS.H/ corresponding to H D g.ST / is of the form

#FS
t .H/D 1

k.�;�/k
�
�2@yG

�.t;St�/C
�
R

G�.t;exSt�/�G�.t;St�/
St�

.ex �1/�.dx/
	

(7.2.1)

for P ˝ �-a.e. .!; t/ 2 �	 Œ0;T �, where k.�;�/k is provided in (7.1.2), G�.t;y/ WD
E�g.yST�t /, and we set @yG� WD 0 when � D 0 by convention.

(2) There exists a process Q#FS.g/ 2 CL.Œ0;T // such that Q#FS� .g/ D #FS.H/ for P˝ �-a.e.
.!; t/ 2�	 Œ0;T /, and Q#FS.g/S is a P�-martingale.

Before proving this theorem, let us comment on it. According to Theorem 7.2.1(2), Q#FS� .g/ is

also a LRM strategy ofH D g.ST /. Moreover, the càdlàg property of Q#FS.g/ is useful to design

some Riemann-type approximations for
� T
0

Q#FS
t�.g/dSt . For example, an approximation scheme

based on tracking jumps of Q#FS.g/ has been constructed in Rosenbaum and Tankov [48]. We

also use this càdlàg version for the discrete-time hedging problem in the next subsection. Such

a path regularity for the integrand in the martingale setting was also studied in Ma, Protter and

Zhang [42].

The main tool to prove Theorem 7.2.1 is the following martingale representation:
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Proposition 7.2.2. Assume that f WR ! R is a Borel function such that Ejf .xCXt /j <1 for
all .t;x/ 2 Œ0;T �	R. If f .XT / 2 L2.P/, then

E

� T

0

j�@xF.t;Xt�/j2dtCE

� T

0

�
R

jF.t;Xt� Cx/�F.t;Xt�/j2�.dx/dt <1
and, a.s.,

f .XT /D Ef .XT /C
� T

0

�@xF.t;Xt�/dWt C
� T

0

�
R0

.F.t;Xt� Cx/�F.t;Xt�//eN.dt;dx/;
(7.2.2)

where F.t;x/ WD Ef .xCXT�t / for .t;x/ 2 Œ0;T �	R, and we set @xF WD 0 if � D 0.

PROOF. See the proof of [61, Proposition 1.2]. �
Proposition 7.2.2 extends [14, Proposition 7] in which the function f has a polynomial

growth and X satisfies a certain condition. A similar representation to (7.2.2) in a general frame-

work (with different assumptions from ours) can be found in the proof of [36, Theorem 2.4]. On

the other hand, when f .XT / is Malliavin differentiable then one can use the Clark–Ocone for-

mula (e.g., see Arai and Suzuki [4], Benth et al. [6], Løkka [41]) to obtain its explicit martingale

representation. However, the Malliavin differentiability of f .XT / fails to hold in many contexts.

For example, if f .x/ D �ŒK;1/.x/ for some K 2 R, X is of infinite variation and XT has a

density satisfying a mild condition, then f .XT / is not Malliavin differentiable (see Laukkarinen

[40, Theorem 6(b)]).

PROOF OF THEOREM 7.2.1. Let f .x/ WD g.ex/ and F �.t;x/ WD E�f .xCXT�t /. Then we

have G�.t;ex/D F �.t;x/ for .t;x/ 2 Œ0;T �	R. Define

�JG
�.t;x/ WDG�.t;exSt�/�G�.t;St�/; .t;x/ 2 Œ0;T �	R:

(1) We present here a direct proof for this assertion, an alternative argument for more general

settings can be found in [12, Proof of Theorem 4.3]. By assumption, f .XT /D g.ST / 2L2.P�/
and E�jf .xCXt /j D E�jg.exSt /j <1 for any .t;x/ 2 Œ0;T �	R, we apply Proposition 7.2.2

to obtain

K� D E�g.ST /C
� ·

0

�St�@yG�.t;St�/dW �
t C

� ·

0

�
R0

�JG
�.t;x/eN �.dt;dx/; (7.2.3)

where K� D .K�
t /t2Œ0;T � is the càdlàg version of the L2.P

�/-martingale .E�
Ft
Œg.ST /�/t2Œ0;T �,

and where W � and eN � are introduced in (7.1.5) and (7.1.6). Then it holds that E.U /K� is a

martingale under P. Since the P-martingale U given in (7.1.4) satisfies that

khU;U iT kL1.P/ D �2ST

k.�;�/k2
�
�2C

�
R

.ex �1/2�.dx/
	
<1;

it implies that E.U / is regular and satisfies .R2/ in the sense of Choulli, Krawczyk and Stricker

[11, Proposition 3.7]. Since K�
T D g.ST / 2 L2.P/ by assumption, we apply [11, Theorem

4.9((i),(ii))] to obtain

EŒK�;K��T <1:

Combining this with (7.2.3) yields

E

� T

0

�2jSt�@yG�.t;St�/j2dtCE

� T

0

�
R0

j�JG�.t;x/j2N.dt;dx/D EŒK�;K��T <1:
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Since dt�.dx/ is the predictable P-compensator of N.dt;dx/, it implies that

E

� T

0

�2jSt�@yG�.t;St�/j2dtCE

� T

0

�
R

j�JG�.t;x/j2�.dx/dt <1: (7.2.4)

Using Cauchy–Schwarz’s inequality yields

E

� T

0

�2S2t�j@yG�.t;St�/jdtCE

� T

0

�
R

j�JG�.t;x/St�.ex �1/j�.dx/dt

�

s
E

� T

0

S2t�dt

s
E

� T

0

j�2St�@yG�.t;St�/j2dt

C
s�

R

.ex �1/2�.dx/
s
E

� T

0

S2t�dt

s
E

� T

0

�
R

j�JG�.t;x/j2�.dx/dt
<1: (7.2.5)

On the other hand, the FS decomposition of H D g.ST / is

g.ST /DH0C
� T

0

#FS
t .H/dSt CLFS

T (7.2.6)

whereH0 2R, #FS.H/2AS.P/ andLFS 2M0
2.P/ is P-orthogonal to the martingale component

Sm of S . According to [56, Eq. (3.10)], it holds thatLFS is a local P�-martingale. We remark that� ·
0#

FS
t .H/dSt is also a local P�-martingale. Using Cauchy–Schwarz’s inequality and (7.1.3), we

obtain

E�
q
ŒLFS;LFS�T � kE.U /T kL2.P/

q
EŒLFS;LFS�T <1;

E�
s� T

0

j#FS
t .H/j2dŒS;S�t � kE.U /T kL2.P/

s
E

� T

0

j#FS
t .H/j2dŒS;S�t <1:

Hence, the Burkholder–Davis–Gundy inequality verifies that both LFS and
� ·
0#

FS
t .H/dSt are

P�-martingales. Combining (7.2.3) with (7.2.6), we derive H0 D E�g.ST / and� ·

0

#FS
t .H/dSt CLFS D

� ·

0

�St�@yG�.t;St�/dW �
t C

� ·

0

�
R0

�JG
�.t;x/eN �.dt;dx/:

(7.2.7)

Recall that the martingale part of S is Sm D � ·
0 �St�dWt C � ·

0

�
R0
St�.ex �1/eN.dt;dx/. Since

hLFS;SmiP D 0 by the definition of the FS decomposition, we take the predictable quadratic

covariation on both sides of (7.2.7) with Sm under P and notice that the integrability condition

(7.2.5) holds to obtain

k.�;�/k
� ·

0

#FS
t .H/S

2
t�dt D

� ·

0

�2S2t�@yG�.t;St�/dtC
� ·

0

�
R

�JG
�.t;x/St�.ex �1/�.dx/dt;

which yields (7.2.1) as desired.

(2) It follows from Cauchy–Schwarz’s inequality and (7.2.4) that

E�
� T

0

j�2St�@yG�.t;St�/jdtCE�
� T

0

�
R

j�JG�.t;x/.ex �1/j�.dx/dt
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�
p
T kE.U /T kL2.P/

s
E

� T

0

j�2St�@yG�.t;St�/j2dt

CkE.U /T kL2.P/

s
T

�
R

.ex �1/2�.dx/
s
E

� T

0

�
R

j�JG�.t;x/j2�.dx/dt
<1: (7.2.8)

By assumption, it is clear that .G�.t;exSt /�G�.t;St //t2Œ0;T � is a P�-martingale for each x 2R.

In the case � > 0, due to g.ST / 2 L2.P�/ and [61, Lemma 3.1], .St@yG
�.t;St //t2Œ0;T / is also

a P�-martingale. Hence, the function

Œ0;T / 3 t 7! E�j�2St@yG�.t;St /jCE�
�
R

jG�.t;exSt /�G�.t;St /jjex �1j�.dx/
is non-decreasing by the martingale property. In addition, noticing that St� D St a.s. for each

t 2 Œ0;T �, we infer from (7.2.8) and Fubini’s theorem that

E�j�2St@yG�.t;St /jCE�
�
R

jG�.t;exSt /�G�.t;St /jjex �1j�.dx/ <1
for all t 2 Œ0;T /. Therefore,�

1

k.�;�/k
�
�2St@yG

�.t;St /C
�
R

.G�.t;exSt /�G�.t;St //.ex �1/�.dx/
		

t2Œ0;T /
is a P�-martingale for which one can find a càdlàg modification, denoted by 'g . Then the process
Q#FS.g/ defined by

Q#FS.g/ WD 'g

S
(7.2.9)

satisfies the desired requirements. �
It turns out that any càdlàg version of the LRM strategy #FS.H/ of H D g.ST / can be

determined as follows:

Remark 7.2.3. Let Q# 2 CL.Œ0;T // be such that Q# D Q#FS.g/ for P˝�-a.e. .!; t/ 2�	 Œ0;T /,
where Q#FS.g/ given in (7.2.9). Then P. Q#t D Q#FS

t .g/; 8t 2 Œ0;T //D 1 due to the càdlàg property.

Hence, Q#� is also a LRM strategy of H D g.ST /, and it holds that, for any t 2 Œ0;T /,
Q#t D 1

k.�;�/k
�
�2St@yG

�.t;St /C
�
R

.G�.t;exSt /�G�.t;St //.ex �1/�.dx/
	

a.s.

7.3. Discretisation of LRM strategies

The results about approximation using the LRM strategy Q#FS� .g/ are given in items (4)–(6)

of Theorem 7.3.1 below. In fact, Q#FS� .g/ is quite difficult to investigate directly under the original

measure P but it fits well the main assumption Assumption 4.3.3 under the minimal martingale

measure P�. Therefore, our idea is to switch between the original measure P and the minimal

martingale measure P� and use the fact that weighted BMO-norms allow a change of measure as

given in Proposition 2.2.4(3). Here, we focus on the case �S ¤ 0 (�S given in (7.1.1)) since the

case �S D 0, which corresponds to the martingale setting, is investigated in Chapter 6.

For 	 2 Œ0;1�, we recall the processes ‚.	/, ˆ.	/ from (6.3.1), and define ˆ.	/ as follows:

ˆ.	/t WDˆ.	/t C supu2Œ0;t� j�ˆ.	/uj; t 2 Œ0;T �:
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We also recall VW 1;q.RC/ from Definition 5.3.1, and S1.˛/, S2.˛/ from Definition 5.3.2.

Theorem 7.3.1. Assume Assumption 7.1.3, �S ¤ 0 and
�

jxj>1 e3x�.dx/ <1. Let g 2 Höl�.RC/
with 	 2 Œ0;1�. Then the following assertions hold:

(1) Both ˆ.	/ and ˆ.	/ belong to SM3.P/\SM2.P
�/.

(2) P� 2RH3.P/ and there is a constant c > 0 such that

k � k
BMO

ˆ.�/
2 .P�/

� ck � k
BMO

ˆ.�/
2 .P/

:

(3) Set M WD Q#FS.g/S . Then Assumption 4.3.3 is satisfied under P� for the selection

�.x/� x; # D Q#FS.g/; ‡.�;dt /D dhM;M iP�t CM 2
t dt; ‚D‚.	/

and for the parameter � provided in Table 7.1.

(4) With the adapted time-nets ��n given in (2.5.1), one has

sup
n�1

n
1

2r

���Eadj
� Q#FS.g/;��n

ˇ̌̌
n� 1

2r ; 1��
2

����
BMO

ˆ.�/
2 .P�/

<1; (7.3.1)

where the parameters r and � are provided in Table 7.1.

(5) Let s 2 .1;1/. Assume in addition when k.�;�/k
�S

2 Œ�1;1/ that
�

jxj>1 e.1�s/x�.dx/ <1.
Then there is a constant c � 1 such that

k � k
BMO

ˆ.�/
2 .P�/

�c k � k
BMO

ˆ.�/
2 .P/

;

and hence

sup
n�1

n
1

2r

���Eadj
� Q#FS.g/;��n

ˇ̌̌
n� 1

2r ; 1��
2

����
BMO

ˆ.�/
2 .P/

<1; (7.3.2)

where the parameters r and � are provided in Table 7.1. Moreover, (7.3.2) holds true for

the L3.P/-norm in place of the BMO
ˆ.�/
2 .P/-norm.

(6) If in addition
�

jxj>1 epx�.dx/ < 1 for some p 2 .3;1/, then (7.3.1) .resp. (7.3.2)/ is

satisfied for the Lp�1.P�/-norm .resp. Lp.P/-norm/ in place of the BMO
ˆ.�/
2 .P�/-norm

.resp. BMO
ˆ.�/
2 .P/-norm/.

Table 7.1: Values of parameters r and �

� and 	 Small jump condition Regularity of g Conclusions for r and �

C1
� > 0

	 2 .0;1�

�
jxj�1 jxj˛�.dx/ <1

for some ˛ 2 Œ1;2� g 2 Höl�.RC/
8r 2 Œ˛;2�
8� 2 .0;	/ if 	 2 .0;1/
� D 1 if 	D 1

C2
� D 0

	 2 Œ0;1�

�
jxj�1 jxj˛�.dx/ <1

for some ˛ 2 Œ1;	C1�
g 2 Höl�.RC/

8r 2 Œ˛;2�
� D 1

C3
� D 0

	 2 Œ0;1/
� 2 S1.˛/

for some ˛ 2 Œ1C	;2/
g 2 Höl�.RC/

8r 2 .˛;2�
8� 2

�
0; 2.1C�/

˛
�1
�
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C4
� D 0

	 2 Œ0;1/
� 2 S2.˛/

for some ˛ 2 Œ1C	;2/
g 2 VW 1; 1

1�� .RC/
8r 2 .˛;2�
8� 2

�
0; 2.1C�/

˛
�1
�

PROOF. See the proof of [61, Theorem 5.12]. �
Remark 7.3.2. (1) Let us comment on the parameters r and � in Table 7.1. First, since we use

the adapted time-net ��n which leads to better estimates, it implies that the parameter r only

depends on the behavior of � around zero. Moreover, the smaller r is, the better approxi-

mation accuracy one achieves. The parameter � is the outcome of the interplay between the

behavior of � around zero and the Hölder regularity of the payoff function.

(2) Since X is a Lévy process under both measures P and P�, we apply [60, Proposition 5.3]

(with ˛ D 2 and 
 D 1��
2

, " D n� 1
2r ) to conclude that the parameter n in front of the

BMO
ˆ.�/
2 .P�/-norm in (7.3.1) can be regarded as the L2.P/-norm and also the L2.P

�/-
norm of the cardinality of the combined time-net ��n t 
.n� 1

2r ; 1��
2
/. The parameter n in

front of the BMO
ˆ.�/
2 .P/-norm in (7.3.2) can be interpreted in a similar manner.
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ON RIEMANN-LIOUVILLE OPERATORS, BMO, GRADIENT ESTIMATES IN

THE LÉVY-ITÔ SPACE, AND APPROXIMATION

STEFAN GEISS AND NGUYEN TRAN THUAN

Abstract. In this article we discuss in a stochastic framework the interplay between Riemann-

Liouville operators applied to càdlàg processes, real interpolation, weighted bounded mean os-

cillation, estimates for gradient processes on the Lévy-Itô space, and the connection to an ap-

proximation problem for stochastic integrals. We prove upper and lower bounds for gradient

processes appearing in a Brownian setting within the Feynman-Kac theory for parabolic PDEs

and in the setting of Lévy processes. The upper bounds are formulated by BMO-conditions

on the fractional integrated gradient, the lower bounds are formulated in terms of oscillatory

quantities. In the case of Lévy processes we are concerned with a gradient process with values in

a Hilbert space where the regularity of this process depends on the direction within this Hilbert

space. Moreover, it turns out that certain Hölder properties of terminal functions transfer into

a singularity in time that can be compensated by Riemann-Liouville operators.
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1. Introduction

This article investigates the interplay between Riemann-Liouville operators applied to càdlàg
processes, gradient estimates for functionals on the Lévy-Itô space, bounded mean oscillation
(BMO), approximation theory, and the real interpolation method from Banach space theory.

To explain this, let us assume a stochastic basis (Ω,F ,P, (Ft)t∈[0,T ]) with finite time-horizon
T > 0. There are various applications in which stochastic processes ϕ = (ϕt)t∈[0,T ) appear that
have a singularity when t ↑ T , for example in Lp for some p ∈ [1,∞]. Examples are gradient
processes obtained from (semi-linear) parabolic backward PDEs within the Feynman-Kac theory,
where these processes appear as integrands in stochastic integral representations (see Section 6)
or in backward stochastic differential equations as gradient processes. The same type of processes
appear also as gradient processes originating from convolution semi-groups based on Lévy processes
and that are used, for example, in Galtchouk-Kunita-Watanabe projections (see Section 8).

If one analyzes these examples, then one realizes the following:
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2 STEFAN GEISS AND NGUYEN TRAN THUAN

– Self-similarity: There is a Markovian structure behind that generates a self-similarity
in the sense that, given a ∈ (0, T ) and B ∈ Fa of positive measure, then (ϕt)t∈[a,T ) re-
stricted to B has similar properties as (ϕt)t∈[0,T ). If one is interested in good distributional
estimates of (ϕt)t∈[0,T ) or functionals of it, then it is useful to consider the BMO-setting:
the particular feature of BMO-estimates is that one uses conditional L2-estimates, where
one might exploit conditional orthogonality, in order to deduce Lp-estimates for p > 2 or
exponential estimates by John-Nirenberg type theorems.

– Polynomial blow-up: In the problems mentioned above the size of the singularity of ϕ
(or, again, a functional of it) increases polynomially in time with a rate (T − t)−α for some
α > 0. In particular, this often occurs in the presence of Hölder functionals as terminal
conditions in backward problems.

The above observations lead to an interplay between Riemann-Liouville operators, BMO,
and the real interpolation method. These components interact as follows: We realized that
the Riemann-Liouville operators allow for a transformation of a stochastic process with a certain
singularity when t ↑ T into a stochastic process without this singularity (but without loosing any
information about the process one is starting from). In particular, this is of interest for martin-
gales. By the obtained formulas this opens a link to real interpolation theory, which has a natural
explanation as we interpolate with a two-parametric scale between, for example, martingales with-
out singularity and martingales with a singularity. As a consequence of the self-similarity of the
singular process one is starting from, it is natural to think that the Riemann-Liouville operator
turns this process into a BMO-process by removing the singularity but keeping the self-similarity.
Therefore we consider the stochastic processes transformed by the Riemann-Liouville operator in
the BMO-setting. One starting point to investigate the connections between Riemann-Liouville
operators, BMO, and real interpolation is an approximation problem for stochastic integrals, so
that we will deal with four objects that interact with each other.

In the second part of this article we give two applications of the above methodology in Section 6
and Section 8. To explain this, let C0

b (R) be the bounded continuous functions and Höl01(R) be the
Lipschitz functions, both defined on R and vanishing at zero. We define the two-parametric scale
of Hölder functions by the real interpolation method as

Höl0η,q(R) := (C0
b (R),Höl

0
1(R))η,q for (η, q) ∈ (0, 1)× [1,∞].

Section 6: Let W = (Wt)t∈[0,T ] be a standard Brownian motion and Y = (Yt)t∈[0,T ] be the
geometric Brownian motion

Yt = eWt− t
2 ,

and consider a Borel function g : (0,∞)→ R with g(YT ) ∈ L2 and

g(YT ) = Eg(YT ) +

�
(0,T )

ϕtdYt a.s. (1.1)

Here, for t ∈ [0, T ) we use

G(t, y) := Eg(yYT−t), ϕt := (∂G/∂y)(t, Yt), and Zt := ϕtYt,

so that g(YT ) = Eg(YT )+
�
(0,T )

ZtdWt. For a deterministic time-net τ , 0 = t0 < t1 < · · · < tn = T ,

we define the approximation error for the Riemann approximation of the stochastic integral as

Et(g; τ) :=

� t

0

ϕsdYs −
n∑
i=1

ϕti−1
(Yti∧t − Yti−1∧t).

One has ‖ET (g; τ)‖L2
� c√

n
for some c > 0 for all time-nets τ , 0 = t0 < · · · < tn = T , provided

that there are no a, b ∈ R such that g(YT ) = a + bYT a.s. (see [16, Theorem 2.5]). To estimate
ET (g; τ) from above usually the L2-setting is used to exploit orthogonality (see, for example,
[19, 16, 22] for the Wiener space and [17] for the corresponding problem on the Lévy-Itô space).
The approximation in Lp for p ∈ [2,∞) is considered in [24] on the Wiener space. A different route
is taken in [20] where it is shown by [20, Theorems 7 and 8] that
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‖(Et(g; τ))t∈[0,T ]‖BMOY
2 ([0,T ]) � c

√
sup

i=1,...,n
|ti − ti−1| for all τ = {ti}ni=0 ∈ T

⇐⇒ g is (equivalent to) a Lipschitz function, (1.2)

where T stands for the set of all deterministic time-nets τ = {ti}ni=0, 0 = t0 < · · · < tn =

T , and the weighted BMO-spaces BMOY2 ([0, T ]) are introduced in Definition 2.1. Note that
‖(Et(g; τ))t∈[0,T ]‖BMOY

2 ([0,T ]) only requires local L2-estimates that are more feasible than Lp-esti-

mates for p > 2. The importance of the BMOΦ
q -spaces, q ∈ (0,∞), comes from the fact that, for

example,

P

(
sup
t∈[0,T ]

|At| > aμν‖A‖BMOΦ
q ([0,T ])

)
≤ e1−μ+αP

(
sup
t∈[0,T ]

Φt > ν

)
for μ, ν > 0, where a, α > 0 are constants depending at most on q (this follows from [20, equation
(5), part (a) of the proof of Corollary 1]). Therefore, the moments of the weight Φ determine the
moments of A. This BMO-approach is also used in the context of BSDEs in [25].

Our first main result is the extension of the equivalence (1.2). Firstly we show in Theorem 6.4
that the geometric Brownian motion in (1.2) can be replaced by a more general diffusion while
keeping the equivalence. However, this is still in the Lipschitz framework and gives the impression
that this approach is tight to Lipschitz functionals g(YT ). But our second contribution is to move
away from the Lipschitz framework, which is done in Theorem 6.5, where we prove for θ ∈ (0, 1)
that

∀τ ∈ T ‖(Et(g; τ))t∈[0,T )‖BMOΦ
2 ([0,T )) � c

√
‖τ‖θ ⇐⇒

{
I 1−θ

2 Z − Z0 ∈ BMOΦ
2 ([0, T ))

(T − t)
1−θ
2 |Zt| � cΦt a.s.

(1.3)

under mild conditions on the weight-process Φ and an a-priori condition on ϕ, where the Riemann-
Liouville operator Iα is defined in (1.10) and

‖τ‖θ := sup
i=1,...,n

ti − ti−1

(T − ti−1)1−θ
for τ = {ti}ni=0 ∈ T . (1.4)

In particular, we consider the time-nets τθn := (T − T (1 − (i/n))
1
θ )ni=0 which concentrate more

around t = T the smaller θ is and which are therefore suitable to handle singularities at t ↑ T .
Since we have

‖τθn‖θ �
T θ

θn
,

one obtains the optimal rate 1/
√
n on the left-hand side in (1.3). The right-hand side in (1.3)

is a statement about fractional smoothness in the following sense: After removing a singularity
of order 1−θ

2 from the process Z by applying the Riemann-Liouville operator of order 1−θ
2 we

obtain an object in BMOΦ
2 ([0, T )). So one might think about a fractional smoothness of order

1− 1−θ
2 = 1+θ

2 in BMOΦ
2 ([0, T )). The next step is to investigate the right-hand side of (1.3) which

is of independent interest. For g ∈ Höl0θ,2(R) and the weight process Φt := Yt sups∈[0,t](Y
θ−1
s ) we

show in Theorem 6.5 and Theorem 6.6 for all q ∈ (0,∞) that

I 1−θ
2 Z − Z0 ∈ BMOΦ

q ([0, T )) and I
1−θ
2

T Z := lim
t↑T

I
1−θ
2

t Z in Lq and a.s.,

and that Φ satisfies a generalized reverse Hölder inequality (denoted by Φ ∈ SMq([0, T )) in
Definition 2.2).

Section 8: The second application concerns gradient estimates for functionals of Lévy processes.
Let us assume a pure jump Lévy process X = (Xt)t∈[0,T ] which is an L2-martingale with a non-zero
Lévy measure ν. Given a functional f(XT ) ∈ L2, where f : R→ R is a Borel function, we consider
a gradient process

Mt : Ω→ H ∼= L2(R, z
2ν(dz)), t ∈ [0, T ),

associated to f(XT ), which naturally replaces the process Z = (Zt)t∈[0,T ), obtained from (1.1) by
Z = ϕY , and satisfies (for the precise interpretation see Appendix D.2 and Appendix D.3)

Mt =
1

t

� t

0

Ds,·E
Ft[f(XT )] ds for t ∈ (0, T ), (1.5)



4 STEFAN GEISS AND NGUYEN TRAN THUAN

where Ds,z is the Malliavin derivative. Assume that the Lévy process satisfies

sup
s∈(0,T ]

sup
z∈supp(ν)\{0}

s
1
β
‖Pz+Xs

− PXs
‖TV

|z| <∞ (1.6)

for some β ∈ (1, 2), where Pz+Xs
and PXs

are the laws of z + Xs and Xs, respectively, and
‖ · ‖TV stands for the total variation. Upper bounds for ‖Pz+Xs −PXs‖TV are already investigated
in the literature (see [39, Theorem 3.1]). We measure the fractional smoothness of f(XT ) in the
directionD ∈ L2(R, z

2ν(dz)), D � 0, by determining the regularity of the “directional” martingales
(〈M,D〉H(t))t∈[0,T ) in dependence on D. It turns out that, for ε ∈ (0, 1), the ε-small ball condition,

sup
n�1

2εn
�
{2−n�|z|<2−n+1}

D(z)z2ν(dz) <∞, (1.7)

plays a central role. A second main result of the article is

Iα
((

〈M,D〉H(t)− 〈M,D〉H(0)
)
t∈[0,T )

)
∈ BMO2([0, T )) with α :=

1− (ε+ η)

β
(1.8)

for (ε, β) ∈ (0, 1)× (1, 2), η ∈ (0, 1− ε), and f ∈ Höl0η,2(R). To check this, we define the measure

ρ(dz) := D(z)z2ν(dz)/

�
R

D(z)z2ν(dz) on B(R)

so that (1.7) turns into supn�1 2
εnρ({2−n � |z| < 2−n+1}) <∞, use equation (D.4), and apply to

DρF (t,Xt) from (D.4) the statements Theorem 8.11 and Corollary 8.13. The relation (1.8) is the
counterpart to (1.3), however α depends on the direction D via the small ball condition (1.7). An
application, we discuss, is the approximation of the stochastic integral appearing in the Galtchouk-
Kunita-Watanabe projection of f(XT ) if one projects on the space of stochastic integrals driven
by

XD
t :=

�
(0,t]×R

D(x)xÑ(ds, dx),

where Ñ is the compensated Poisson random measure of X. By Proposition 8.2 and equation
(D.4) we have for f ∈ DX ∩L2(R,PXT

) (DX is given in Definition 8.1) the explicit representation
of the Galtchouk-Kunita-Watanabe projection

1

〈D,D〉H

�
(0,T )

〈M,D〉H(t−)dXD
t .

In our later notation we will have ϕt(f, ρ) = 〈M,D〉H(t)/
�
R
D(z)z2ν(dz) and define the corre-

sponding error process of the Riemann approximation of the stochastic integral with respect to the
time-net τ = {ti}ni=0 ∈ T as

Et(f ; τ,D) :=

� t

0

ϕs−(f, ρ)dX
D
s −

n∑
i=1

ϕti−1−(f, ρ)(X
D
ti∧t −XD

ti−1∧t), t ∈ [0, T ).

Let us additionally assume that the Lévy measure satisfies ν(dz) = pν(z)dz, where pν is symmetric
and

0 < lim inf
|z|→0

|z|1+βpν(z) � lim sup
|z|→0

|z|1+βpν(z) <∞

which ensures that (1.6) is satisfied. Assume also that the functional D satisfies the ε-small ball
condition (1.7). Then, in Theorem 8.21 we prove that for p ∈ [2,∞), θ := 1 − 2α (α is given by
(1.8)), and f ∈ Hölη,2(R) one has

PFa

(
|Et(f ; τθn, D)− Ea(f ; τ

θ
n, D)| > λ

)
� cmin

⎧⎨⎩ 1

nλ2
,
EFa

[
supu∈[a,t] Φ

p
u

]
λp(T − t)pα

⎫⎬⎭ a.s. (1.9)

for 0 � a < t < T and λ > 0 and any non-negative adapted càdlàg process (Φu)u∈[0,t] with
1 ∨ |ΔXs| � Φs for all s ∈ [0, t] and supu∈[0,t] Φu ∈ Lp. Inequality (1.9) corresponds to the left-

hand side of (1.3). Here 1/(nλ2) is achieved by using the adapted time-nets τθn. If p > 2, then we
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have a higher integrability by the term 1/λp that goes back to the self-improving properties of the
BMO-spaces. For example, this term leads to the large deviation inequality

P
(
|Et(f ; τθn, D)| > λ

)
� c

1

λp
E supu∈[a,t] Φ

p
u

(T − t)pα

that gives a better upper bound than 1
nλ2 for large λ.

In order to treat the applications described so far we deal with some general results about the
interaction of Riemann-Liouville operators, interpolation, BMO, and approximation theory:

Section 3: We study general properties of Riemann-Liouville operators applied to martingales
and the relation to real interpolation and an integrated square function. In Definition 3.1 for α > 0
and a càdlàg function K : [0, T )→ R we define IαK := (Iαt K)t∈[0,T ) by

Iαt K :=
α

Tα

� T

0

(T − u)α−1Ku∧tdu and I0
tK := Kt. (1.10)

Furthermore, in Definition 3.5 we define for a càdlàg process ϕ = (ϕt)t∈[0,T ), a ∈ [0, T ], and a
deterministic time-net τ = {ti}ni=0, 0 = t0 < · · · < tn = T , the following integrated square-function

[ϕ; τ ]a :=

� a

0

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1
�(ti−1,ti](u)

∣∣∣∣∣
2

du.

In Theorem 3.6 we prove for θ ∈ (0, 1) and a càdlàg martingale ϕ = (ϕt)t∈[0,T ) ⊆ L2 the equivalence

(I
1−θ
2

t ϕ)t∈[0,T ) is a martingale closable in L2 ⇐⇒ ∃c > 0 ∀τ ∈ T E[ϕ; τ ]T � c‖τ‖θ (1.11)

where ‖ · ‖θ is defined in (1.4). Theorem 3.6 also includes an equivalence to interpolation spaces
of type (E0, E1)θ,2. Theorem 3.6 enables us to connect the Riemann-Liouville operators and the

Hölder spaces Höl0η,2(R) to our approximation problem. Independently from the above connections,
the functional [ϕ; τ ] can be interpreted as a square-function adapted to non-closable martingales.

Section 4 transfers (1.11) to the setting of weighted BMO, the setting we exploit for our estimates
later. A special case of Theorem 4.8 is the following:

Theorem 1.1. Assume a càdlàg martingale ϕ = (ϕt)t∈[0,T ) ⊆ L2. Then for θ ∈ (0, 1] and

α := 1−θ
2 the following assertions are equivalent:

(1) One has Iαϕ− ϕ0 ∈ bmo2([0, T )) and there is a c(1.12) > 0 such that one has

|ϕa − ϕs| � c(1.12)
(T − s)

θ
2

(T − a)
1
2

for 0 � s < a < T a.s. (1.12)

(2) There is a constant c(1.13) > 0 such that, for all time-nets τ ∈ T ,

‖[ϕ; τ ]‖BMO1([0,T )) � c(1.13)‖τ‖θ. (1.13)

In (1) the bmo2([0, T ))-spaces are defined in Definition 2.1. Moreover, in no direction the
conditions Iαϕ− ϕ0 ∈ bmo2([0, T )) and (1.12) imply each other in general (see [21]).

Section 5: We find lower bounds for (1.13) by using a concept of lower oscillation of stochastic
processes. In Definition 5.1 we define for a stochastic process ϕ = (ϕt)t∈[0,T ) and t ∈ (0, T ) the
oscillatory quantity

Osct(ϕ) := inf
s∈[0,t)

‖ϕt − ϕs‖L∞

and call ϕ of maximal oscillation with constant c � 1 if for all t ∈ (0, T ) one has

Osct(ϕ) �
1

c
‖ϕt − ϕ0‖L∞ .

For us the maximal oscillation is of interest for martingales as it says that for all 0 < s < t one
has ‖ϕt − ϕs‖L∞ ∼ ‖ϕt − ϕ0‖L∞ up to some factor. The corresponding lower bounds for (1.13)
are summarized in the following statement (see Theorem 5.7):

Theorem 1.2. Assume θ ∈ (0, 1] and a martingale (ϕt)t∈[0,T ) ⊆ L2. Assume that one has
∞ > ‖[ϕ; τ ]‖BMO1([0,T )) → 0 whenever ‖τ‖1 → 0. Then the following assertions are equivalent:
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(1) inft∈(0,T )(T − t)
1−θ
2 Osct(ϕ) > 0.

(2) There is a c > 0 such that for all time-nets τ = {ti}ni=0 ∈ T one has ‖[ϕ; τ ]‖BMO1([0,T )) �
c‖τ‖θ.

Section 7: We provide with Theorem 7.1 an interpolation theorem adapted to gradient esti-
mates in the Lévy setting which is formulated in a general context and for this reason of possible
independent interest.

Section 8: We return to a Lévy processes X = (Xt)t∈[0,T ] that is a pure jump L2-martingale
with a non-zero Lévy measure ν and fix a probability measure ρ on B(R). In Definition 8.5 we
introduce a linear space Dom(Γ0

ρ) of Borel functions f : R→ R and the operator

Γ0
t,ρ : Dom(Γ0

ρ)→ R with 〈f,Γ0
t,ρ〉 :=

�
R\{0}

Ef(z +XT−t)− Ef(XT−t)

z
ρ(dz).

In the special case ρ � ν with ρ(dz) = D(z)z2ν(dz)/
�
R
D(z)z2ν(dz), where D ∈ L2(R, z

2ν(dz))

is non-negative with
�
R
D(z)z2ν(dz) > 0, these operators satisfy (formally)

〈f(·+ x),Γ0
t,ρ〉|x=Xt =

�
R

[
1

t

� t

0

Ds,zE
Ft[f(XT )] ds

]
D(z)z2ν(dz)/

�
R

D(z)z2ν(dz)

for t ∈ (0, T ), see (D.3), that takes us back to (1.5). The deterministic operators Γ0
t,ρ will be the

main tool to obtain estimates on stochastic gradients where we use that the operators Γ0
t,ρ are

linear and deterministic and allow therefore for the application of interpolation techniques from
Banach space theory. To understand Γ0

t,ρ as mathematical object we associate to the probability
measure ρ (that was arbitrary) and to the process X a probability density γt,ρ ∈ L1(R) for which
it follows from Theorem 8.10 that in a distributional sense

Γ0
t,ρ = −Dγt,ρ,

i.e. Γ0
t,ρ can be seen as a derivative of a distribution of L1-type. Because (〈f(·+x),Γ0

t,ρ〉|x=Xt
)t∈[0,T )

will be a martingale under our assumptions, we let

(ϕt(f, ρ))t∈[0,T ) be a càdlàg version of (〈f(·+ x),Γ0
t,ρ〉|x=Xt

)t∈[0,T ). (1.14)

Section 8.3 (upper bounds for gradients): We introduce

|||f |||2ρ,α :=
2α

T 2α

� T

0

(T − t)2α−1 sup
x∈R

|〈f(·+ x),Γ0
t,ρ〉|2dt

for α > 0 and obtain as a corollary of Theorem 8.11:

Theorem 1.3. For α > 0 and f ∈ Dom(Γ0
ρ) one has

sup
a∈[0,T )

(
T − a

T

)α
‖ϕa(f, ρ)‖L∞ +

∥∥Iαϕ(f, ρ)− ϕ0(f, ρ)
∥∥
BMO2([0,T ))

� 4|||f |||ρ,α. (1.15)

To estimate |||f |||ρ,α in the next step, for η ∈ [0, 1] and s ∈ [0, T ] we introduce

‖Xs‖TV(ρ,η) := inf
P

{�
R\{0}

P (z)1−ηρ(dz)

}
∈ [0,∞],

where the infimum is taken over all measurable P : R\{0} → [0,∞) such that

‖Pz+Xs
− PXs

‖TV

|z| � P (z) for z ∈ R\{0}.

Then Theorem 8.9 verifies

|〈f,Γ0
t,ρ〉| � ‖f‖Höl0η,∞(R)‖XT−t‖TV(ρ,η)

which serves as end-point estimates in the interpolation Theorem 7.1 to get in Corollary 8.13 that

|||f |||ρ,α � c(1.16)‖f‖Höl0η,2(R)
for α :=

1− (ε+ η)

β
(1.16)
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under the assumptions

sup
n�1

2εnρ({2−n � |z| < 2−n+1}) <∞ and sup
s∈(0,T ]

sup
z∈supp(ν)\{0}

s
1
β
‖Pz+Xs

− PXs
‖TV

|z| <∞

(1.17)
for (ε, β) ∈ (0, 1)× (1, 2) and η ∈ (0, 1− ε). Combining (1.16) and (1.15) gives

sup
a∈[0,T )

(
T − a

T

)α
‖ϕa(f, ρ)‖L∞ +

∥∥Iαϕ(f, ρ)− ϕ0(f, ρ)
∥∥
BMO2([0,T ))

� 4c(1.16)‖f‖Höl0η,2(R)
. (1.18)

This estimate develops further the result [39, Theorem 1.3] as explained in Remark 8.22. One
application of (1.18) is that we are now in a position to apply Theorem 4.7 (which corresponds to
(1)⇒ (2) in Theorem 1.1).

Section 8.4 (lower bounds for gradients): We consider the case

ρ(dz) := z2ν(dz)/

�
R

z2ν(dz) (1.19)

where ν is the Lévy measure. This case yields to the gradients appearing in the classical Galtchouk-
Kunita-Watanabe projection. We assume the following bounds that are the counterpart to the
upper bounds in (1.17):

ρ([−d, d]) � cd2−β and inf
|v|∨|z|�c′s

1
β ,z �=0

P(Xs ∈ v + [−z+, z−))
|z| � c′′s−

1
β (1.20)

for d ∈ (0, d0] and s ∈ (0, T ], respectively, where c, c′, c′′, d0 > 0 are constants and z+ and z− are
the positive and negative part of z. In the case of β-stable like processes as in Section 8.5 we have
that (1.17) is satisfied with ε := 2 − β and (1.20) is satisfied. For the fractional smoothness α in
the upper bound we get then

α =
1− (ε+ η)

β
=

1− (2− β + η)

β
= 1− 1 + η

β
.

This coincides with the lower bound we get for η-Hölder continuous functions from Theorem 8.20:

Theorem 1.4. Let η ∈ (0, 1) and β ∈ [1 + η, 2) and assume ‖Xs‖TV(ρ,η) < ∞ for s ∈ (0, T ].
Suppose that (1.19) and (1.20) are satisfied. If f(x) := (x ∨ 0)η ∈ Hölη(R), then

c(1.4) := inf
t∈[0,T )

(T − t)1−
1+η
β 〈f,Γ0

t,ρ〉 > 0.

Now we combine the maximal oscillation of (ϕt)t∈[0,T ) (Theorem 8.19(2)) and Theorem 1.4 to
deduce that, for ϕ = ϕ(f, ρ) given in (1.14) ,

Osct(ϕ) �
1

2
‖ϕt − ϕ0‖L∞ � 1

2
[‖ϕt‖L∞ − |ϕ0|] �

1

2

[
c(1.4)

(T − t)1−
1+η
β

− |ϕ0|
]
.

Section 8.5 discusses the application of the results to β-stable like processes.

The sections of the article interact as follows:

2. Preliminaries

3. Riemann-Liouville operators
4. Riemann-Liouville op’s & approximation

5. Oscillation

6. Gradient estimates: Brownian setting

7. Interpolation

8. Gradient estimates: Lévy setting
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2. Preliminaries

2.1. General notation. We let N := {1, 2, . . .} and N0 := {0, 1, 2, . . .}. For a, b ∈ R we use
a ∨ b := max{a, b}, a ∧ b := min{a, b}, a+ := a ∨ 0, a− := (−a) ∨ 0, and for A,B � 0 and c � 1
the notation A ∼c B for 1

cB � A � cB. The corresponding one-sided inequalities are abbreviated
by A �c B and A �c B. Given x ∈ R, sign(x) := 1 for x � 0 and sign(x) := −1 for x < 0 is
the standard sign function, and we agree about 00 := 1. For a probability space (Ω,F ,P) and a
measurable map X : Ω→ Rd, where Rd is equipped with the Borel σ-algebra B(Rd) generated by
the open sets, the law of X is denoted by PX . Given p ∈ (0,∞] and a measure space (Ω,F , μ), we
use the standard Lebesgue spaces Lp(Ω,F , μ) and denote by L0(Ω,G) the space of all G-measurable
maps X : Ω → R. We drop the corresponding measure space in the notation if there is no risk
of confusion. Given a (finite) signed measure μ on (R,B(R)), we denote by |μ| := μ+ + μ− its
variation and by ‖μ‖TV := |μ|(R) its total variation. The Lebesgue measure on (R,B(R)) will be
denoted by λ. For two measures μ and ν on a measurable space (Ω,F) we write ν � μ if ν is
absolutely continuous with respect to μ. For a set A ∈ F with μ(A) ∈ (0,∞) we let μA be the
normalized restriction of μ to the trace σ-algebra F|A. For 0 < p � q �∞, σ-finite measure spaces
(M,Σ, μ) and (N,N , ν), and a measurable map f :M ×N → [0,∞) we use the inequality∥∥∥‖f‖Lp(μ)

∥∥∥
Lq(ν)

�
∥∥∥‖f‖Lq(ν)

∥∥∥
Lp(μ)

. (2.1)

2.2. Support of a measure. Let μ be a measure on B(Rd), then supp(μ) denotes the closed set
{x ∈ Rd : μ(Uε(x)) > 0 for all ε > 0}, where Uε(x) is the open euclidean ball centered at x with
radius ε > 0. Given a random variable X : Ω→ Rd, we let supp(X) := supp(PX). One knows that
P({X ∈ supp(X)}) = 1 and that for independent random variables X : Ω→ Rm and Y : Ω→ Rn it
holds supp((X,Y )) = supp(X)× supp(Y ). Finally, for a random variable X : Ω→ Rd and a Borel
measurable H : Rd → R that is continuous on supp(X) (with respect to the induced topology) it
holds that ‖H(X)‖L∞(Ω,F,P) = supx∈supp(X) |H(x)|.

2.3. Interpolation spaces. We will only consider Banach spaces over R. Let (E0, E1) be a couple
of Banach spaces such that E0 and E1 are continuously embedding into some topological Hausdorff
space X ((E0, E1) is called an interpolation couple). We equip E0 +E1 := {x = x0 + x1 : xi ∈ Ei}
with the norm ‖x‖E0+E1 := inf{‖x0‖E0 + ‖x1‖E1 : xi ∈ Ei, x = x0 + x1} and E0 ∩ E1 with the
norm ‖x‖E0∩E1 := max{‖x‖E0 , ‖x‖E1} to get Banach spaces E0 ∩E1 ⊆ E0 +E1. For x ∈ E0 +E1

and v ∈ (0,∞) we define the K-functional

K(v, x;E0, E1) := inf{‖x0‖E0 + v‖x1‖E1 : x = x0 + x1}.
Given (θ, q) ∈ (0, 1)× [1,∞] we set

(E0, E1)θ,q :=
{
x ∈ E0 + E1 : ‖x‖(E0,E1)θ,q :=

∥∥v �→ v−θK(v, x;E0, E1)
∥∥
Lq((0,∞), dvv )

<∞
}
.

We obtain a family of Banach spaces
(
(E0, E1)θ,q, ‖ · ‖(E0,E1)θ,q

)
with the lexicographical ordering

(E0, E1)θ,q0 ⊆ (E0, E1)θ,q1 for all θ ∈ (0, 1) and 1 � q0 < q1 �∞,

and, under the additional assumption that E1 ⊆ E0 with ‖x‖E0
� c‖x‖E1

for some c > 0,

(E0, E1)θ0,q0 ⊆ (E0, E1)θ1,q1 for all 0 < θ1 < θ0 < 1 and q0, q1 ∈ [1,∞].

Given a linear operator T : E0 +E1 → F0 + F1 with T : Ei → Fi for i = 0, 1, we use that the real
interpolation method is an exact interpolation functor, i.e.

‖T : (E0, E1)θ,q → (F0, F1)θ,q‖ � ‖T : E0 → F0‖θ‖T : E1 → F1‖1−θ. (2.2)

For more information about the real interpolation method the reader is referred to [5, 7, 43]. Given
a Banach space E and (q, s) ∈ [1,∞]× R, we will use the Banach spaces

�sq(E) := {(xk)∞k=0 ⊆ E : ‖(xk)∞k=0‖
sq(E) := ‖(2ks‖xk‖E)∞k=0‖
q <∞}

and the notation �q(E) := �0q(E). For q0, q1, q ∈ [1,∞] and s0, s1 ∈ R with s0 �= s1, and θ ∈ (0, 1),
one has according to [7, Theorem 5.6.1] that

(�s0q0(E), �s1q1(E))θ,q = �sq(E) where s := (1− θ)s0 + θs1 (2.3)
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and there is a c(2.4) � 1 that depends at most on (s0, s1, q0, q1, θ, q) such that

‖ · ‖
sq(E) ∼c(2.4) ‖ · ‖(
s0q0 (E),

s1
q1

(E))θ,q
. (2.4)

2.4. Function spaces. We let Bb(R) be the Banach space of bounded Borel functions f : R→ R

with ‖f‖Bb(R) := supx∈R |f(x)|, C0
b (R) be the closed subspace of Bb(R) of continuous functions

vanishing at zero, and C∞
b (R) ⊆ Bb(R) the infinitely often differentiable functions such that the

derivatives satisfy f (k) ∈ Bb(R), k � 1. The space C1(R) consists of differentiable functions
with continuous derivative and C∞(R) of the functions that are infinitely often differentiable. For
η ∈ [0, 1] we use the Hölder spaces

Hölη(R) :=

{
f : R→ R Borel ; |f |η := sup

−∞<x<y<∞

|f(x)− f(y)|
|x− y|η <∞

}
,

Höl0η(R) := {f ∈ Hölη(R) : f(0) = 0},
Höl0η,q(R) := (C0

b (R),Höl
0
1(R))η,q for (η, q) ∈ (0, 1)× [1,∞].

Note that we can define the Banach space C0
b (R) + Höl01(R), so that (C0

b (R),Höl
0
1(R)) forms an

interpolation pair. If we use on C0
b (R) the equivalent norm ‖f‖0

C0
b (R)

:= sup{|f(x)− f(y)| : x, y ∈
R}, then 1

2‖f‖0C0
b (R)

� ‖f‖C0
b (R)

� ‖f‖0
C0

b (R)
and build with this norm the interpolation spaces

Höl0η,q(R) and denote the norms by ‖f‖0
Höl0η,q(R)

, then we get the ’translation invariance’ (useful

later for us)

‖f‖0Höl0η,q(R)
= ‖f(x+ ·)− f(x)‖0Höl0η,q(R)

for all x ∈ R.

By the reiteration theorem (see [7, Theorem 3.5.3] or [5, Theorem 5.2.4]) it follows

(Höl0η0,q0(R),Höl
0
η1,q1(R))θ,q = Höl0η,q(R) (2.5)

for θ, η0, η1 ∈ (0, 1) with η0 �= η1, q, q0, q1 ∈ [1,∞], η := (1 − θ)η0 + θη1, where the norms are
equivalent up to a multiplicative constant. By the above definitions we obtain Banach space by
(Höl0η(R), | · |η) and for η ∈ (0, 1) we have that Höl0η,∞(R) = Höl0η(R) with equivalent norms up to
a multiplicative constant (a direct proof can be obtained by an adaptation of [33, Lemma A.3], see
also [43, Theorem 2.7.2/1]).

2.5. Stochastic basis. We fix a time horizon T ∈ (0,∞), let (Ω,F ,P) be a complete probability
space equipped with a right continuous filtration F = (Ft)t∈[0,T ] such that F0 is generated by the
P-null sets and F = FT . For

I = [0, T ] or I = [0, T )

we denote by CL(I) the set of F-adapted càdlàg (right continuous with left limits) processes Y =
(Yt)t∈I, by CL+(I) the sub-set of Y ∈ CL(I) with Yt(ω) � 0 on I × Ω, and by CL0(I) the sub-set
of Y ∈ CL(I) with Y0 ≡ 0. For Y ∈ CL(I) we use

(1) Y ∗ = (Y ∗
t )t∈I with Y

∗
t = sups∈[0,t] |Ys|,

(2) ΔY = (ΔYt)t∈I with ΔYt := Yt − Yt−, where Y0− := Y0 and Yt− := lims<t, s↑t Ys for t > 0.

The collection of all stopping times ρ : Ω → [0, t] is denoted by St. We write EG[X] for the
conditional expectation of X given G. The usual conditions imposed on F allow us to assume
that every martingale adapted to this filtration is càdlàg. Given a càdlàg L2-martingale X =
(Xt)t∈I, the sharp bracket process is denoted by 〈X〉 = (〈X〉t)t∈I and the square bracket process
by [X] = ([X]t)t∈I (see [14, Chapter VII]). In particular, the process 〈X〉 = (〈X〉t)t∈I is the unique
(up to indistinguishability) non-decreasing, predictable, càdlàg process with 〈X〉0 ≡ 0 such that
(X2

t − 〈X〉t)t∈I is a martingale.

2.6. Bounded mean oscillation and regular weights. We use the following weighted BMO
spaces, where we agree about inf ∅ :=∞ in this subsection.

Definition 2.1. Let p ∈ (0,∞).

(1) For Y ∈ CL0(I) and Φ ∈ CL+(I) we let ‖Y ‖BMOΦ
p (I) := inf c, where the infimum is taken over

all c ∈ [0,∞) such that, for all t ∈ I and ρ ∈ St,
EFρ[|Yt − Yρ−|p] � cpΦpρ a.s. (2.6)
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(2) For Y ∈ CL0(I) and Φ ∈ CL+(I) we let ‖Y ‖bmoΦp (I) := inf c, where the infimum is taken over

all c ∈ [0,∞) such that, for all t ∈ I and ρ ∈ St,

EFρ[|Yt − Yρ|p] � cpΦpρ a.s. (2.7)

For ‖Y ‖Θ <∞ we write Y ∈ Θ with Θ ∈ {BMOΦ
p (I), bmoΦp (I)}. If Φ ≡ 1, then we use the notation

BMOp(I) and bmop(I), respectively.

If Y0 ≡ 0 is not necessarily satisfied, then we use the notation ‖Y − Y0‖BMOΦ(I) for ‖(Yt −
Y0)t∈I‖BMOΦ(I). If Y ∈ CL0(I) has continuous paths a.s., then ‖Y ‖BMOΦ

p (I) = ‖Y ‖bmoΦp (I). The

theory of classical non-weighted BMO-martingales can be found in [14, Ch.VII] or [35, Ch.IV];
non-weighted bmo-martingales were mentioned in [14, Ch.VII, Remark 87] and used after that in

[11, 13]. The BMOΦ
p space was introduced and discussed in [20]. Some relations between bmoΦp

and BMOΦ
p , that are necessary for us, are discussed in the appendix below. Next we recall (and

adapt) the class SMp, introduced in [20, Definition 3]:

Definition 2.2. For p ∈ (0,∞) and Φ ∈ CL+(I) we let ‖Φ‖SMp(I) := inf c, where the infimum is
taken over all c ∈ [1,∞) such that for all stopping times ρ : Ω→ I one has

EFρ

[
sup
ρ�t∈I

Φpt

]
� cpΦpρ a.s.

If ‖Φ‖SMp(I) <∞, then we write Φ ∈ SMp(I).

By choosing ρ ≡ 0, Φ ∈ SMp(I) implies that E supt∈I Φ
p
t <∞. Moreover, it follows directly from

the definition that SMp(I) ⊆ SMr(I) whenever 0 < r � p <∞. Simplifications in Definition 2.1
and Definition 2.2 and relations between the BMO- and bmo-spaces are recalled in Appendix A.
If p ∈ (1,∞) and Φ is a martingale, then Φ ∈ CL+(I) is equivalent to the standard reverse Hölder
condition EFa[Φpt ] � dpΦpa a.s. for 0 � a � t < T .

2.7. Uniform quantization and time-nets. For θ ∈ (0, 1] we introduce the non-uniform time-
nets τθn = {tθi,n}ni=0 with

tθi,n := T − T
(
1− i

n

) 1
θ (2.8)

for i = 0, . . . , n, that are characterized by the uniform quantization property

θ

T θ

� tθi,n

tθi−1,n

(T − u)θ−1du =
1

n
for i = 1, . . . , n.

We define the set of all deterministic time-nets

T := {τ = {ti}ni=0 : 0 = t0 < t1 < · · · < tn = T, n ∈ N}

and, for θ ∈ (0, 1] and τ = {ti}ni=0 ∈ T ,

‖τ‖θ := sup
i=1,...,n

ti − ti−1

(T − ti−1)1−θ
.

Note that

‖τθn‖1 � T

θn
and ‖τθn‖θ �

T θ

θn
, (2.9)

and

ti − u

(T − u)1−θ
� ti − ti−1

(T − ti−1)1−θ
for u ∈ [ti−1, ti] ∩ [0, T ). (2.10)
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3. Riemann-Liouville type operators

Riemann-Liouville operators are a central object and tool in fractional calculus. It is natural
and useful to extend them to random frameworks. There are two principal approaches: Directly
translating the approach from fractional calculus, that uses Volterra kernels, leads to the notion
of fractional processes, in particular fractional martingales. In our setting one would take a càdlàg
process K and would consider

t �→
� t

0

(t− u)α−1Kudu.

This yields to an approach natural for path-wise fractional calculus of stochastic processes and is
used, for example, for Gaussian processes [26]. For our purpose we use the different approach

t �→
� T

0

(T − u)α−1Ku∧tdu

to define Iαt K in Definition 3.1 below. The idea behind the operator Iα is to remove or reduce
singularities of a càdlàg process (Kt)t∈[0,T ) when t ↑ T . As we see in Theorem 3.6 below, this
approach is the right one to handle fractional smoothness in the Malliavin sense and in the sense of
interpolation theory. One basic difference to the Volterra-kernel approach is that, starting with a
(sub-, super-) martingale ϕ, we again obtain a (sub-, super-) martingale Iαt ϕ. This second approach
was used in [23, Definition 4.2], [24, Section 4], and [2], and relates to fractional integral transforms
of martingales (see, for example, [3]). This corresponds to equation (3.3) of our Proposition 3.8.

Definition 3.1. For α > 0 and a càdlàg function K : [0, T ) → R we define IαK := (Iαt K)t∈[0,T )

by

Iαt K :=
α

Tα

� T

0

(T − u)α−1Ku∧tdu.

Moreover, for α = 0 we let I0
tK := Kt.

The càdlàg property implies the boundedness of K on any compact interval of [0, T ). Therefore,
IαK is well-defined and càdlàg on [0, T ). The above definition can be re-formulated in terms of
the classical Riemann-Liouville operator Rα

a (f) :=
1

Γ(α)

� a
0
(a− u)α−1f(u)du by

Rα
T (K

(t)) =
Tα

Γ(α+ 1)
Iαt K with K(t)

u := Ku∧t

where we compute the Riemann-Liouville operator, applied to the function u �→ K
(t)
u , at a = T . We

use a different normalisation as we want to interpret the kernel in the Riemann-Liouville integral
as density of a probability measure. It follows directly from the definition that we have, for α � 0,

Iαt K =
α

Tα

� t

0

(T − u)α−1Kudu+

(
T − t

T

)α
Kt. (3.1)

In the following we only need IαK for α � 0. However, to derive an inversion formula we extend
the definition to the case α < 0 and prove that there is a group structure behind:

Proposition 3.2. Define for α < 0, a càdlàg function K : [0, T ) → R, and t ∈ [0, T ), Iαt K by
formula (3.1). Then

(1) Iαt (Iβ· K) = Iα+βt K for all α, β ∈ R,
(2) I−α

t (Iα· K) = Kt for all α ∈ R.

Proof. As (2) follows from (1), we only need to check (1). Here we get that

Iαt (IβK) =
α

Tα

� t

0

(T − u)α−1IβuKdu+

(
T − t

T

)α
Iβt K

=
α

Tα

� t

0

(T − u)α−1

(
β

T β

� u

0

(T − v)β−1Kvdv +

(
T − u

T

)β
Ku

)
du

+

(
T − t

T

)α(
β

T β

� t

0

(T − u)β−1Kudu+

(
T − t

T

)β
Kt

)
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=
αβ

Tα+β

� t

0

(T − u)α−1

� u

0

(T − v)β−1Kvdvdu+
α

Tα+β

� t

0

(T − u)α+β−1Kudu

+
β(T − t)α

Tα+β

� t

0

(T − u)β−1Kudu+

(
T − t

T

)α+β
Kt

=
β

Tα+β

� t

0

(T − v)β−1Kv ((T − v)α − (T − t)α) dv +
α

Tα+β

� t

0

(T − u)α+β−1Kudu

+
β(T − t)α

Tα+β

� t

0

(T − u)β−1Kudu+

(
T − t

T

)α+β
Kt

=
β

Tα+β

� t

0

(T − v)α+β−1Kvdv −
β(T − t)α

Tα+β

� t

0

(T − v)β−1Kvdv

+
α

Tα+β

� t

0

(T − u)α+β−1Kudu+
β(T − t)α

Tα+β

� t

0

(T − u)β−1Kudu+

(
T − t

T

)α+β
Kt

= Iα+βt K. �

We continue with some more structural properties:

Proposition 3.3. For a càdlàg function K : [0, T )→ R and t ∈ [0, T ) one has:

(1) limα↓0 Iαt K = Kt.
(2) limα↑∞ Iαt K = K0.

(3) ΔIαt K =
(
T−t
T

)α
ΔKt for α ∈ R.

Proof. (1) and (3) follow from (3.1), and (2) from the càdlàg property of K. �

The particular case that the function K is a path of a càdlàg martingale ϕ is of our interest.
The following statement is obvious, but useful:

Proposition 3.4. If α � 0 and ϕ = (ϕ)t∈[0,T ) is a càdlàg martingale (càdlàg super-, or sub-
martingale), then (Iαt ϕ)t∈[0,T ) is a càdlàg martingale (càdlàg super-, or sub-martingale).

The following functional [ϕ; τ ] measures the oscillation of a martingale along a time-net in terms
of an area and can be considered as a square function. Besides this functional occurs in various
approximation problems for stochastic integrals, the functional is particularly designed to deal
with martingales non-closable in a certain sense. In Theorem 3.6 we characterize by the behaviour
of this functional the degree of singularity of a martingale not closable in L2. Moreover, under a
certain regularity of the martingale we prove in Proposition 3.9 that this functional converges to
a classical square function as the time-nets refine.

Definition 3.5. For a deterministic time-net τ = {ti}ni=0, 0 = t0 < · · · < tn = T , a ∈ [0, T ), and
a càdlàg process ϕ = (ϕt)t∈[0,T ) we let

[ϕ; τ ]a :=

� a

0

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1�(ti−1,ti](u)

∣∣∣∣∣
2

du ∈ [0,∞).

Moreover, we define [ϕ; τ ]T := lima↑T [ϕ; τ ]a ∈ [0,∞].

Now we give in Theorem 3.6 a first link between the Riemann-Liouville type operators Iαt ,
real interpolation, and the square function [ϕ; τ ]. To do this as simple as possible, we replace a
martingale ϕ = (ϕt)t∈[0,T ) by its discrete time version

ϕd := (ϕtk)
∞
k=0 with tk := T

(
1− 1

2k

)
.

For the vector-valued interpolation we use H := L2(Ω,F ,P) and the end-point spaces

ϕd ∈ �−
1
2

2 (H)⇐⇒
� T

0

‖ϕt‖2L2
dt <∞,

ϕd ∈ �∞(H)⇐⇒ ‖ϕd‖
∞(H) = sup
t∈[0,T )

‖ϕt‖L2 <∞,
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where the first equivalence follows from (3.6) below and the spaces �sq(H) and �∞(H) were intro-

duced in Section 2.3. The first condition,
� T
0
‖ϕt‖2L2

dt <∞, is a typical condition on martingales
that appear as gradient processes. The other end-point, supt∈[0,T ) ‖ϕt‖L2

< ∞, consists of the
martingales ϕ that are closable in L2. We will interpolate between these two end-points by the
real interpolation method:

Theorem 3.6. For θ ∈ (0, 1), α := 1−θ
2 , and a càdlàg martingale ϕ = (ϕt)t∈[0,T ) ⊆ L2 the

following assertions are equivalent:

(1) ϕd ∈ (�
− 1

2
2 (H), �∞(H))θ,2.

(2) (Iαt ϕ)t∈[0,T ) is closable in L2.
(3) There is a c > 0 such that E[ϕ; τ ]T � c‖τ‖θ for all τ ∈ T .

Before we prove Theorem 3.6 let us comment on it:

Remark 3.7. From Item (2) we get for all ε > 0 a t(ε) ∈ [0, T ) such that for s ∈ [t(ε), T ) one has

E sup
t∈[s,T )

∣∣∣∣∣
� T

s

(ϕu∧t − ϕs)(T − u)α−1 α

Tα
du

∣∣∣∣∣
2

< ε. (3.2)

Without the supremum the left-hand side is equal to E|Iαt ϕ− Iαs ϕ|2, the statement including the
supremum follows from Doob’s maximal inequality. The convergence in (3.2) is the replacement
of the L2- and a.s. convergence of ϕ in the case ϕ would be closable in L2.

For the proof of Theorem 3.6 and later in the article we need the following Proposition 3.8.
We remark that Proposition 3.2(1) for α, β � 0 can be also understood from equation (3.3) of
Proposition 3.8 in the martingale setting.

Proposition 3.8. For α > 0, a càdlàg martingale ϕ = (ϕt)t∈[0,T ) ⊆ L2 and 0 � a < t < T one
has, a.s.,

Iαt ϕ = ϕ0 +

�
(0,t]

(
T − u

T

)α
dϕu, (3.3)

EFa

[
|Iαt ϕ− Iαa ϕ|2

]
= 2αEFa

[� T

a

|ϕu∧t − ϕa|2
(
T − u

T

)2α−1
du

T

]
, (3.4)

EFa

[
|Iαt ϕ− Iαa ϕ|2

]
+

(
T − a

T

)2α

|ϕa|2 = 2αEFa

[� T

a

|ϕu∧t|2
(
T − u

T

)2α−1
du

T

]
. (3.5)

Proof. (3.3) We apply partial integration to
((

T−t
T

)α
ϕt

)
t∈[0,T )

and obtain, for t ∈ [0, T ), that(
T − t

T

)α
ϕt =

(
T − 0

T

)α
ϕ0 +

�
(0,t]

(
T − u

T

)α
dϕu −

α

Tα

�
(0,t]

(T − u)α−1ϕudu a.s.

Taking the last term to the left side, we obtain (3.3). For (3.4) we use Itô’s isometry to get, a.s.,

EFa

[
|Iαt ϕ− Iαa ϕ|2

]
= EFa

[�
(a,t]

(
T − u

T

)2α

d[ϕ]u

]

=
1

2αT 2α
EFa

[�
(a,t]

�
[u,T )

(T − v)2α−1dvd[ϕ]u

]

=
1

2αT 2α
EFa

[�
(a,T )

�
(a,v∧t]

d[ϕ]u(T − v)2α−1dv

]

=
1

2αT 2α
EFa

[�
(a,T )

|ϕv∧t − ϕa|2(T − v)2α−1dv

]
.

(3.5) follows directly from (3.4) and the orthogonality of ϕu∧t − ϕa and ϕa. �
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Proof of Theorem 3.6. Because (‖ϕtk‖H)∞k=0 is non-decreasing we observe for s ∈ R that

‖(ϕtk)∞k=0‖2
s2(H)

2T 2s
=

∞∑
k=0

(T − tk)
−1−2s(tk+1 − tk)‖ϕtk‖2H ∼cT,s

� T

0

(T − t)−1−2s‖ϕt‖2Hdt (3.6)

for some cT,s � 1. For s := (1 − θ)
(
− 1

2

)
+ θ0 (so that −1 − 2s = −θ) we use Proposition 3.8

(equation (3.5)) with a = 0 to get
� T

0

(T − t)−θ‖ϕt‖2Hdt = sup
t∈[0,T )

T 2α

2α
E[|Iαt ϕ− ϕ0|2 + |ϕ0|2] = sup

t∈[0,T )

T 2α

2α
E|Iαt ϕ|2.

Now the equivalence (1) ⇔ (2) follows from (2.3) and (3.6). The equivalence (2) ⇔ (3) follows
from Theorem 4.7, equation (4.5), applied to M := ϕ, σ ≡ 1, a := 0, and G := {∅,Ω}. �

We close this section with the connection between the square function [I 1−θ
2 ϕ] and [ϕ; τθn]:

Proposition 3.9. Let θ ∈ (0, 1] and ϕ = (ϕt)t∈[0,T ) be a path-wise continuous martingale such that
we can choose d[ϕ]t = Ktdt on [0, T ) × Ω, where (Kt)t∈[0,T ) is continuous, adapted, and satisfies

Ca := sup(ω,t)∈Ω×[0,a] |Kt(ω)| <∞ for all a ∈ [0, T ). Then, with the time-nets τθn from (2.8), one
has

2θ

T
lim
n

(
n [ϕ; τθn]a

)
=
[
I 1−θ

2 ϕ
]
a

in Lp for all (p, a) ∈ (0,∞)× [0, T ).

Proof. Let τ = {ti}ni=0 ∈ T , a ∈ [0, T ), si := ti ∧ a, and define M0 ≡ 0 and, for i = 1, . . . n,

dMi :=

�
(si−1,si]

|ϕu − ϕsi−1
|2du−

�
(si−1,si]

(si − u)d[ϕ]u.

We obtain a martingale difference sequence (dMi)
n
i=1 ⊆ L2 with respect to (Fsi)ni=0. It is sufficient

to consider p ∈ [2,∞). By the Burkholder-Davis-Gundy inequalities (with constant βp > 0) and
exploiting (2.1) we get

1

βp

∥∥∥∥∥
n∑
i=1

dMi

∥∥∥∥∥
Lp

�
(

n∑
i=1

‖dMi‖2Lp

) 1
2

�

⎛⎝ n∑
i=1

∥∥∥∥∥
�
(si−1,si]

|ϕu − ϕsi−1 |2du
∥∥∥∥∥
2

Lp

⎞⎠
1
2

+

⎛⎝ n∑
i=1

∥∥∥∥∥
�
(si−1,si]

(si − u)d[ϕ]u

∥∥∥∥∥
2

Lp

⎞⎠
1
2

�

⎛⎝ n∑
i=1

∣∣∣∣∣
�
(si−1,si]

‖ϕu − ϕsi−1
‖2L2p

du

∣∣∣∣∣
2
⎞⎠

1
2

+

⎛⎝ n∑
i=1

∥∥∥∥∥
�
(si−1,si]

(si − u)d[ϕ]u

∥∥∥∥∥
2

Lp

⎞⎠
1
2

�
(

n∑
i=1

‖ϕsi − ϕsi−1‖4L2p
|si − si−1|2

) 1
2

+

(
n∑
i=1

∥∥[ϕ]si − [ϕ]si−1

∥∥2
Lp
|si − si−1|2

) 1
2

� (β2
2p + 1)

(
n∑
i=1

∥∥[ϕ]si − [ϕ]si−1

∥∥2
Lp
|si − si−1|2

) 1
2

.

Using ‖[ϕ]si − [ϕ]si−1
‖Lp

� Ca|si − si−1|, this implies

2θn

∥∥∥∥∥
n∑
i=1

dMi

∥∥∥∥∥
Lp

� 2θβp(β
2
2p + 1)Ca

√
T

[
n sup
i=1,...,n

|si − si−1|
3
2

]
and

lim
n→∞

2θn

∥∥∥∥∥[ϕ; τθn]a −
�
(0,a]

(uτθ
n
− u)d[ϕ]u

∥∥∥∥∥
Lp

= 0
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with uτθ
n
:= tθi,n for u ∈ (tθi−1,n, t

θ
i,n] (here we use the boundedness assumptions on (Kt)t∈[0,T ) to

replace tθi,n ∧ a by tθi,n). At the same time we have

lim
n→∞

∥∥∥∥∥2θnT
�
(0,a]

(uτθ
n
− u)d[ϕ]u −

�
(0,a]

(
T − u

T

)1−θ
d[ϕ]u

∥∥∥∥∥
Lp

= 0

which proves our statement. Regarding the last limit, we first observe that 2θn
T

�
(0,a]

(uτθ
n
−u)d[ϕ]u

converges point-wise to
�
(0,a]

(
T−u
T

)1−θ
d[ϕ]u as d[ϕ]t(ω) = Kt(ω)dt and t �→ Kt(ω) is continuous

and because the measures μn,θ on B([0, T )) with μn,θ(du) :=
[
2θn
T

∑n
i=1 �(tθi−1,n,t

θ
i,n]

(u)(uτθ
n
− u)

]
du

converges weakly to μθ(du) :=
(
T−u
T

)1−θ
du on each interval [0, a] ⊂ [0, T ) (one has limn μn,θ([0, a])

= μθ([0, a]) for a ∈ [0, T ) which follows from limn μn,θ([0, a]) = limn
θn
T

∑
i�1:tθi,n�a(t

θ
i,n − tθi−1,n)

2

and tθi,n − tθi−1,n = T θ

nθ (T − ξθn,i)
1−θ for some ξθn,i ∈ [tθi−1,n, t

θ
i,n]). To apply dominated convergence

in order to get the Lp-limit we use n
�
(0,a]

(uτθ
n
− u)d[ϕ]u � aCan‖τθn‖1 � aCaT/θ (see (2.9)). �

4. Riemann-Liouville type operators and approximation

Various Lp-approximation problems in stochastic integration theory can be translated by the
Burkholder-Davis-Gundy inequalities into problems about quadratic variation processes. In the
special case of L2-approximations this is particularly useful as there is a chance to turn the ap-
proximation problem into -in a sense- more deterministic problem by Fubini’s theorem when the
interchange of the integration in time and in ω is possible. When p �= 2 this does not work (at least)
in this straight way, see for example [24]. However, passing from global L2-estimates to weighted
local L2-estimates, i.e. weighted bounded mean oscillation estimates, and exploiting a weighted
John-Nirenberg type theorem, gives a natural approach to Lp- and exponential estimates.

Theorem 4.3 and Theorem 4.4 below are the key to exploit these local L2-estimates in our
article later. It turned out that one can naturally formulate these theorems in the general setting
of random measures (Π,Υ). Later, the measure Π will describe the quadratic variation of the
driving process of the stochastic integral to be approximated and Υ will describe some kind of
curvature of the stochastic integral. For this one needs a replacement of orthogonality. For us, this
replacement is the relation given in (4.1) below.

So let us start by introducing the random measures and the quasi-orthogonality where we use
extended conditional expectations for non-negative random variables.

Assumption 4.1. We assume random measures

Π,Υ: Ω× B((0, T ))→ [0,∞],

a progressively measurable process (ϕt)t∈[0,T ), and a constant κ � 1, such that

Π(ω, (0, b]) + Υ(ω, (0, b]) + sup
t∈[0,b]

|ϕt(ω)| <∞

for (ω, b) ∈ Ω× (0, T ) and such that, for 0 � s � a < b < T ,

EFa

[�
(a,b]

|ϕu − ϕs|2 Π(·, du)
]
∼κ EFa

[
|ϕa − ϕs|2 Π(·, (a, b]) +

�
(a,b]

(b− u)Υ(·, du)
]

a.s. (4.1)

When (4.1) holds with �κ, then we denote the inequality by (4.1)
�
, in case of �κ, by (4.1)

�
.

To simplify the notation in some situations we extend Π and Υ to Π,Υ: Ω×B((0, T ])→ [0,∞]
by Π(ω, {T}) = Υ(ω, {T}) = 0 for all ω ∈ Ω.

Definition 4.2. Under the Assumption 4.1 we define for τ = {ti}ni=0 ∈ T the non-negative,
non-decreasing, and càdlàg process [ϕ; τ ]π = ([ϕ; τ ]πa)a∈[0,T ) by

[ϕ; τ ]πa :=

�
(0,a]

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1�(ti−1,ti](u)

∣∣∣∣∣
2

Π(·, du) ∈ [0,∞)

and let [ϕ; τ ]πT := lima↑T [ϕ; τ ]πa ∈ [0,∞].
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The next two statements, Theorems 4.3 and 4.4, develop further ideas from [22, Lemma 3.8] and
[24, Lemma 5.6] to a general conditional setting using random measures we exploit in the sequel.
For τ = {ti}ni=0 ∈ T and a ∈ [tk−1, tk) we let

a(τ) := tk−1 and a(τ) := tk.

Theorem 4.3 (Upper bounds). Suppose Assumption 4.1 with (4.1)
�
. If (θ, a) ∈ (0, 1] × [0, T ),

τ ∈ T , and (a, a] := (a(τ), a(τ)], then

EFa[[ϕ; τ ]πT − [ϕ; τ ]πa ]

‖τ‖θ
� κ

⎧⎨⎩EFa

[�
(a,T )

(T − u)1−θΥ(·, du) + (T−a)1−θ

a−a |ϕa − ϕa|2Π(·, (a, a])
]

EFa

[�
(a,T )

(T − u)1−θΥ(·, du)
]

if a ∈ τ
a.s.

Theorem 4.4 (Lower bounds). Suppose Assumption 4.1 with (4.1)
�

and (θ, a) ∈ (0, 1]× [0, T ).

(1) If τ ∈ T , (a, a] := (a(τ), a(τ)], and ‖τ‖θ = a−a
(T−a)1−θ , then

EFa[[ϕ; τ ]πa − [ϕ; τ ]πa ]

‖τ‖θ
� 1

κ
EFa

[
(T − a)1−θ

a− a
|ϕa − ϕa|2Π(·, (a, a])

]
a.s.

(2) There exist τn ∈ T , n ∈ N, with a ∈ τn and limn ‖τn‖θ = 0 such that

lim inf
n

EFa[[ϕ; τn]
π
T − [ϕ; τn]

π
a ]

‖τn‖θ
� 1

κ2
1
θ+2

EFa

[�
(a,T )

(T − u)1−θΥ(·, du)
]

a.s.

Proof of Theorem 4.3. To simplify the notation we set ϕT := 0. It is obvious that we only need to
show the first inequality. For τ = {ti}ni=0 ∈ T , (tk−1, tk] = (a(τ), a(τ)], and si := ti ∨ a one has,
a.s.,

EFa

⎡⎣�
(a,T ]

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1�(ti−1,ti](u)

∣∣∣∣∣
2

Π(·, du)

⎤⎦
= EFa

[�
(a,tk]

∣∣ϕu − ϕtk−1

∣∣2 Π(·, du) + n∑
i=k+1

�
(ti−1,ti]

∣∣ϕu − ϕti−1

∣∣2 Π(·, du)]

� κEFa

[∣∣ϕa − ϕtk−1

∣∣2 Π(·, (a, tk]) + n∑
i=k

�
(si−1,si]

(si − u)Υ(·, du)
]

� κEFa

[
tk − tk−1

(T − tk−1)1−θ
∣∣ϕa − ϕtk−1

∣∣2 (T − tk−1)
1−θ

tk − tk−1
Π(·, (a, tk])

+
n∑
i=k

�
(si−1,si]

si − u

(T − u)1−θ
(T − u)1−θΥ(·, du)

]

� κ‖τ‖θEFa

[∣∣ϕa − ϕtk−1

∣∣2 (T − tk−1)
1−θ

tk − tk−1
Π(·, (a, tk]) +

�
(a,T )

(T − u)1−θΥ(·, du)
]

where we use (2.10). �

Proof of Theorem 4.4. (1) Beginning the proof as for Theorem 4.3 with (tk−1, tk] = (a(τ), a(τ)],
we get, a.s.,

EFa

⎡⎣�
(a,tk]

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1
�(ti−1,ti](u)

∣∣∣∣∣
2

Π(·, du)

⎤⎦ = EFa

[�
(a,tk]

∣∣ϕu − ϕtk−1

∣∣2 Π(·, du)]

� 1

κ
EFa

[∣∣ϕa − ϕtk−1

∣∣2 Π(·, (a, tk])] .
Dividing by ‖τ‖θ = tk−tk−1

(T−tk−1)1−θ we obtain the desired statement.

(2) We partition the interval [a, T ] with

uθ,ai,n := a+ (T − a)
[
1−

(
1− i

n

) 1
θ

]
, i = 0, . . . , n,
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rθ,ai,n := a+ (T − a)
[
1−

(
1− 2i−1

2n

) 1
θ

]
, i = 1, . . . , n,

and add rθ,a0,n := a and rθ,an+1,n := T . Choosing for both nets the remaining time-knots on [0, a] fine

enough, we obtain nets τθ,an and τ̃θ,an satisfying

‖τθ,an ‖θ = sup
i=1,...,n

uθ,ai,n − uθ,ai−1,n

(T − uθ,ai−1,n)
1−θ

and ‖τ̃θ,an ‖θ = sup
i=0,1,...,n

rθ,ai+1,n − rθ,ai,n

(T − rθ,ai,n )
1−θ

.

By a computation, we have for i = 1, . . . , n and u ∈ (uθ,ai−1,n, r
θ,a
i,n ] that

(T − a)θ

θ2
1
θ+1n

�
uθ,ai,n − rθ,ai,n

(T − rθ,ai,n )
1−θ

�
uθ,ai,n − u

(T − u)1−θ
�

uθ,ai,n − uθ,ai−1,n

(T − uθ,ai−1,n)
1−θ

� (T − a)θ

θn
, (4.2)

and for i = 1, . . . , n− 1 and u ∈ (rθ,ai,n , u
θ,a
i,n ] that

(T − a)θ

θ2
1
θ+1n

�
rθ,ai+1,n − uθ,ai,n

(T − uθ,ai,n)
1−θ

�
rθ,ai+1,n − u

(T − u)1−θ
�

rθ,ai+1,n − rθ,ai,n

(T − rθ,ai,n )
1−θ

� (T − a)θ

θn
, (4.3)

where the last inequality holds for i ∈ {0, n} as well. By the above relations we obtain, a.s.,

EFa

[�
(a,rθ,an,n]

(T − u)1−θΥ(·, du)
]

=
n∑
i=1

EFa

[�
(uθ,a

i−1,n, r
θ,a
i,n ]

(T − u)1−θΥ(·, du)
]

+
n−1∑
i=1

EFa

[�
(rθ,ai,n , u

θ,a
i,n ]

(T − u)1−θΥ(·, du)
]

� θ2
1
θ+1n

(T − a)θ

[
n∑
i=1

EFa

[�
(uθ,a

i−1,n, r
θ,a
i,n ]

(uθ,ai,n − u)Υ(·, du)
]

+
n−1∑
i=1

EFa

[�
(rθ,ai,n , u

θ,a
i,n ]

(rθ,ai+1,n − u)Υ(·, du)
]]

� (κ2
1
θ+1)EFa

[
[ϕ; τθ,an ]πT − [ϕ; τθ,an ]πa

‖τθ,an ‖θ
+

[ϕ; τ̃θ,an ]πT − [ϕ; τ̃θ,an ]πa

‖τ̃θ,an ‖θ

]
,

where for the last inequality we first use (4.1), that gives the factor κ, and then (4.2) and (4.3)
that give ‖τa,θn ‖θ � ((T − a)θ)/(θn) and ‖τ̃a,θn ‖θ � ((T − a)θ)/(θn). For each n we choose the
time-net that gives the larger quotient and obtain the desired nets. To obtain the final statement
we observe that rθ,an,n ↑ T . �

Now we specialize Assumption 4.1 to the settings that will be used in Sections 6 and 8:

Assumption 4.5. We assume that there are

(1) a positive continuous and adapted process (σt)t∈[0,T ] such that σ∗
T ∈ L2 and such that

there is a cσ � 1 with

EFa

[
1

b− a

� b

a

σ2
udu

]
∼cσ σ2

a a.s. for all 0 � a < b � T,

(2) a square integrable martingale M = (Mt)t∈[0,T ) with M0 ≡ 0,

(3) a ϕ ∈ CL([0, T )) with E supu∈[a,T ] |ϕaσu|2 <∞ for all a ∈ [0, T ),

(4) let Π(ω, du) := σ2
u(ω)du and Υ(ω, du) := d〈M〉u(ω) for u ∈ [0, T ), where 〈M〉 is the

conditional square-function (see Section 2.5),
(5) assume that (4.1) is satisfied, and
(6) let [ϕ; τ ]σ := [ϕ; τ ]π.
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Remark 4.6. Assumption 4.5, the equality

EFa

[�
(a,b]

|Mu −Ma|2du
]
= EFa

[�
(a,b]

(b− u)d〈M〉u
]

a.s.

for 0 � a < b < T yield, for 0 � s � a < b < T and with κ′ := κcσ, to

EFa

[� b

a

|ϕu − ϕs|2 σ2
udu

]
∼κ′ (b− a) |ϕa − ϕs|2 σ2

a + EFa

[� b

a

|Mu −Ma|2du
]

a.s. (4.4)

From Theorem 4.3 and Theorem 4.4 we immediately deduce:

Theorem 4.7. Assume Assumption 4.5, (θ, a) ∈ (0, 1] × [0, T ), and a σ-algebra G ⊆ Fa. Then
there are constants c(4.5), c(4.6) � 1 depending at most on (θ, κ, cσ) such that one has, a.s.,

ess sup
τ∈T ,τ�a

EG[[ϕ; τ ]σT − [ϕ; τ ]σa ]

‖τ‖θ
∼c(4.5) EG

[
sup

t∈[a,T )

|I
1−θ
2

t M − I
1−θ
2

a M |2
]
, (4.5)

ess sup
τ∈T

EFa[[ϕ; τ ]σT − [ϕ; τ ]σa ]

‖τ‖θ
∼c(4.6) EFa

[
sup

t∈[a,T )

|I
1−θ
2

t M − I
1−θ
2

a M |2
]
+ sup
s∈[0,a]

T − a

(T − s)θ
|ϕa − ϕs|2σ2

a.

(4.6)

In order to prove Theorem 3.6 the inequality (4.5) is formulated for a more general σ-algebra
G. In (4.6) such a formulation is not necessary for us.

Proof of Theorem 4.7. Relation (4.6): For 0 � a � a < a � T Assumption 4.5 implies that

EFa

[
(T − a)1−θ

a− a
|ϕa − ϕa|2Π(·, (a, a])

]
∼cσ |ϕa − ϕa|2

(T − a)1−θ

a− a
σ2
a(a− a) a.s.

Maximizing the right-hand side over a gives T−a
(T−a)θ |ϕa−ϕa|2σ2

a a.s. Moreover, by Proposition 3.8,

equation (3.3), we have, a.s.,

EFa

[∣∣∣I 1−θ
2

t M − I
1−θ
2

a M
∣∣∣2] = EFa

[�
(a,t]

(
T − u

T

)1−θ
d[M ]u

]
= EFa

[�
(a,t]

(
T − u

T

)1−θ
d〈M〉u

]
for 0 � a < t < T so that

EFa

[
sup

t∈[a,T )

∣∣∣I 1−θ
2

t M − I
1−θ
2

a M
∣∣∣2] ∼4 EFa

[�
(a,T )

(
T − u

T

)1−θ
d〈M〉u

]
by Doob’s maximal inequality. Now we use Theorem 4.3 and Theorem 4.4.

Relation (4.5) for G = Fa follows again from Theorem 4.3 and Theorem 4.4. In the case of
G � Fa we argue as follows: let c(4.5) � 1 be the constant in (4.5) for Fa, then we get

EG[[ϕ; τ ]σT − [ϕ; τ ]σa ]

‖τ‖θ
� c(4.5)E

G
[

sup
t∈[a,T )

|I
1−θ
2

t M − I
1−θ
2

a M |2
]

as well for all τ with a ∈ τ which implies the general inequality � in (4.5). Regarding the remaining
inequality we choose the time-nets from Theorem 4.4(2) to get by Fatou’s lemma that, a.s.,

EG
[

sup
t∈[a,T )

|I
1−θ
2

t M − I
1−θ
2

a M |2
]
� κ2

1
θ+2EG

[
lim inf

n
EFa

[
[ϕ; τn]

σ
T − [ϕ; τn]

σ
a

‖τn‖θ

]]
� κ2

1
θ+2 lim inf

n
EG
[
EFa

[
[ϕ; τn]

σ
T − [ϕ; τn]

σ
a

‖τn‖θ

]]
= κ2

1
θ+2 lim inf

n
EG
[
[ϕ; τn]

σ
T − [ϕ; τn]

σ
a

‖τn‖θ

]
. �

The next theorem gives a complete characterization of ‖[ϕ; τ ]σ‖
BMOΦ2

1 ([0,T ))
� c2‖τ‖θ:
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Theorem 4.8. Assume that Assumption 4.5 is satisfied. Then for θ ∈ (0, 1] and Φ ∈ CL+([0, T ))
the following assertions are equivalent:

(1) One has I 1−θ
2 M ∈ bmoΦ2 ([0, T )) and there is a c(4.7) > 0 such that one has

|ϕa − ϕs| � c(4.7)
(T − s)

θ
2

(T − a)
1
2

Φa
σa

for 0 � s < a < T a.s. (4.7)

(2) There is a constant c(4.8) > 0 such that, for all time-nets τ ∈ T ,

‖[ϕ; τ ]σ‖
BMOΦ2

1 ([0,T ))
� c2(4.8)‖τ‖θ. (4.8)

If Φ = (σtΨt)t∈[0,T ), where Ψ ∈ CL+([0, T )) is non-decreasing, then (4.7) is equivalent to the
existence of c(4.9), c(4.10) > 0 such that

|ϕa − ϕ0| � c(4.9)(T − a)
θ−1
2 Ψa for 0 � a < T a.s. if θ ∈ (0, 1), (4.9)

|ϕa − ϕs| � c(4.10)

(
1 + log

T − s

T − a

)
Ψa for 0 � s < a < T a.s. if θ = 1. (4.10)

Proof. The equivalence between (1) and (2) follows directly from the second equivalence in The-
orem 4.7 and Proposition A.4. The equivalence between (4.7) and (4.9)-(4.10) follows from
Lemma C.1 below. �

5. Oscillation of stochastic processes and lower bounds

In this section we consider lower bounds for the oscillation of stochastic processes and use them
in Section 6 (Case (C1)) and Section 8. As such, the approach is intended for stochastic processes
(ϕt)t∈[0,T ) ⊆ L∞ with a blow-up of ‖ϕt‖L∞ if t ↑ T . This is a typical case for the gradient
processes we consider. The quantities, we are interested in, concern the degree of the oscillation of
the process measured in L∞, here denoted by Osct(ϕ) and Osct(ϕ). In order to get lower bounds
for these oscillatory quantities, we use the concept of maximal oscillation. The above mentioned
concepts are introduced in Definition 5.1 below. The maximal oscillation is verified in Example 5.5
and Example 5.6 below. The application to [ϕ; τ ] is given in Theorem 5.7. Example 5.5 and
Theorem 5.7 will be used in Section 6, and Example 5.6 and Theorem 5.7 will be used in the Lévy
case in Section 8. Let us start to introduce our concept:

Definition 5.1. If ϕ = (ϕt)t∈[0,T ) is a stochastic process and t ∈ (0, T ), then we let

Osct(ϕ) := inf
s∈[0,t)

‖ϕt − ϕs‖L∞ ∈ [0,∞] and Osct(ϕ) := inf
s∈[0,t)

sup
u∈[s,t]

‖ϕt − ϕu‖L∞ ∈ [0,∞].

The process is called of maximal oscillation with constant c � 1 if for all t ∈ (0, T ) one has

Osct(ϕ) �
1

c
‖ϕt − ϕ0‖L∞ .

If both sides equal infinity, then we use c = 1 (however, this case is not of relevance for us).

Lemma 5.2. For a stochastic process ϕ = (ϕt)t∈[0,T ) the following holds:

(1) One has Osct(ϕ) � Osct(ϕ) for t ∈ (0, T ).
(2) One has Osct(ϕ) � 2Osct(ϕ) for t ∈ (0, T ) if ϕ is a martingale.
(3) If ϕa ≡ �Q∩[0,T )(a) for a ∈ [0, T ), then 0 = Osct(ϕ) < Osct(ϕ) = 1 for all t ∈ (0, T ).

Proof. (1) follows from the definition. (2) If ϕ is a martingale and 0 � s < t < T , then we have

sup
u∈[s,t]

‖ϕt − ϕu‖L∞ � ‖ϕt − ϕs‖L∞ + sup
u∈[s,t]

‖ϕu − ϕs‖L∞ � 2‖ϕt − ϕs‖L∞ .

Taking the infimum on both sides over s ∈ [0, t) yields the assertion. Item (3) is obvious. �
Remark 5.3. In the sequel we do not need the following two statements, so that we state them
without proof:

(1) It is possible to construct examples such that for a given c ∈ [1,∞) the constant c is
optimal in the definition of maximal oscillation.
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(2) Again by examples one can see that the constant 2 in Lemma 5.2(2) is optimal.

To verify a maximal oscillation we make use of the following observation:

Lemma 5.4. Assume two random variables A,B : Ω → R on (Ω,F ,P). Assume a probability
measure Q� P such that EQ|B| <∞ and EQB = 0. Then

‖B −A‖L∞(P) � inf
a∈R

‖B − a‖L∞(P) implies ‖B −A‖L∞(P) �
1

2
‖B‖L∞(P).

Proof. We may assume that ‖B − A‖L∞(P) < ∞, otherwise there is nothing to prove. Because of
our assumption, for all ε > 0 there is an aε ∈ R such that we have

‖B−A‖L∞(P) � ‖B‖L∞(P)−|aε|−ε and ‖B−A‖L∞(P) � EQ|B−aε|−ε � |EQB−aε|−ε = |aε|−ε.
The combination of the inequalities implies

‖B −A‖L∞(P) � ‖B‖L∞(P) − |aε| − ε � ‖B‖L∞(P) − ‖B −A‖L∞(P) − 2ε

so that 2‖B −A‖L∞(P) � ‖B‖L∞(P) − 2ε. By ε ↓ 0 we get our statement. �

Now we consider two examples relevant for us:

Example 5.5 (Markov type processes, Section 6). Let (Yt)t∈[0,T ] be a process with values in RY ,
where RY = R or RY = (0,∞), and Y0 ≡ y0 ∈ RY . Assume continuous transition densities
ΓY : {(s, t) : 0 � s < t � T} ×RY ×RY → (0,∞) such that

P(Yt ∈ B |Ys) =
�
B

ΓY (s, t;Ys, y)dy a.s. (5.1)

for B ∈ B(RY ) and 0 � s < t � T . Then, for 0 < s < t � T and continuous H, H̃ : RY → R, one
has

‖H(Yt)− H̃(Ys)‖L∞ � ‖H(Yt)− H̃(y0)‖L∞ .

This follows from the fact that the density Ds,t : RY × RY → [0,∞) of law(Ys, Yt) with respect
to the Lebesgue measure λ⊗ λ|RY ×RY

is the positive and continuous function

Ds,t(y1, y2) := ΓY (0, s; y0, y1)ΓY (s, t; y1, y2).

Consequently, if there is a probability measure Q � P and if for all t ∈ [0, T ) one has that
H(t, ·) : RY → R is continuous, EQ|H(t, Yt)| <∞, and EQ(H(t, Yt)−H(0, y0)) = 0, then (H(t, Yt)−
H(0, y0))t∈[0,T ) is of maximal oscillation with constant 2 according to Lemma 5.4.

Example 5.6 (Lévy processes, Section 8). Let (Xt)t∈[0,T ], Xt : Ω → R, be a Lévy process. By
[38, Theorem 61.2] there are � ∈ R and a closed non-empty Q ⊆ R such that 0 ∈ Q, Q +Q = Q,
and supp(Xt) = Q+ �t for t ∈ (0, T ]. Define

Yt := (Xt − �t)�{Xt∈supp(Xt)}

so that Yt(Ω) ⊆ Q and supp(Yt) = Q for all t ∈ (0, T ]. Let 0 < s < t � T and H, H̃ : Q → R be
continuous on Q . Then

‖H(Yt)− H̃(Ys)‖L∞ � ‖H(Yt)− H̃(0)‖L∞ .

This can be seen from

‖H(Yt)− H̃(Ys)‖L∞ = ‖H(Ys + (Yt − Ys))− H̃(Ys)‖L∞ = sup
y,y′∈Q

|H(y′ + y)− H̃(y′)|

� sup
y∈Q

|H(y)− H̃(0)| = ‖H(Yt)− H̃(0)‖L∞ .

Consequently, if there is a probability measure Q � P and if for all t ∈ [0, T ) one has that
H(t, ·) : Q→ R is continuous, EQ|H(t, Yt)| <∞, and EQ(H(t, Yt)−H(0, 0)) = 0, then (H(t, Yt)−
H(0, 0))t∈[0,T ) is of maximal oscillation with constant 2 according to Lemma 5.4.

Now we connect the notion of oscillation to the behavior of [ϕ; τ ], where we use extended
conditional expectations for non-negative random variables.
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Theorem 5.7. Assume θ ∈ (0, 1], c(5.2) > 0, and an adapted càdlàg process (ϕt)t∈[0,T ) such that

1

c(5.2)
|ϕa − Z|2 � EFa

[
1

b− a

� b

a

|ϕu − Z|2du
]

a.s. (5.2)

for all 0 � a < b < T and all Fa-measurable Z : Ω→ R. Consider the following assertions:

(1) inft∈(0,T )(T − t)
1−θ
2 Osct(ϕ) > 0.

(2) There is a c(5.3) > 0 such that for all τ = {ti}ni=0 ∈ T with ‖τ‖θ = tk−tk−1

(T−tk−1)1−θ one has

inf
ϑi−1∈L0(Fti−1

)
sup

a∈[tk−1,tk)

∥∥∥∥∥∥EFa

⎡⎣� T

a

∣∣∣∣∣ϕu −
n∑
i=1

ϑi−1�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦∥∥∥∥∥∥
L∞

� c2(5.3)‖τ‖θ. (5.3)

(3) There is a constant c(5.4) > 0 such that for all time-nets τ ∈ T one has

‖[ϕ; τ ]‖BMO1([0,T )) � c2(5.4)‖τ‖θ. (5.4)

(4) inft∈(0,T )(T − t)
1−θ
2 Osct(ϕ) > 0.

Then we have (1)⇒ (2)⇒ (3). If ‖[ϕ; τ ]‖BMO1([0,T )) <∞ for all τ ∈ T and ‖[ϕ; τ ]‖BMO1([0,T )) → 0
for ‖τ‖1 → 0, then (3) ⇒ (4).

Proof. (1) ⇒ (2) If δ := inft∈(0,T )(T − t)
1−θ
2 Osct(ϕ) > 0 and a ∈ [tk−1, tk), then, a.s.,

EFa

⎡⎣� T

a

∣∣∣∣∣ϕu −
n∑
i=1

ϑi−1�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦ � EFa

⎡⎣� tk

a

∣∣∣∣∣ϕu −
n∑
i=1

ϑi−1�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦
= EFa

[� tk

a

|ϕu − ϑk−1|2 du
]

� 1

κ
(tk − a)|ϕa − ϑk−1|2.

We apply this inequality to a = tk−1 and a = a0 := 1
2 (tk−1 + tk), observe that

1

2

[
(tk − tk−1)‖ϕtk−1

− ϑk−1‖2L∞ + (tk − a0)‖ϕa0 − ϑk−1‖2L∞

]
� tk − a0

4
‖ϕa0 − ϕtk−1

‖2L∞

� tk − tk−1

8
Osc2a0(ϕ),

and deduce

sup
a∈[tk−1,tk)

∥∥∥∥∥∥EFa

⎡⎣� T

a

∣∣∣∣∣ϕu −
n∑
i=1

ϑi−1�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦∥∥∥∥∥∥
2

L∞

� 1

κ

δ2

8

tk − tk−1

(T − tk−1)1−θ
=

1

κ

δ2

8
‖τ‖θ.

(2) ⇒ (3) with c(5.4) := c(5.3) is obvious because we can choose ϑi−1 := ϕti−1 .

(3) ⇒ (4) For a ∈ [0, T ) and 0 � s < t < T , a time-net τ = {ti}ni=0 such that s = tk−1 < tk = t
and

t− s

(T − s)1−θ
= ‖τ‖θ (5.5)

we get∥∥∥∥∥∥EFa

⎡⎣�
(a,T )∩(s,t]

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦∥∥∥∥∥∥
L∞

=

∥∥∥∥∥EFa

[�
(a,T )∩(s,t]

|ϕu − ϕs|2du
]∥∥∥∥∥

L∞

� (t− s) sup
u∈(s,t]

‖ϕu − ϕs‖2L∞

and

c(5.4)

√
t− s

(T − s)1−θ
= c(5.4)‖τ‖

1
2

θ � sup
a∈[0,T )

∥∥∥∥∥∥EFa

⎡⎣� T

a

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1
�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦∥∥∥∥∥∥
1
2

L∞
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� sup
a∈[0,T )

[∥∥∥∥∥∥EFa

⎡⎣�
(a,T )∩(s,t]

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦∥∥∥∥∥∥
1
2

L∞

+

∥∥∥∥∥∥EFa

⎡⎣�
(a,T )\(s,t]

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1
�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦∥∥∥∥∥∥
1
2

L∞

]

�
√
t− s sup

u∈(s,t]

‖ϕu − ϕs‖L∞

+ sup
a∈[0,T )

∥∥∥∥∥∥EFa

⎡⎣�
(a,T )\(s,t]

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1
�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦∥∥∥∥∥∥
1
2

L∞

.

Assume a time-net τ̃ that coincides with τ outside the interval (s, t). Then

c(5.4)

√
t− s

(T − s)1−θ
�
√
t− s sup

u∈(s,t]

‖ϕu − ϕs‖L∞ + ‖[ϕ; τ̃ ]‖
1
2

BMO1([0,T )).

Choosing a sequence (τn, τ̃n) of (τ, τ̃) with (5.5) as above, such that ‖τ̃n‖1 → 0, we conclude with

c(5.4)

√
t− s

(T − s)1−θ
�
√
t− s sup

u∈(s,t]

‖ϕu − ϕs‖L∞ and sup
u∈(s,t]

‖ϕu − ϕs‖2L∞ � c2(5.4)(T − s)θ−1.

For s ∈ [(2t− T )+, t) this gives supu∈(s,t] ‖ϕu − ϕs‖2L∞ � c2(5.4)2
θ−1(T − t)θ−1 and therefore

c(5.4)2
θ−1
2 (T − t)

θ−1
2 � ‖ϕt − ϕs‖L∞ + sup

u∈(s,t]

‖ϕt − ϕu‖L∞ � 2 sup
u∈[s,t]

‖ϕt − ϕu‖L∞ .

This implies Osct(ϕ) � c(5.4)2
θ−3
2 (T − t)

θ−1
2 . �

6. Brownian setting: Gradient estimates and approximation

We suppose additionally that F = FT and that (Ft)t∈[0,T ] is the augmentation of the natural
filtration of a standard one-dimensional Brownian motion W = (Wt)t∈[0,T ] with continuous paths
and starting in zero for all ω ∈ Ω. We recall the setting from [16] and start with the stochastic
differential equation (SDE)

dXt = σ̂(Xt)dWt + b̂(Xt)dt with X0 ≡ x0 ∈ R (6.1)

where 0 < ε0 � σ̂ ∈ C∞
b (R) for some constant ε0 and b̂ ∈ C∞

b (R) and where all paths of X are
assumed to be continuous. From this equation we derive the SDE

dYt = σ(Yt)dWt with Y0 ≡ y0 ∈ R

where two settings are used simultaneously:

Case (C1): Y := X with σ ≡ σ̂, b̂ ≡ 0, and RY := R.

Case (C2): Y := eX with σ(y) := yσ̂(log y), b̂(x) := − 1
2 σ̂

2(x), and RY := (0,∞).

In both cases, we let CY be the set of all Borel functions g : RY → R such that

sup
x∈R

e−m|x|
�
R

|g(α(x+ ty))|2 e−y2 dy <∞ for all t > 0

for some m > 0, where α(x) = x in the case (C1) and α(x) = ex in the case (C2). Let us denote by
(Y t,ys )s∈[t,T ] be the diffusion Y started at time t ∈ [0, T ] in y ∈ RY and let us define, for g ∈ CY ,

G(t, y) := Eg(Y t,yT ) for (t, y) ∈ [0, T ]×RY .

Remark 6.1. We collect some facts we shall use and that hold in both cases, (C1) and (C2):

(A) ‖σ′‖Bb(RY ) + ‖σσ′′‖Bb(RY ) <∞.
(B) In the case (C2) we have σ(y) ∼c y for y ∈ RY and some c � 1.

(C) One has G ∈ C∞([0, T )×RY ) and
∂G
∂t + σ2

2
∂2G
∂y2 = 0 on [0, T )×RY .

(D) E supt∈[0,b]

∣∣∣(σ ∂G∂y ) (t, Yt)∣∣∣2 <∞ for all b ∈ [0, T ).
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(E) The process
((
σ2 ∂2G

∂y2

)
(t, Yt)

)
t∈[0,T )

is an L2-martingale.

(F) The process X has a transition density ΓX in the sense of Theorem B.1.

Items (A) and (B) are obvious, (C) is contained in [16, Preliminaries], (D) is [16, Lemma 5.2], and
(E) is [16, Lemma 5.3].

This yields to the following setting:

Setting 6.2. In the notation of Assumption 4.5 we set

(1) σ := (σ(Yt))t∈[0,T ],

(2) M :=
(� t

0

(
σ2 ∂2G

∂y2

)
(u, Yu)dWu

)
t∈[0,T )

,

(3) ϕ :=
(
∂G
∂y (t, Yt)

)
t∈[0,T )

.

Lemma 6.8 and [19, Corollary 3.3] imply that Assumption 4.5 is fulfilled. To shorten the notation
at some places we use

Zt := σtϕt, ϕ(t, y) :=
∂G

∂y
(t, y), and Ht := σ2

t

∂2G

∂y2
(t, Yt) for (t, y) ∈ [0, T )×RY .

Denote by E(g; τ) = (Et(g; τ))t∈[0,T ] the error process resulting from the difference between the
stochastic integral and its Riemann approximation associated with the time-net τ = {ti}ni=0 ∈ T ,
i.e.

Et(g; τ) :=

�
(0,t]

ϕsdYs −
n∑
i=1

ϕti−1
(Yti∧t − Yti−1∧t) for t ∈ [0, T ].

For any 0 � a � t � T , we apply the conditional Itô’s isometry to obtain that, a.s.,

EFa
[
|Et(g; τ)− Ea(g; τ)|2

]
= EFa

⎡⎣� t

a

∣∣∣∣∣ϕu −
n∑
i=1

ϕti−1
�(ti−1,ti](u)

∣∣∣∣∣
2

σ2
udu

⎤⎦ = EFa[[ϕ; τ ]σt − [ϕ; τ ]σa ] .

(6.2)

Using Proposition A.4 this implies, for Φ ∈ CL+([0, T )), that

∥∥∥(Et(g; τ))t∈[0,T )

∥∥∥2
bmoΦ2 ([0,T ))

=
∥∥∥([ϕ; τ ]σ)t∈[0,T )

∥∥∥
bmoΦ

2
1 ([0,T ))

, (6.3)

where [ϕ; τ ]σ is given in Assumption 4.5. Moreover, bmoΦ2 ([0, T )) and bmoΦ
2

1 ([0, T )) above can be

replaced by BMOΦ
2 ([0, T )) and BMOΦ2

1 ([0, T )), respectively, due to the path continuity of E(g; τ)
and [ϕ; τ ]σ. To be in accordance with the previous sections we use in (6.3) the time interval [0, T )
instead of [0, T ].

6.1. The results. In this section we formulate the results, they are verified in Section 6.2. The
first result shows that all gradient processes (ϕ(t, Yt))t∈[0,T ) have a large oscillation:

Theorem 6.3. For g ∈ CY the process (ϕ(t, Yt))t∈[0,T ) is of maximal oscillation with constant 2
in the sense of Definition 5.1.

Now we discuss cases in which we get equivalences by choosing the weight Φ accordingly. For
θ = 1 we obtain a characterization in terms of Lipschitz functions that extends [20, Theorem 8]:

Theorem 6.4. For g ∈ CY and Φ = σ the following assertions are equivalent:

(1) There exists a Lipschitz function g̃ : RY → R such that g = g̃ a.e. on RY with respect to the
Lebesgue measure.

(2) There is a constant c > 0 such that ‖E(g; τ)‖BMOΦ
2 ([0,T )) � c

√
‖τ‖1 for all τ ∈ T .

In the case θ ∈ (0, 1) we obtain an equivalence in terms of the Riemann–Liouville type integral
(introduced in Section 3) of the gradient process:
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Theorem 6.5. Let (θ, q) ∈ (0, 1) × [2,∞) and Φ = (σtΨt)t∈[0,T ) where Ψ ∈ CL+([0, T )) is path-
wise non-decreasing. If g ∈ CY and if there is a constant c(6.4) > 0 such that, for t ∈ [0, T ),

(T − t)
1
2 |ϕt| � c(6.4)Ψt a.s., (6.4)

then the following assertions are equivalent:

(1) One has I 1−θ
2 Z−Z0 ∈ BMOΦ

2 ([0, T )) and there is a constant c > 0 such that, for all t ∈ [0, T ),

(T − t)
1−θ
2 |ϕt| � cΨt a.s. (6.5)

(2) There is a constant c > 0 such that ‖E(g; τ)‖BMOΦ
2 ([0,T )) � c

√
‖τ‖θ for all τ ∈ T .

If the conditions (1) and (2) are satisfied and Φ ∈ SMq([0, T )), then I
1−θ
2

T Z := limt↑T I
1−θ
2

t Z
exists in Lq and a.s.

Theorem 6.6. Let (θ, q) ∈ (0, 1) × [2,∞), g ∈ Höl0θ,2(R), and Φ = (σtΨt)t∈[0,T ) with Ψt :=

sups∈[0,t](σ
θ−1
s ). Then one has g|RY

∈ CY and the following holds:

(1) Φ ∈ SMq([0, T )).

(2) There is a constant c > 0 such that (T − t)
1−θ
2 |ϕt| � cΨt a.s. for all t ∈ [0, T ).

(3) I 1−θ
2 Z − Z0 ∈ BMOΦ

q ([0, T )).

6.2. Preparations to prove the results of Section 6.1. We collect some lemmas we need.

Lemma 6.7. Assume that θ ∈ (0, 1], g ∈ CY , that
(
I

1−θ
2

t M
)
t∈[0,T )

is closable in L2, and Φ ∈
CL+([0, T )) such that

sup
s∈[0,a]

T − a

(T − s)θ
|ϕa − ϕs|2 σ2

a + EFa

[
sup

t∈[a,T )

∣∣∣I 1−θ
2

t M − I
1−θ
2

a M
∣∣∣2] � Φ2

a a.s. for a ∈ [0, T ).

Then there is a constant c > 0 such that ‖E(g; τ)‖BMOΦ
2 ([0,T )) � c

√
‖τ‖θ for all τ ∈ T .

Proof. The statement follows directly from the equivalence (4.6) in Theorem 4.7 and (6.3). �
Lemma 6.8. The following assertions hold true:

(1) In the case (C2) one has (Y β0

t (Y β1)∗t )t∈[0,T ] ∈ SMp([0, T ]) for p ∈ (0,∞) and β0, β1 ∈ R.
(2) There is a constant c(6.6) > 0 such that, for all 0 � a < b � T ,

EFa

[
1

b− a

� b

a

σ2
udu

]
∼c2

(6.6)
σ2
a a.s. (6.6)

(3) For g ∈ CY one has E supu∈[a,T ] |ϕaσu|2 <∞ for a ∈ [0, T ).

Proof. (1) Because σ̂ ∈ Bb(R) for all α ∈ R there is a constant c(6.7) = c(6.7)(α, T, σ̂) > 0 such that

EFa

[
sup
t∈[a,T ]

eα
�
(a,t]

σ̂(Xs)dWs

]
≤ c(6.7) a.s. (6.7)

for a ∈ [0, T ]. Because b̂ is bounded this implies that (Y βt )t∈[0,T ] ∈ SMp([0, T ]) for all p ∈ (0,∞)
and β ∈ R by Proposition A.1. Therefore we may conclude by items (2) and (3) of Proposition A.2.

(2) We only need to check the case (C2) where we replace σ by Y by (B). As Y is a martingale

we get EFa

[� b
a
Y 2
u du

]
� (b− a)Y 2

a a.s., otherwise EFa

[� b
a
Y 2
u du

]
� ‖Y ‖2SM2([0,T ])(b− a)Y 2

a a.s.

(3) Because of (D) we only need to check (C2), use again (B) to replace σ by Y , and obtain

E sup
u∈[a,T ]

|ϕaYu|2 = E

[
|ϕa|2EFa

[
sup

u∈[a,T ]

Y 2
u

]]
� ‖Y ‖2SM2([0,T ]E|ϕaYa|2 <∞. �
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Lemma 6.9. For θ ∈ (0, 1], α := 1−θ
2 , and t ∈ [0, T ) one has, a.s.,

(T − t)αZt =T
αZ0 +

�
(0,t]

(T − u)αHudWu +

�
(0,t]

(T − u)ασ′(Yu)ZudWu

− α

�
(0,t]

(T − u)α−1Zudu+
1

2

�
(0,t]

(T − u)α(σσ′′)(Yu)Zudu.

Proof. The assertion follows by Itô’s formula applied to the function (t, y) �→ (T − t)α
(
σ ∂G∂y

)
(t, y)

with Yt inserted into the y-component, where we use the PDE from (C). �

Lemma 6.10. For θ ∈ [0, 1] there exists a constant c(6.8) > 0 such that for all g ∈ Hölθ(R) one
has ∣∣∣∣∂G∂y (u, y)

∣∣∣∣ � c(6.8) |g|θ σ(y)θ−1(T − u)
θ−1
2 for (u, y) ∈ RY × [0, T ). (6.8)

Proof. Set f := g and F := G in case (C1) and f(x) := g(ex) and F (u, x) := G(u, ex) for
(u, x) ∈ [0, T )× R in case (C2), and let us fix u ∈ [0, T ). In both cases, (C1) and (C2), we have

∂F

∂x
(u, x) =

�
R

∂ΓX
∂x

(T − u, x, ξ)f(ξ)dξ =

�
R

∂ΓX
∂x

(T − u, x, ξ)(f(ξ)− f(x))dξ

where we use (F) with the transition density ΓX from Theorem B.1. For t > 0 denote γt(x) :=
1√
2πt

e−
x2

2t . In the case (C1) we derive that∣∣∣∣∂G∂y (u, y)
∣∣∣∣ = ∣∣∣∣∂F∂x (u, x)

∣∣∣∣ � |g|θ
�
R

∣∣∣∣∂ΓX∂x (T − u, x, ξ)

∣∣∣∣ |ξ − x|θdξ

� |g|θ
�
R

c(B.1)(T − u)−
1
2 γc(B.1)(T−u)(x− ξ)|ξ − x|θdξ

= |g|θ(T − u)
θ−1
2

�
R

c(B.1)γc(B.1)
(η)|η|θdη

where we use
�
R
∂ΓX

∂x (T −u, x, ξ)dξ = ∂
∂x

�
R
ΓX(T −u, x, ξ)dξ = 0. For y = ex we get for (C2) that∣∣∣∣y ∂G∂y (u, y)

∣∣∣∣ = ∣∣∣∣∂F∂x (u, x)

∣∣∣∣ � |g|θ
�
R

∣∣∣∣∂ΓX∂x (T − u, x, ξ)

∣∣∣∣ | eξ − ex |θdξ

= |g|θ exθ
�
R

∣∣∣∣∂ΓX∂x (T − u, x, ξ)

∣∣∣∣ | eξ−x−1|θdξ
� |g|θ exθ

�
R

c(B.1)(T − u)−
1
2 γc(B.1)(T−u)(x− ξ)| eξ−x−1|θdξ.

We conclude by�
R

γc(B.1)(T−u)(x− ξ)| eξ−x−1|θdξ �
�
R

γc(B.1)(T−u)(ξ)|ξ|θ eθ|ξ| dξ

� (T − u)
θ
2

�
R

γc(B.1)
(η)|η|θ eθ

√
T |η| dη <∞. �

Lemma 6.11. Let dP̂ := LdP with L := exp
(�

(0,T ]
σ′(Yt)dWt − 1

2

�
(0,T ]

|σ′(Yt)|2dt
)
and g ∈ CY .

Then the process (ϕ(t, Yt))t∈[0,T ) is a P̂-martingale.

Proof. Applying the PDE from (C) we get that

∂ϕ

∂t
(t, y) + (σσ′)(y)

∂ϕ

∂y
(t, y) +

σ2(y)

2

∂2ϕ

∂y2
(t, y) =

∂

∂y

[
∂G

∂t
(t, y) +

σ2(y)

2

∂2G

∂y2
(t, y)

]
= 0

on [0, T )×RY . By Itô’s formula this implies that

ϕ(t, Yt) = ϕ(0, y0) +

�
(0,t]

(
σ
∂ϕ

∂y

)
(u, Yu) [dWu − σ′(Yu)du] a.s.
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for t ∈ [0, T ). Because of (A) and Girsanov’s theorem we obtain a P̂ standard Brownian motion

Ŵt :=Wt −
�
(0,t]

σ′(Yu)du, t ∈ [0, T ]. Moreover, for t ∈ [0, T ) we have that

EP̂

∣∣∣∣∣
� t

0

∣∣∣∣(σ∂ϕ∂y
)
(u, Yu)

∣∣∣∣2 du
∣∣∣∣∣
1
2

� (EPL2)
1
2

∣∣∣∣∣EP

� t

0

∣∣∣∣(σ∂ϕ∂y
)
(u, Yu)

∣∣∣∣2 du
∣∣∣∣∣
1
2

<∞.

As by the Burkholder-Davis-Gundy inequalities applied to continuous local martingales we also
have

EP̂

∣∣∣∣∣
�
(0,t]

∣∣∣∣(σ∂ϕ∂y
)
(u, Yu)

∣∣∣∣2 du
∣∣∣∣∣
1
2

∼c EP̂ sup
s∈[0,t]

∣∣∣∣∣
�
(0,s]

(
σ
∂ϕ

∂y

)
(u, Yu)dŴu

∣∣∣∣∣
for some absolute constant c � 1 and t ∈ [0, T ), we get that (ϕ(t, Yt))t∈[0,T ) is a P̂-martingale. �

6.3. Proof of Theorem 6.3. According to Lemma 6.11 there is an equivalent measure P̂ ∼ P

such that (ϕ(t, Yt))t∈[0,T ) is a P̂-martingale. The transition density of Y under P computes as

ΓY (s, t; y1, y2) =
1

y2
ΓX(s, t; log(y1), log(y2)) (6.9)

in the case (C2), otherwise ΓY = ΓX , where ΓX is taken from Theorem B.1 in both cases. We
conclude by Example 5.5, where relation (5.1) follows from Theorem B.1, the uniqueness in law of
the SDE (6.1), and the theory of Markov processes. �

6.4. Proof of Theorem 6.4. (1) ⇒ (2) We may assume that g : RY → R is Lipschitz. By
Lemma 6.10 we have ∣∣∣∣∂G∂y (u, y)

∣∣∣∣ � c(6.8)|g|1 and |Zu| � c(6.8)|g|1σu.

Let 0 � a < t < T . From Lemma 6.9 we get that

Zt = Za +

�
(a,t]

HudWu +

�
(a,t]

σ′(Yu)ZudWu +
1

2

�
(a,t]

(σσ′′)(Yu)Zudu a.s.

Then one has, a.s.,√
EFa

[� t

a

H2
udu

]

�
√
EFa[|Zt − Za|2] + ‖σ′‖Bb(RY )

√
EFa

[� t

a

Z2
udu

]
+

1

2
‖σσ′′‖Bb(RY )

√√√√EFa

[∣∣∣∣� t

a

|Zu|du
∣∣∣∣2
]

�
√
EFa[|Zt − Za|2] +

[
‖σ′‖Bb(RY ) +

√
T

2
‖σσ′′‖Bb(RY )

]√
EFa

[� t

a

Z2
udu

]

� c(6.8)|g|1
[√

EFa[σ2
t ] + σa

]
+ c(6.8)|g|1

[
‖σ′‖Bb(RY ) +

√
T

2
‖σσ′′‖Bb(RY )

]
√
T

√√√√EFa

[
sup

u∈(a,T ]

σ2
u

]

� c(6.8)|g|1
[
2 +

√
T‖σ′‖Bb(RY ) +

T

2
‖σσ′′‖Bb(RY )

]√√√√EFa

[
sup

u∈[a,T ]

σ2
u

]

� c(6.8)|g|1
[
2 +

√
T‖σ′‖Bb(RY ) +

T

2
‖σσ′′‖Bb(RY )

]
‖σ‖SM2([0,T ])σa

and hence √
EFa[|Mt −Ma|2] =

√√√√EFa

[�
(a,t]

H2
udu

]
� c(6.10)|g|1‖σ‖SM2([0,T ])σa a.s., (6.10)

for some c(6.10) > 0. Applying Lemma 6.10 for θ = 1 and (6.10) (together with Doob’s maximal
inequality) to Lemma 6.7 for Φa = cσa for some appropriate c > 0 and θ = 1, we derive (2).
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(2) ⇒ (1) Given a ∈ (0, T ), exploiting the last term in the relation (4.6) of Theorem 4.7 and
(6.2) give

sup
s∈[0,a]

T − a

T − s
|ϕa − ϕs|2 � c2(6.11) a.s. (6.11)

For a ∈
(
T
2 , T

)
we choose s ∈ [0, a) such that T−a

T−s = 1
2 . Therefore we may continue to∣∣∣∣∂G∂y (a, ya)

∣∣∣∣ � ∣∣∣∣∂G∂y (s, ys)
∣∣∣∣+√

2c(6.11) for all ya, ys ∈ RY

where we use the positivity and continuity of the transition density ΓY (for (C2) see (6.9)) and the

continuity of ∂G∂y (t, ·) : RY → R for t ∈ [0, T ). Applying Lemma 6.11, we have EP̂ϕ(s, Ys) = ϕ(0, Y0)

for s ∈ [0, T ). Therefore, for each s ∈ [0, T ) there are ω0
s , ω

1
s ∈ Ω such that for yis := Ys(ω

i
s) ∈ RY

we have ϕ(s, y0s) � ϕ(0, Y0) � ϕ(s, y1s). Because y → ∂G
∂y (s, y) is continuous on RY we find an

ys ∈ RY such that ϕ(s, ys) = ϕ(0, y0). Therefore,∣∣∣∣∂G∂y (a, y)
∣∣∣∣ � ∣∣∣∣∂G∂y (0, y0)

∣∣∣∣+√
2c(6.11) =: c(6.12) for all y ∈ RY . (6.12)

Let Ωg ∈ F be of measure one such that for all ω ∈ Ωg one has

lim
t↑T

G(t, Yt(ω)) = g(YT (ω)).

Let Ig := YT (Ωg) ⊆ RY . Then g is Lipschitz on Ig with Lipschitz constant c(6.12), and since Ig is
dense in RY , the function g|Ig can be extended to g̃ : RY → R to a Lipschitz function. Moreover,
P({ω ∈ Ω : g(YT (ω)) = g̃(YT (ω))}) � P(Ωg) = 1. �

6.5. Proof of Theorem 6.5. Let α := 1−θ
2 . Observe that with

α

� T

0

(T − u)α−1Zu∧tdu = α

� t

0

(T − u)α−1Zudu+ (T − t)αZt

Lemma 6.9 implies that

α

�
(0,T ]

(T − u)α−1Zu∧tdu =TαZ0 +

�
(0,t]

(T − u)αHudWu +

�
(0,t]

(T − u)ασ′(Yu)ZudWu

+
1

2

�
(0,t]

(T − u)α(σσ′′)(Yu)Zudu a.s.

Denote bu(ω) :=
1
2 (σσ

′′)(Yu(ω)) and B := 1
2‖σσ′′‖Bb(RY ) <∞. Dividing both sides of the equality

above by Tα gives

Iαt Z = Z0 +

�
(0,t]

(
T − u

T

)α
HudWu +

�
(0,t]

(
T − u

T

)α
Zu(σ

′(Yu)dWu + budu).

Next we observe that, for 0 � a < t < T , a.s.,⎛⎝EFa

⎡⎣∣∣∣∣∣
�
(a,t]

(
T − u

T

)α
Zuσ

′(Yu)dWu

∣∣∣∣∣
2
⎤⎦⎞⎠

1
2

+

⎛⎝EFa

⎡⎣∣∣∣∣∣
�
(a,t]

(
T − u

T

)α
|Zubu|du

∣∣∣∣∣
2
⎤⎦⎞⎠

1
2

� (‖σ′‖Bp(RY ) +B
√
T )

(
EFa

[�
(a,t]

(
T − u

T

)2α

|Zu|2du
]) 1

2

� c(6.4)(‖σ′‖Bb(RY ) +B
√
T )

(
EFa

[
sup

u∈[a,T )

Φ2
u

�
(a,t]

(
T − u

T

)2α

(T − u)−1du

]) 1
2

�
c(6.4)(‖σ′‖Bb(RY ) +B

√
T )√

2α
‖Φ‖SM2([0,T ))

(
T − a

T

)α
Φa.

We conclude that the martingale (
�
(0,t]

(
T−u
T

)α
Zuσ

′(Yu)dWu)t∈[0,T ) converges in Lq and a.s. be-

cause of Φ ∈ SMq([0, T )) and Proposition A.6(2). Again by Proposition A.6(2), the non-negative
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and non-decreasing process
(� t

0

(
T−u
T

)α |Zubu|du)
t∈[0,T )

converges in Lq and a.s. For this reason(� t
0

(
T−u
T

)α
Zubudu

)
t∈[0,T )

converges in Lq and a.s. as well. If we set

Mα :=

(�
(0,t]

(
T − u

T

)α
HudWu

)
t∈[0,T )

,

then we can summarize as follows:

(a) (Iαt Z − Z0)t∈[0,T ) ∈ BMOΦ
2 ([0, T )) if and only if Mα ∈ BMOΦ

2 ([0, T )).
(b) IαZ converges (is bounded) in Lq if and only if Mα does (is).
(c) IαZ converges a.s. if and only if Mα does.

(1) ⇒ (2) By (a) we get Mα ∈ BMOΦ
2 ([0, T )). Because the Setting 6.2 and (6.5) hold we may

use Theorem 4.8((1) ⇒ (2)) and conclude by (6.3).

(2) ⇒ (1) follows from (6.3), the validity of Setting 6.2, Theorem 4.8((2) ⇒ (1)), and (a).

Regarding the final part we deduce from (1), Φ ∈ SMq([0, T )), and Proposition A.6(2) that
supt∈[0,T ) |Iαt Z| ∈ Lq, conclude supt∈[0,T ) ‖Mα

t ‖Lq
< ∞ by (b), and obtain from the martingale

property the Lq- and a.s. convergence of Mα. We may finish by (b) and (c). �

6.6. Proof of Theorem 6.6. (1) We only need to check the case (C2) and this case follows from
Lemma 6.8(1). Item (2) follows directly from Lemma 6.10.

(3) We fix a ∈ [0, T ), a set A ∈ Fa of positive measure. First we observe that by (4.1) (applied
to s = a and with b ↑ T ), Lemma 6.10 for θ = 0, and Lemma 6.8,√�

A

� T

a

(T − u)H2
ududP ∼√

κ

√�
A

� T

a

|ϕu − ϕa|2 σ2
ududP

�

√�
A

� T

a

Z2
ududP+

√�
A

ϕ2
a

� T

a

σ2
ududP

�
√�

A

g(YT )2dP+

√�
A

[
c2(6.8)|g|20σ

−2
a (T − a)−1

][
c2(6.6)(T − a)σ2

a

]
dudP

� c0‖g‖Bb(RY )

√
P(A).

On the other hand (6.10) gives√�
A

� T

a

H2
ududP � c(6.10)|g|1‖σ‖SM2([0,T ])

√�
A

σ2
adP.

For the linear map T : g �→ (Hu)u∈[a,T ) we get∥∥T : C0
b (R)→ L2([a, T )×A, ((T − ·)λ⊗ PA))

∥∥ � c0, (6.13)∥∥T : Höl01(R)→ L2([a, T )×A, λ⊗ PA)
∥∥ � c1

√�
A

σ2
adPA, (6.14)

where PA is the normalized restriction of P to A. Applying the Stein-Weiss interpolation theorem
[7, Theorem 5.4.1] to (6.13) and (6.14) yields

∥∥T : (C0
b (R),Höl

0
1(R))θ,2 → L2([a, T )×A, ((T − ·)1−θλ⊗ PA))

∥∥ � c(6.15)

(�
A

σ2
adPA

) θ
2

, (6.15)

with c(6.15) := Cc1−θ0 cθ1. In other words, we did prove(�
A

� t

a

(T − u)1−θH2
ududPA

) 1
2

� c(6.15)

(�
A

σ2
adPA

) θ
2

‖g‖Höl0θ,2(R)
.
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For δ ∈ (0, 1) and l ∈ Z define Al := {δl+1 < σ2
a � δl}. Then�

A

� t

a

(T − u)1−θH2
ududPA =

∑
P(A∩Al)>0

(�
A∩Al

� t

a

(T − u)1−θH2
ududPA∩Al

)
PA(A ∩Al)

� c2(6.15)
∑

P(A∩Al)>0

(�
A∩Al

σ2
adPA∩Al

)θ
PA(A ∩Al) ‖g‖2Höl0θ,2(R)

� c2(6.15)
∑

P(A∩Al)>0

δlθPA(A ∩Al) ‖g‖2Höl0θ,2(R)

� c2(6.15)δ
−θ

�
A

σ2θ
a dPA ‖g‖2Höl0θ,2(R)

.

As δ ∈ (0, 1) was arbitrary, we conclude�
A

� t

a

(T − u)1−θH2
ududPA � c2(6.15)

�
A

σ2θ
a dPA ‖g‖2Höl0θ,2(R)

.

and

EFa

[� t

a

(T − u)1−θH2
udu

]
� c2(6.15)σ

2θ
a � c2(6.15)Φ

2
a a.s.

We use item (a) from the proof of Theorem 6.5 to conclude that
(
I

1−θ
2

t Z − Z0

)
t∈[0,T )

∈ BMOΦ
2 ([0, T ))

and finish by Φ ∈ SMq([0, T )) and Proposition A.6(1). �

7. An interpolation result

The following interpolation result is adapted to prove Corollary 8.13, but of independent interest.
For this section we assume

(1) κ0, κ1 ∈ (0, 1) and 0 � γ0 < γ1 <∞,
(2) a probability space (R,R, ρ),
(3) an interpolation pair of Banach spaces (E0, E1) and a Banach space F ,
(4) random variables A0, A1 : R→ [0,∞) with ρ({2n < Ai � 2n+1}) � cAi

2−κin for n ∈ N0,
(5) for (t, r) ∈ [0, T )×R linear operators Tt,ρ, Tt,r : E0 + E1 → F such that

(a) ‖Tt,rx‖F � cimin{Ai(r), (T − t)−γi}‖f‖Ei for f ∈ Ei and r ∈ R,
(b) if ‖Tt,·x‖F � P (·) on R, where P : R → [0,∞) is measurable and x ∈ E0 + E1, then

‖Tt,ρx‖F �
�
R
P (r)ρ(dr),

(6) ‖Ts,ρx‖F � ‖Tt,ρx‖F for all 0 � s < t < T and x ∈ E0 + E1,

where cA0
, cA1

, c0, c1 > 0 are constants. Note that the map [0, T ) � t �→ ‖Tt,ρx‖F is measurable
by assumption (6). Under the above assumptions the following statement holds:

Theorem 7.1. For all (δ, q) ∈ (0, 1)× [1,∞] there is a c(7.1)(δ, q, cA0
, cA1

, c0, c1, κ0, κ1, γ0, γ1, T ) >
0 such that, for α := (1− δ)(1− κ0)γ0 + δ(1− κ1)γ1,

‖(T − t)α‖Tt,ρx‖F ‖Lq([0,T ), dt
T−t )

� c(7.1)‖f‖(E0,E1)δ,q for x ∈ (E0, E1)δ,q. (7.1)

Proof. First we observe that

‖Tt,ρx‖F � ci

�
R

min{Ai(r), (T − t)−γi}ρ(dr)‖x‖Ei

� ci

[
1 +

∞∑
n=0

�
{2n<Ai�2n+1}

min{2n+1, (T − t)−γi}ρ(dr)
]
‖x‖Ei

� ci

[
1 + cAi

∞∑
n=0

2−κinmin{2n+1, (T − t)−γi}
]
‖x‖Ei

� ci(2cAi
∨ 1)

[
1 +

∞∑
n=0

2−κinmin{2n, (T − t)−γi}
]
‖x‖Ei

� ci(2cAi
∨ 1)cκi,γi,T (T − t)(κi−1)γi‖x‖Ei

=: di(T − t)(κi−1)γi‖x‖Ei
.
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For tk := T (1− 1
2k
), k ∈ N0, and αi := (1− κi)γi this gives

‖(Ttk,ρx)k∈N0‖
−αi∞ (F )
� diT

−αi‖f‖Ei .

Using real interpolation, (2.4), and (2.2), we derive

‖(Ttk,ρx)k∈N0
‖
−α

q (F ) � cα0,α1,δ,q d
1−δ
0 dδ1 T

−α‖f‖(E0,E1)θ,q .

The assertion follows, because assumption (6) implies that

‖(T − t)α‖Tt,ρx‖F ‖Lq([0,T ), dt
T−t )

∼c Tα‖(Ttk,ρx)k∈N0‖
−α
q (F ),

where c � 1 depends at most on (α, q). �

8. Lévy setting: Directional gradient estimates and applications

8.1. Setting. Let X = (Xt)t∈[0,T ] be a Lévy process defined on a complete probability space
(Ω,F ,P), i.e. X0 ≡ 0, X has stationary and independent increments, and càdlàg trajectories.
Assume that F = (Ft)t∈[0,T ] is the augmented natural filtration of X and F = FT . The Poisson
random measure N associated to X is defined by N(E) := #{t ∈ (0, T ] : (t,ΔXt) ∈ E} for
E ∈ B((0, T ] × R\{0}), the Lévy measure ν is the unique σ-finite Borel measure on R such that
ν({0}) = 0 and ν(B) := 1

T EN((0, T ]×B) for Borel sets B with 0 �∈ B. Let σ � 0 be the coefficient
of the standard Brownian motion W in the Lévy–Itô decomposition of X (see, e.g., [38, Theorem
19.2]). We define the σ-finite measure μ on B(R) by

μ(dx) := σ2δ0(dx) + x2ν(dx). (8.1)

To avoid degenerate settings we always assume that μ(R) ∈ (0,∞]. The compensated random

measure Ñ ofN is given by Ñ := N−λ⊗ν on the ring of E ∈ B((0, T ]×R) such that (λ⊗μ)(E) <∞.
In the sequel we use of the following notation:

Definition 8.1. A Borel function f : R → R belongs to DX if E|f(x +Xs)| < ∞ for all (s, x) ∈
[0, T ]× R. For f ∈ DX we define F : [0, T ]× R→ R by

F (t, x) := Ef(x+XT−t). (8.2)

8.2. Galtchouk-Kunita-Watanabe projection. We additionally assume that X = (Xt)t∈[0,T ]

is an L2-martingale so that μ(R) ∈ (0,∞) and assume that f ∈ L2(R,PXT
). Let D ∈ L2(R, μ)

such that D � 0 and
�
R
D2(z)μ(dz) > 0 and define dρ := Ddμ/

�
R
Ddμ. If ξ = f(XT ) has a

chaos decomposition as in Lemma D.1(1) (the notion of the chaos decomposition is recalled in
Appendix D as well), then we let1

h0 :=

�
R

fs1 (z)ρ(dz) and hn(x1, . . . , xn) :=

�
R

fsn+1(x1, . . . , xn, z)ρ(dz)

for n ∈ N, define the càdlàg L2-martingale ϕ(f, ρ) = (ϕt(f, ρ))t∈[0,T ) by the chaos expansion

ϕt(f, ρ) :=

∞∑
n=0

(n+ 1)In(hn�
⊗n
(0,t]), (8.3)

and the càdlàg martingale XD = (XD
t )t∈[0,T ] by X

D
0 ≡ 0 and XD

t := I1(�(0,t]⊗D) a.s. Denote by

PXD : L2 → I(XD) ⊆ L2 the orthogonal projection onto the closed subspace

I(XD) :=

{�
(0,T )

ϑtdX
D
t : ϑ is predictable with E

� T

0

|ϑt|2dt <∞
}
.

Then

PXD (f(XT )) =

�
R
Ddμ�

R
D2dμ

�
(0,T )

ϕt−(f, ρ)dX
D
t a.s.

For D ≡ 1 this was shown in [17, (8), (10), Example (c1) on. p. 209, Lemma 4]. We omit the
proof of this extension. The following statement is one motivation of Section 8 and will be used in
Section 8.5.

1There might be a symmetric μ⊗n-null-set in (x1, . . . , xn) on which the integral does not exist. On this set we

set hn to be 0.
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Proposition 8.2 (Gradient of GKW-projection). Assume that the Lévy process X is an L2-
martingale, that f ∈ DX ∩ L2(R,PXT

) and F is given by (8.2), that dρ = Ddμ/
�
R
Ddμ as above,

and that t ∈ (0, T ). Then there is a null-set Nt ∈ F such that for ω �∈ Nt one has2

ϕt(f, ρ)(ω) = ρ({0})∂F
∂x

(t,Xt(ω)) +

�
R\{0}

F (t,Xt(ω) + z)− F (t,Xt(ω))

z
ρ(dz). (8.4)

We prove Proposition 8.2 in Appendix D for the convenience of the reader. Results related to
Proposition 8.2 are provided in [28, Theorem 2.4], [6, Theorems 2.1, 3.11, 4.1], and [12, Proposition
2]. Other techniques use the Fourier transform (see, e.g., [9]).

8.3. Upper bounds for the gradient process. Gradient estimates in the Lévy setting are
studied in different ways in the literature. In [10, Theorem 1.1 and Remark 2.4] Hölder regularities
are studied, where one looks for an improvement of the Hölder regularity caused by the transition
group. In a way, this is opposite to our question. The result from the literature we contribute to is
[39, Theorem 1.3] (see Remark 8.22 below). Finally, [33] investigates when f(XT ) belongs to D1,2

or (L2,D1,2)θ,∞ in dependence on f ∈ Höl0η,∞(R) and properties of the underlying Lévy process
X. In our article we look for L∞ and BMO bounds for vector-valued gradient processes generated
by an f(XT ) when f ∈ Höl0η,2(R), where we do not need and consider any Malliavin smoothness
of f(XT ) itself. Moreover, for a given f(XT ) the fractional smoothness of the gradient process
depends on the direction in which the gradient process is tested. So far, we do not see a way to
exploit the results from [33] for our purpose, but it would be worthy to understand connections.

For this section we assume the following setting:

(1) X = (Xt)t∈[0,T ] is a Lévy process with μ(R) ∈ (0,∞].
(2) ρ is a probability measure on B(R).

Let us start by formalizing the right-hand side of (8.4):

Definition 8.3. For an F : [0, T )×R→ R, such that x �→ F (t, x) is measurable for all t ∈ [0, T ),
and (t, x) ∈ [0, T )× R we define

DρF (t, x) :=

�
R\{0}

F (t, x+ z)− F (t, x)

z
ρ(dz) if

�
R\{0}

|F (t, x+ z)− F (t, x)|
|z| ρ(dz) <∞.

If additionally we have that F (t, ·) ∈ C1(R), then we let

DρF (t, x) := ρ({0})∂F
∂x

(t, x) +

�
R\{0}

F (t, x+ z)− F (t, x)

z
ρ(dz).

One point of this definition is that the measure ρ is general. This allows us to capture different
aspects: If ρ is as in Proposition 8.2, then we can study Galtchouk-Kunita-Watanabe projections,
if ρ is a Dirac measure in z ∈ R\{0}, then we study the point-wise behaviour of (F (t, x + z) −
F (t, x))/z. A general background is provided in Appendix D.3 in terms of a vector-valued gradient
process associated to a functional f(XT ).

We recall a class of functions that are of local bounded variation:

Definition 8.4. A Borel function f : R → R belongs to BVloc(R) provided that f is right-
continuous and there are Borel measures μ+ and μ− on B(R), finite on each compact interval, and
disjoint S+, S− ∈ B(R) with S+ ∪ S− = R and μ+(S−) = μ−(S+) = 0, such that

f(b)− f(a) = μ+((a, b])− μ−((a, b]) for all −∞ < a < b <∞.

Furthermore, we let |f ′| := μ++μ− and, for a Borel function g : R→ R with
�
R
|g(x)||f ′|(dx) <∞,�

R

g(x)f ′(dx) :=

�
R

g(x)μ+(dx)−
�
R

g(x)μ−(dx).

The pair of measures (μ+, μ−) is unique and we will identify f ′ with (μ+, μ−). The space
BVloc(R) consists of functions that are of bounded variation of on each compact interval (cf. [37,
Chapter 8]). The next definition is the key for what follows and defines two functionals to obtain
DρF (t, x), the second term on the right-hand side of (8.4), from a given terminal condition f . The
first functional simply rephrases DρF , the second one uses some kind of partial integration.

2The integral with respect to ρ(dz) exists for ω �∈ Nt and we omit ρ({0})(∂F/∂x)(t,Xt(ω)) if ρ({0}) = 0.
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Definition 8.5. (1) For t ∈ [0, T ) we define Γ0
t,ρ : Dom(Γ0

ρ)→ R by

Dom(Γ0
ρ) :=

{
f ∈ DX and ∀s ∈ [0, T ) ∀ 0 � δ � s < T ∀x ∈ R :

E

�
R\{0}

∣∣∣∣F (s, x+Xδ + z)− F (s, x+Xδ)

z

∣∣∣∣ ρ(dz) <∞
}
,

〈f,Γ0
t,ρ〉 := DρF (t, 0).

(2) For t ∈ [0, T ) we define the Borel function γt,ρ : R→ [0,∞] and Γ1
t,ρ : Dom(Γ1

ρ)→ R by

γt,ρ(v) :=

�
R\{0}

P(XT−t ∈ J(v; z))
|z| ρ(dz) with J(v; z) := v + [−z+, z−),

Dom(Γ1
ρ) :=

{
f ∈ DX ∩ BVloc(R) and ∀ 0 � δ � s < T ∀x ∈ R :

E

�
R

γs,ρ(v − x−Xδ)|f ′|(dv) <∞
}
,

〈f,Γ1
t,ρ〉 = 〈f ′, γt,ρ〉 :=

�
R

γt,ρ(v) f
′(dv).

In Definition 8.5 we use L1-conditions instead of L2-conditions which is sufficient at this point.
The L1-conditions are chosen to guarantee a point-wise definition of DρF and the properties stated
in Remark 8.6 below.

In Theorem 8.10 we prove
�
R
γt,ρ(v)dv = ρ(R\{0}), Dom(Γ1

ρ) ⊆ Dom(Γ0
ρ), and that

〈f ′, γt,ρ〉 = 〈f,Γ0
t,ρ〉 for f ∈ Dom(Γ1

ρ).

If D(R) is the test function space that consists of f ∈ C∞(R) with compact support, then D(R) ⊆
Dom(Γ1

ρ) (for f ∈ D(R) we have f ′(dv) = f ′(v)dv and |f ′|(dv) = |f ′(v)|dv, where f ′ on the right-
hand sides is the classical derivative). If we consider γt,ρ ∈ L1(R) as distribution γt,ρ ∈ D′(R) (see
[36, Section 6.11]), then we have the interpretation

Dγt,ρ = −Γ0
t,ρ, (8.5)

see [36, Section 6.12] and Γ0
t,ρ can be seen as distributional derivative of a distribution of L1-type.

Before we continue, let us list some facts we exploit later:

Remark 8.6. For f ∈ Dom(Γ0
ρ) the following holds:

(1) DρF (t, x) = 〈f(x+ ·),Γ0
t,ρ〉.

(2) One has that t �→ d(t) := ‖DρF (t, ·)‖Bb(R) ∈ [0,∞] is non-decreasing.
(3) The process (DρF (t,Xt))t∈[0,T ) is a martingale.
(4) There exists a càdlàg modification ϕ = (ϕt)t∈[0,T ) of (DρF (t,Xt))t∈[0,T ) such that

|ϕt| � d(t+) on [0, T )× Ω.

It will be useful to consider Γ0
t,ρ as linear functional on semi-normed spaces:

Definition 8.7. For t ∈ [0, T ) and a linear space E ⊆ Dom(Γ0
ρ) equipped with a semi-norm | · |E

we let ‖Γ0
t,ρ‖E∗ := inf c, where the infimum is taken over all c > 0 such that

|〈f,Γ0
t,ρ〉| � c|f |E for all f ∈ E.

In this article we aim for estimates of type

‖DρF (t, ·)‖Bb(R) ≤ c(8.6)(t)|f |E for all f ∈ E. (8.6)

If E contains only functions f such that f(0) = 0 (to have a norm ‖ · ‖E rather than a semi-norm
| · |E later) and are ’translation invariant’ in the sense that ‖f‖E = ‖x �→ f(x0 + x)− f(x0)‖E for
any x0 ∈ R, then the estimate (8.6) is equivalent to

|DρF (t, 0)| = |〈f,Γ0
t,ρ〉| ≤ c(8.6)(t)‖f‖E for all f ∈ E.
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This is the reasoning for the definition of 〈f,Γ0
t,ρ〉, i.e. for the estimates (8.6) one does not need

to work with the Banach space Bb(R). One application of the results of this section are the upper
gradient estimates provided by Corollary 8.13 that can be seen as a counterpart to Theorem 6.6
proved on the Wiener space. To prove Corollary 8.13 we use the interpolation result Theorem 7.1
with end-point estimates derived by Theorem 8.9 and Theorem 8.12. As an application, inequal-
ity (8.15) of Corollary 8.13 allows for BMO-estimates of (DρF (t,Xt))t∈[0,T ) after applying our
Riemann-Liouville operators to its càdlàg version by exploiting Theorem 8.11.

To start with, we introduce a variational quantity that is one key for us to obtain upper bounds
for gradient processes:

Definition 8.8. For η ∈ [0, 1] and s ∈ [0, T ] we let

‖Xs‖TV(ρ,η) := inf
P

{�
R\{0}

P (z)1−ηρ(dz)

}
∈ [0,∞],

where the infimum is taken over all measurable P : R\{0} → [0,∞) such that

‖Pz+Xs
− PXs

‖TV

|z| � P (z) for z ∈ R\{0}.

We use the potentials P to avoid a discussion about the measurability of the map z �→ ‖Pz+Xs
−

PXs‖TV (which would not be necessary for us). We have the following special cases:

(1) ‖Xs‖TV(ρ,1) = ρ(R\{0}) <∞ for s ∈ [0, T ].

(2) ‖X0‖TV(ρ,η) = 21−η
�
R\{0} |z|η−1ρ(dz) for η ∈ [0, 1].

(3) ‖Xs‖TV(δz,η) =
(

‖Pz+Xs−PXs‖TV

|z|

)1−η
< ∞, η ∈ [0, 1], if δz is the Dirac measure in z ∈

R\{0}.
We will not use ‖X0‖TV(ρ,η), whereas our idea is to use ‖Xs‖TV(ρ,η) for s ∈ (0, T ], where we

exploit the behaviour of ‖Pz+Xs − PXs‖TV. This enables us to obtain the correct blow-up of
gradient processes when considering β-stable-like processes. Upper bounds for ‖Xs‖TV(δz,η) can
be found in the literature, see [39, Theorem 3.1], Theorem 8.9(2) is a variant for our setting.

In Theorem 8.9 and Theorem 8.10 below we provide basic properties of Γ0
t,ρ and Γ1

t,ρ. We will
use Theorem 8.9 to deduce upper and Theorem 8.10 to deduce lower bounds for our gradient
processes. Moreover, Theorem 8.10 gives the interpretation (8.5) of Γ0

t,ρ and Γ1
t,ρ as distributions.

Theorem 8.9 (Properties of the functional Γ0
t,ρ). Suppose that η ∈ [0, 1] and (Xt)t∈[0,T ] ⊆ Lη.

(1) If ‖Xs‖TV(ρ,η) <∞ for s ∈ (0, T ], then Hölη(R) ⊆ Dom(Γ0
ρ) and∥∥Γ0

t,ρ

∥∥
(Hölη(R))∗

� ‖XT−t‖TV(ρ,η), (8.7)

where Hölη(R) is equipped with the semi-norm |f |η,∞ := ‖f − f(0)‖Höl0η,∞(R) if η ∈ (0, 1).

(2) If t ∈ [0, T ) and XT−t has a density pT−t ∈ C1(R), then

‖XT−t‖TV(ρ,η) �
�
R\{0}

(
min

{
2

|z| ,
∥∥∥∥∂pT−t

∂y

∥∥∥∥
L1(R)

})1−η

ρ(dz).

In particular, if σ > 0, then pT−t ∈ C1(R) with
∥∥∥∂pT−t

∂y

∥∥∥
L1(R)

�
√

2
πσ2 (T − t)−

1
2 .

Proof. (1) First we remark that (Xt)t∈[0,T ] ⊆ Lη implies that Hölη(R) ⊆ DX . Moreover, for fixed
z ∈ R\{0}, t ∈ [0, T ), and f ∈ Höl1(R) we obtain the estimate∣∣∣∣F (t, x+ z)− F (t, x)

z

∣∣∣∣ � |f |1 (8.8)

and, for f ∈ Bb(R) and x′ ∈ R,

|F (t, x+ z)− F (t, x)| =
∣∣∣∣�

R

(f(x+ y)− f(x′))Pz+XT−t
(dy)−

�
R

(f(x+ y)− f(x′))PXT−t
(dy)

∣∣∣∣
�

�
R

|f(x+ y)− f(x′)| |Pz+XT−t
− PXT−t

|(dy)
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� ‖f − f(x′)‖Bb(R)‖Pz+XT−t
− PXT−t

‖TV.

Therefore, ∣∣∣∣F (t, x+ z)− F (t, x)

z

∣∣∣∣ � c(8.9)
‖Pz+XT−t

− PXT−t
‖TV

|z| (8.9)

for c(8.9) := ‖f‖C0
b (R)

if f ∈ C0
b (R) (take x′ = 0) and c(8.9) := |f |0 if f ∈ Höl0(R) (take the

supremum over x′ ∈ R on the right-hand side). Moreover, real interpolation between (8.9) for
C0
b (R) and (8.8) for Höl01(R) (for fixed x and z) implies that∣∣∣∣F (t, x+ z)− F (t, x)

z

∣∣∣∣ � ‖f‖Höl0η,∞(R)

[‖Pz+XT−t
− PXT−t

‖TV

|z|

]1−η
(8.10)

for η ∈ (0, 1) by (2.2). From (8.9) and (8.8) we deduce Hölη(R) ⊆ Dom(Γ0
ρ) and (8.7) for η ∈ {0, 1}.

If η ∈ (0, 1), then (8.10) implies Höl0η,∞(R) ⊆ Dom(Γ0
ρ) and (8.7) with Hölη(R) replaced by

Höl0η,∞(R). But if f ∈ Hölη(R), then we replace f by f0 := f − f(0) ∈ Höl0η,∞(R) and get (8.10)
with constant ‖f − f(0)‖Höl0η,∞(R). This concludes the proof of (1).

(2) We observe that

‖Pz+XT−t
− PXT−t

‖TV = ‖pT−t(· − z)− pT−t‖L1(R)
=

�
R

∣∣∣∣� x

x−z

∂pT−t
∂y

(y)dy

∣∣∣∣ dx
� sign(z)

�
R

� x

x−z

∣∣∣∣∂pT−t
∂y

(y)

∣∣∣∣ dydx
= |z|

�
R

∣∣∣∣∂pT−t
∂y

(y)

∣∣∣∣ dy. (8.11)

As we have ‖Pz+XT−t
− PXT−t

‖TV � 2 as well, we obtain the first part of item (2). If σ > 0 and
s ∈ (0, T ], then the density of Xs is given by ps(y) := EpσWs(y−Js) where pσWs is the C∞-density
of σWs and satisfies∥∥∥∥∂ps∂y

∥∥∥∥
L1(R)

=

∥∥∥∥E∂pσWs

∂y
(· − Js)

∥∥∥∥
L1(R)

�
∥∥∥∥∂pσWs

∂y

∥∥∥∥
L1(R)

=

√
2

πσ2
s−

1
2 . �

Theorem 8.10 (Properties of the functional Γ1
t,ρ). Let t ∈ [0, T ).

(1) One has
�
R
γt,ρ(v)dv = ρ(R\{0}).

(2) One has Dom(Γ1
ρ) ⊆ Dom(Γ0

ρ) and for f ∈ Dom(Γ1
t,ρ) and x ∈ R that

DρF (t, x) = 〈fx,Γ1
t,ρ〉 = 〈fx,Γ0

t,ρ〉 if fx(·) := f(·+ x).

(3) If q, r ∈ [1,∞], XT−t has a density pT−t ∈ Lr(R), and s := min{r, q}, then

‖γt,ρ‖Lq(R) � ‖pT−t‖Ls(R)

�
R\{0}

|z| 1q− 1
s ρ(dz).

Proof. Recall the notation J(v; z) = v + [−z+, z−). (1) follows from�
R

γt,ρ(v)dv =

�
R\{0}

�
Ω

[�
R

�{XT−t∈J(v;z)}
1

|z|dv
]
dPρ(dz) =

�
R\{0}

�
Ω

dPρ(dz) = ρ(R\{0}).

(2) For f ∈ Dom(Γ1
ρ) and x ∈ R we observe that�

R\{0}

∣∣∣∣F (t, x+ z)− F (t, x)

z

∣∣∣∣ ρ(dz) � �
R\{0}

[�
R

∣∣∣∣f(x+ z + y)− f(x+ y)

z

∣∣∣∣PXT−t
(dy)

]
ρ(dz)

�
�
R\{0}

�
R

1

|z|

�
(x+y−z−,x+y+z+]

|f ′|(dv)PXT−t
(dy)ρ(dz)

=

�
R

[�
R\{0}

1

|z|

�
R

�(x+y−z−,x+y+z+](v)PXT−t
(dy)ρ(dz)

]
|f ′|(dv)

=

�
R

[�
R\{0}

P(XT−t ∈ J(v − x; z))

|z| ρ(dz)

]
|f ′|(dv)
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=

�
R

γt,ρ(v − x)|f ′|(dv)

which implies Dom(Γ1
ρ) ⊆ Dom(Γ0

ρ) and also enables us to compute, exactly along the previous
computation,

�
R\{0}

F (t, x+ z)− F (t, x)

z
ρ(dz) =

�
R

[�
R\{0}

P(XT−t ∈ J(v; z))
|z| ρ(dz)

]
(fx)′(dv).

(3) Let z �= 0. Then the assertion follows from

‖P(XT−t ∈ J(·; z))‖Lq(R)
= |z|

∥∥∥∥∥ 1

|z|

�
J(·;z)

pT−t(y)dy

∥∥∥∥∥
Lq(R)

� |z|1− 1
s

∥∥∥v �→ ∥∥�J(v;z)pT−t
∥∥
Ls(R)

∥∥∥
Lq(R)

� |z|1− 1
s

∥∥∥y �→ ∥∥�J(·;z)(y)pT−t(y)
∥∥
Lq(R)

∥∥∥
Ls(R)

= |z|1− 1
s

∥∥∥y �→ ∥∥�J(·;z)(y)∥∥Lq(R)
pT−t(y)

∥∥∥
Ls(R)

= |z|1− 1
s+

1
q ‖pT−t‖Ls(R)

,

where we use Hölder’s inequality for the first inequality and (2.1) in the second one. �

We return to the Riemann-Liouville type operators and aim for correct upper bounds for (say)
‖Iαϕ− ϕ0‖BMO2([0,T )). Point-wise bounds for ‖DρF (t, ·)‖Bb(R), in the sense that t ∈ [0, T ) is fixed,

will not yield to optimal results. Instead, we exploit integral bounds expressed by |||f |||ρ,α below.

Theorem 8.11. Assume that α > 0, f ∈ Dom(Γ0
ρ), and

|||f |||2ρ,α :=
2α

T 2α

� T

0

(T − t)2α−1‖DρF (t, ·)‖2Bb(R)
dt <∞,

and define

ε(a)2 :=
2α

T 2α

� T

a

(T − t)2α−1‖DρF (t, ·)‖2Bb(R)
dt � |||f |||2ρ,α

so that ε(a) ↓ 0 if a ↑ T . For a càdlàg modification ϕ = (ϕt)t∈[0,T ) of (DρF (t,Xt))t∈[0,T ) one has

(1)
(
T−a
T

)α ‖DρF (a, ·)‖Bb(R) � ε(a) for a ∈ [0, T ),

(2) EFa
[
|Iαt ϕ− Iαa ϕ|2

]
� ε(a)2 a.s. for 0 � a < t < T ,

(3)
∥∥(Iαt ϕ− Iαa ϕ)t∈[a,T )

∥∥
BMO2([a,T ))

� 3ε(a) for a ∈ [0, T ).

Proof. (1) follows from

(T − a)2α

2α
‖DρF (a, ·)‖2Bb(R)

=

� T

a

(T − t)2α−1‖DρF (a, ·)‖2Bb(R)
dt

�
� T

a

(T − t)2α−1‖DρF (t, ·)‖2Bb(R)
dt =

T 2α

2α
ε(a)2.

(2) We assume B ∈ Fa of positive measure and apply Proposition 3.8, formula (3.4), to get
�
B

|Iαt ϕ− Iαa ϕ|2dPB = 2γT−2α

�
B

� T

a

(T − u)2α−1 |ϕu∧t − ϕa|2 dudPB

� 2αT−2α

�
B

� T

a

(T − u)2α−1 |ϕu∧t|2 dudPB

� 2αT−2α

� T

a

(T − u)2α−1 ‖DρF (u, ·)‖2Bb(R)
du

= ε(a)2.
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(3) Because the BMO2([a, T ))-norm is invariant when passing to càdlàg modifications, we may
assume the bound from Remark 8.6(4) for ϕ and use Proposition 3.3(3) in order to get

|ΔIαt ϕ| =
(
T − t

T

)α
|Δϕt| � 2ε(t) on [0, T )× Ω.

The statement follows from item (2), Proposition A.4, and Proposition A.5(1) (applied to the time
interval [a, T )). �

Theorem 8.12 (End point estimate). Let X = (Xt)t∈[0,T ] be a Lévy process. If there are ε ∈ (0, 1)
and β ∈ (0,∞] such that

c(8.12) := sup
n∈N

2εnρ({2−n � |z| < 2−n+1}) <∞, (8.12)

c(8.13) := sup
s∈(0,T ]

sup
z∈supp(ρ)\{0}

s
1
β
‖Pz+Xs

− PXs
‖TV

|z| <∞, (8.13)

then, for η ∈ [0, 1− ε) there is a constant c = c(ε, β, η, c(8.12), c(8.13)) > 0 such that

‖Xs‖TV(ρ,η) � c s
ε+η−1

β for s ∈ (0, T ].

Proof. With A(z) := (2/|z|)1−η and γ := 1−η
β ∈ [0,∞) we get

‖Xs‖TV(ρ,η) �
�
supp(ρ)\{0}

(
min

{
2

|z| , c(8.13)s
− 1

β

})1−η
ρ(dz) =

�
supp(ρ)\{0}

min{A(z), c1−η(8.13)s
−γ}ρ(dz).

Moreover, for κ := ε
1−η ∈ (0, 1), our assumption implies

ρ({2n < A � 2n+1}) ≤ c(8.14)2
−κn for n ∈ N0 (8.14)

with some c(8.14) = c(c(8.12), ε) > 0. Then we use the first step of the proof of Theorem 7.1 and

the relation (κ− 1)γ =
(

ε
1−η − 1

)
1−η
β = ε+η−1

β . �

Corollary 8.13. Assume that (Xt)t∈[0,T ] ⊆ L1 and either that

(1) σ > 0, β = 2, or
(2) σ = 0, (ε, β) ∈ (0, 1)× (1, 2), and that (8.12) and (8.13) hold.

Then one has for η ∈ (0, 1− ε), α := 1−(ε+η)
β ∈

(
0, 1

β

)
, and q ∈ [1,∞] that Höl0η,q(R) ⊆ Dom(Γ0

ρ)

and ∥∥t �→ (T − t)α‖DρF (t, ·)‖Bb(R)

∥∥
Lq([0,T ), dt

T−t )
� c

(q)
(8.15)‖f‖Höl0η,q(R)

(8.15)

for f ∈ Höl0η,q(R), where c
(q)
(8.15) > 0 is a constant independent from f . In particular, for q = 2 we

obtain

|||f |||ρ,α �
√
2α

Tα
c
(2)
(8.15)‖f‖Höl0η,2(R)

. (8.16)

Proof. In case of (1) we have Höl0η,∞(R) ⊆ Dom(Γ0
ρ) for all η ∈ (0, 1) by Theorem 8.9. In case

of (2) we have Höl0η,∞(R) ⊆ Dom(Γ0
ρ) for η ∈ (0, 1 − ε) by Theorem 8.12 and Theorem 8.9. To

interpolate we choose 0 < η0 < η < η1 < 1− ε and find a δ ∈ (0, 1) with η = (1− δ)η0+ δη1. Then,
by (8.10),

sup
x∈R

∣∣∣∣F (t, x+ z)− F (t, x)

z

∣∣∣∣ � ‖f‖Höl0ηi,∞(R)

[‖Pz+XT−t
− PXT−t

‖TV

|z|

]1−ηi
� ‖f‖Höl0ηi,∞(R) min{A(z), c1−ηi(8.13)(T − t)−γi}

with γi :=
1−ηi
β and Ai(z) := (2/|z|)1−ηi . Let κi := ε

1−ηi . As in the proof of Theorem 8.12 we get

sup
n∈N0

2κinρ({2n < Ai � 2n+1}) <∞.
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Now the statement follows from Theorem 7.1, where we note that

(1− δ)(1− κ0)γ0 + δ(1− κ1)γ1 = α,

and the reiteration theorem in the form of (2.5). �

Remark 8.14. The assumption on the existence of the density pT−t of a Lévy process is a time
dependent distributional property (see, e.g., [38, Ch.5]). In Theorem 8.9 and Theorem 8.10 we used
‖∂pT−t/∂x‖L1(R)

and ‖pT−t‖Ls(R). Results for ∂pt/∂x and pt for a Lévy process can be found, for

example, in [29, 31, 39, 42].

8.4. Lower bounds for the oscillation of gradient processes. Theorem 8.19 and Theo-
rem 8.20 are the main results of this section. Their background is Proposition 8.2 where we
compute the gradient of the Galtchouk-Kunita-Watanabe projection. Theorem 8.19 proves the
maximal oscillation of these gradients and Theorem 8.20 determines the quantitative behaviour of
the maximal oscillation as a counterpart to Corollary 8.13.

To handle the oscillation we exploit the supports of the laws PXt and transform the Lévy process
(Xt)t∈[0,T ] into the process (Yt)t∈[0,T ] below which has independent and stationary increments as
well. The statements Theorem 8.16, Example 8.17, and Example 8.18, are formulated for the
Y -process, before we return to the X-process. Let us start with the basic setting of this section:

Assumption 8.15. (1) In the notation of Example 5.6 we use supp(Xt) = Q+ �t, t ∈ (0, T ], and

Yt = (Xt − �t)�{Xt∈supp(Xt)} for t ∈ [0, T ].

(2) The function H : [0, T )×Q→ R is Y -consistent, which means
(a) H(t, ·) is continuous on Q for all t ∈ [0, T ),
(b) E|H(t, y + Yt−s)| <∞ for all 0 � s � t < T and y ∈ Q,
(c) EH(t, y + Yt−s) = H(s, y) for all 0 � s � t < T and y ∈ Q.

(3) ρ is a probability measure on B(R).

The reason for this definition is the following statement:

Theorem 8.16. Let H be Y -consistent and ϕt := H(t, Yt), t ∈ [0, T ). Then ϕ = (ϕt)t∈[0,T ) is
a martingale of maximal oscillation with constant 2 in the sense of Definition 5.1. Moreover, if
for all t ∈ [0, T ) there is an t ∈ (t, T ) such that H(t, Yt) ∈ L2, then the following assertions are
equivalent:

(1) inft∈(0,T ) Osct(ϕ) = 0.
(2) ϕt = ϕ0 a.s. for all t ∈ (0, T ).

Item 2 of Theorem 8.16 implies a forward uniqueness: If there is an s ∈ (0, T ) such that ϕ0 = ϕs
a.s., then the martingale is constant a.s.

Proof of Theorem 8.16. The martingale property follows by the definition and the maximal oscil-
lation with constant 2 follows from Example 5.6. Regarding the equivalence we only need to show
(1)⇒(2). For 0 < s < t < T , y′1, y

′
2 ∈ Q and ω ∈ (Yt − Ys)

−1(Q) we obtain that

‖ϕt − ϕs‖L∞ = sup
y,y′∈Q

|H(t, y + y′)−H(s, y′)|

� |H(t, y′1 + (Yt − Ys)(ω) + y′2 + Ys(ω))−H(s, y′2 + Ys(ω))|
= |H(t, y′1 + y′2 + Yt(ω))−H(s, y′2 + Ys(ω))|,

where the first inequality comes from ϕt −ϕs = H(t, Yt − Ys + Ys)−H(s, Ys), supp(Yt − Ys, Ys) =
Q×Q, and from the continuity of Q×Q � (y, y′) �→ H(t, y + y′)−H(s, y′). This implies

‖ϕt − ϕs‖L∞ � sup
y,y′∈Q

|EH(t, y + y′ + Yt)− EH(s, y′ + Ys)| = sup
y,y′∈Q

|H(0, y + y′)−H(0, y′)|

� sup
y∈Q

|H(0, y)−H(0, 0)|.
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For s = 0 we use the same idea with y′ = y′2 = 0 to get ‖ϕt −ϕ0‖L∞ � supy∈Q |H(0, y)−H(0, 0)|.
So (1) yields to C := H(0, 0) = H(0, y) for all y ∈ Q. Fix 0 � t < t < T as in our assumption.
According to Lemma D.1, we have a chaos expansion

H(t, Yt) = EH(t, Yt) +

∞∑
n=1

In

(
h̃n�

⊗n
[0,t]

)
with h̃n ∈ L2(μ

⊗n). Let Ỹ be an independent copy of Y with the corresponding expectation Ẽ.

For Δt := t− t > 0 this implies EFΔt[H(t, Yt)]
a.s.
= ẼH(t, YΔt + Ỹt) = H(0, YΔt) = C and

C = EFΔt[H(t, Yt)] = EH(t, Yt) +
∞∑
n=1

In

(
h̃n�

⊗n
[0,Δt]

)
a.s.

Therefore, h̃n = 0 in L2(μ
⊗n) for all n � 1, which yields H(t, Yt) = C a.s. Since supp(Yt) = Q =

supp(Yt), together with the continuity of H(t, ·) on Q, we derive that H(t, y) = C for all y ∈ Q.
Therefore ϕt = H(t, Yt) = C a.s. �

The next two results provide the fundamental examples of Y -consistent functions:

Example 8.17. We assume

(1) that k : Q → R is a Borel function with E|k(y + Ys)| < ∞ for (s, y) ∈ [0, T ] × Q and that
K : [0, T )×Q→ R with K(t, y) := Ek(y + YT−t) satisfies

E

�
Q\{0}

∣∣∣∣K(t, y + Yδ + z)−K(t, y + Yδ)

z

∣∣∣∣ ρ(dz) <∞ for 0 � δ � t < T,

(2) that y �→ K(t, y) is continuous on Q for t ∈ [0, T ),
(3) that for all (t, y) ∈ [0, T ) × Q there is an ε > 0 such that the family of functions z �→

K(t,y′+z)−K(t,y′)
z , indexed by y′ ∈ Q with |y − y′| < ε, is uniformly integrable on (Q\{0}, ρ).

Then we obtain a Y -consistent function by

H(t, y) :=

�
Q\{0}

K(t, y + z)−K(t, y)

z
ρ(dz) for (t, y) ∈ [0, T )×Q.

Proof. (2b) Taking δ = 0 in assumption (1), we see that H(t, y) is well-defined, and for δ := t− s
we obtain that

E|H(t, y + Yt−s)| � E

�
Q\{0}

∣∣∣∣K(t, y + Yt−s + z)−K(t, y + Yt−s)

z

∣∣∣∣ ρ(dz) <∞. (8.17)

(2c) Because of (8.17) we can apply Fubini’s theorem to get

EH(t, y + Yt−s) = E

�
Q\{0}

K(t, y + Yt−s + z)−K(t, y + Yt−s)

z
ρ(dz)

=

�
Q\{0}

EK(t, y + Yt−s + z)− EK(t, y + Yt−s)

z
ρ(dz)

=

�
Q\{0}

K(s, y + z)−K(s, y)

z
ρ(dz)

= H(s, y)

where we use EK(t, y + Yt−s) = K(s, y). (2a) If we have yn, y ∈ Q with yn → y, then we take
ε = ε(t, y) > 0 from assumption (3) and obtain limnH(t, yn) = H(t, y) by the uniform integrability
imposed in (3) and assumption (2). �

Example 8.18. Let σ > 0. Then Q = R and the following holds:

(1) If k : R→ R is a Borel function with E|k(YT )|q <∞ for some q ∈ (1,∞), then E|k(y+YT−t)| <
∞ for (t, y) ∈ [0, T ] × R. If K(t, y) := Ek(y + YT−t) on [0, T ] × R, then K(t, ·) ∈ C∞(R) for
t ∈ [0, T ) and we obtain a Y -consistent function H : [0, T )× R→ R by

H(t, y) :=
∂K

∂y
(t, y) with H(t, y) =

1

σ
E

[
k(y + YT−t)

WT−t
T − t

]
.
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(2) If k ∈ Hölη(R) for some η ∈ [0, 1] (and E|k(YT )|q <∞ as above if η ∈ (0, 1]), then

‖H(t, ·)‖Bb(R)
� |k|ηση−1(T − t)

η−1
2

�
R

|x|η+1 e−
x2

2
dx√
2π
. (8.18)

Proof. Q = R follows from [38, Theorem 24.10].
(1) Let k � 0, J := Y − σW , and fix t ∈ [0, T ).
(a) Since E|k(σWT + Jt + (JT − Jt))|q = E|k(YT )|q < ∞, independence and Fubini’s theorem

yield to E|k(σWT + at + (JT − Jt))|q <∞ for some at ∈ R. If

N (t) := {x ∈ R : E|k(σx+ at + (JT − Jt))|q =∞},
then N (t) is a Borel set of Lebesgue measure zero. We define

f (t)(x) := �Nc
t
(x) Ek(σx+ at + (JT − Jt))

so that E|f (t)(WT )|q <∞. Now we can apply [19, Lemma A.2] to f (t) and get for (s, x) ∈ [0, T )×R

and F (t)(s, x) := Ef (t)(x+WT−s) that

F (t)(s, ·) ∈ C∞(R) and
∂F (t)

∂x
(s, x) = Ef (t)(x+WT−s)

WT−s
T − s

.

(b) Because k � 0, N (t) has Lebesgue measure zero, and T − t > 0, we verify by Fubini’s theorem
(regardless of the finiteness of the integrals) that

K(t, y) = F (t)

(
t,
y − at
σ

)
<∞ so that K(t, ·) ∈ C∞(R).

(c) We choose q̃ ∈ (1, q) so that Ek(y+YT −Ys)|WT −Wt| � cq̃,T−t‖k(y+YT −Ys)‖Lq̃
<∞ where

the finiteness of the last term is obtained as in (a-b) by starting with the function y �→ k(y)q̃. This
moment estimate enables us to apply Fubini’s theorem in the sequel.

(d) Using [19, Lemma A.2] we deduce that

σ
∂K

∂y
(t, y) =

∂F (t)

∂x

(
t,
y − at
σ

)
= Ef (t)

(
y − at
σ

+WT−t

)
WT−t
T − t

= E(Ẽk(y + σWT−t + J̃T−t))
WT−t
T − t

= Ek(y + YT−t)
WT−t
T − t

(e) To check E∂K
∂y (t, y + Yt−s) =

∂K
∂y (s, y) for s ∈ [0, t] we have to verify

E

[
k(y + YT − Ys)

WT −Wt

T − t

]
= E

[
k(y + YT − Ys)

WT −Ws

T − s

]
.

As WT−Wt

T−t − WT−Ws

T−s is of mean zero and independent of YT − Ys, the last equality is true. To

conclude the proof of (1) we remove the assumption k � 0 by considering the positive and negative
parts separately.

(2) Now we additionally assume that k ∈ Hölη(R). Assume that t ∈ [0, T ) and y = σx+at with

x �∈ N (t) and N (t) defined as in step (a). Then E|k(y + JT−t)| = E|k(σx+ at + JT−t)| <∞ and∣∣∣∣∂K∂y (t, y)

∣∣∣∣ = ∣∣∣∣ 1σE
[
k(y + YT−t)

WT−t
T − t

]∣∣∣∣ = 1

σ
E

∣∣∣∣[(k(y + YT−t)− k(y + JT−t))
WT−t
T − t

]∣∣∣∣
� |k|η

σ
E

[
|σWT−t|η

|WT−t|
T − t

]
= |k|ηση−1(T − t)

η−1
2 E|g|η+1.

Because λ(N (t)) = 0 and y �→ ∂K
∂y (t, y) continuous, the estimate is true for all y ∈ R. �

Now we are in a position to return to the setting of Proposition 8.2:

Theorem 8.19 (Maximal oscillation). Suppose that

(a) the Lévy process (Xt)t∈[0,T ] is an L2-martingale and ρ := μ/μ(R),
(b) η ∈ [0, 1] and ‖Xs‖TV(ρ,η) <∞ for all s ∈ (0, T ] if η ∈ [0, 1),
(c) f ∈ Hölη(R), where we additionally assume that y �→ f(y+�T ) is continuous on Q if η = σ = 0.

Then f ∈ Dom(Γ0
ρ) and, additionally, F (t, ·) ∈ C∞(R) for t ∈ [0, T ) if σ > 0. Letting ϕt :=

DρF (t,Xt) for t ∈ [0, T ), the following holds:
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(1) ‖ϕt‖L∞ = supx∈supp(Xt) |DρF (t, x)| for t ∈ [0, T ).

(2) (ϕt)t∈[0,T ) is an L2-martingale of maximal oscillation with constant 2.
(3) Unless ϕt = ϕ0 a.s. for all t ∈ [0, T ), one has inft∈(0,T ) Osct(ϕ) > 0.

Proof. Theorem 8.9 implies that f ∈ Dom(Γ0
ρ). Now we let k(y) := f(y + �T ) and K(t, y) :=

Ek(y + YT−t) for (t, y) ∈ [0, T )×Q, so that

K(t, y) = F (t, y + �t) for (t, y) ∈ [0, T )×Q. (8.19)

Let

H(t, y) := ρ({0})∂K
∂y

(t, y) +

�
Q\{0}

K(t, y + z)−K(t, y)

z
ρ(dz) for (t, y) ∈ [0, T )×Q.

(a) H is Y -consistent: By Example 8.18 and E|k(YT )|2 <∞ the first term ρ({0})∂K∂y is well-defined

and Y -consistent given ρ({0}) > 0. For the second term we verify the assumptions of Example 8.17:
Assumption (1) follows by (8.19) and f ∈ Dom(Γ0

ρ).
Assumption (2) follows by Example 8.18 if σ > 0. If σ = 0, then k : Q → R is continuous

by assumption. Then we use k ∈ Hölη(R) and YT−t ∈ L2 to deduce the uniform integrability of
(k(yn + YT−t))n∈N if yn → y in Q which implies the continuity of K(t, ·) on Q for t ∈ [0, T ).

Assumption (3) follows from the proof of Theorem 8.9(1) that gives∣∣∣∣K(t, y + z)−K(t, y)

z

∣∣∣∣ � cη(f)‖Pz+XT−t
− PXT−t

‖1−ηTV |z|η−1. (8.20)

(b) We have supy∈Q |H(t, y)| <∞ for all t ∈ [0, T ) because of (8.18) and (8.20).
Now assertion (1) follows from the continuity of H(t, ·) on Q, which implies the continuity of

DρF (t, ·) on supp(Xt). Assertions (2) and (3) follow from Theorem 8.16 and again by DρF (t, x) =

H(t, x− �t) for x ∈ supp(Xt) (supp(X0) = {0} ⊆ Q) which implies DρF (t,Xt) = H(t, Yt) a.s. �

Now we provide the corresponding lower bounds for Corollary 8.13. The conditions (8.21) and
(8.22) are a counterpart to (8.12) and (8.13) assumed in Corollary 8.13.

Theorem 8.20 (Size of maximal oscillation). Suppose that

(a) the Lévy process (Xt)t∈[0,T ] is an L2-martingale and ρ := μ/μ(R),
(b) η ∈ [0, 1) and ‖Xs‖TV(ρ,η) <∞ for all s ∈ (0, T ],
(c) fη : R→ R ∈ Hölη(R) is given by fη(x) := (x ∨ 0)η if η ∈ (0, 1) and f0(x) := �[0,∞)(x).

If Fη(t, x) := Efη(x+XT−t) for (t, x) ∈ [0, T )× R, then one has

(1) inft∈[0,T )(T − t)1−
1+η
2

∂Fη

∂x (t, 0) > 0 if σ > 0,

(2) inft∈[0,T )(T − t)1−
1+η
β DρFη(t, 0) > 0 if σ = 0 and β ∈ [1 + η, 2), and if

ρ([−ε, ε]) � c(8.21)ε
2−β for ε ∈ (0, ε(8.21)], (8.21)

inf
|v|∨|z|�c̃(8.22)s

1
β ,z �=0

P(Xs ∈ J(v; z))
|z| � c(8.22)s

− 1
β for s ∈ (0, T ], (8.22)

for some constants c(8.21), ε(8.21), c(8.22), c̃(8.22) > 0 and where J(v; z) = v + [−z+, z−).

Proof. (1) For s ∈ (0, T ] we let ps = pσWs ∗ PJs be the continuous density of the law of Xs (see
Theorem 8.9(2)). Then we have

ps(x) =
1

σ
√
2πs

�
R

e−
(x−z)2

2σ2s PJs(dz) �
1

σ
√
2πs

e−
x2

σ2s

�
R

e−
z2

σ2s PJs(dz) � c(8.23)s
− 1

2 e−
x2

σ2s (8.23)

with c(8.23) := (σ
√
2π)−1 e−σ

−2
�
R
z2ν(dz) because by Jensen’s inequality,�

R

e−
z2

σ2s PJs(dz) � e−σ
−2s−1EJ2

s = e−σ
−2

�
R
z2ν(dz) > 0.

Moreover, for x = 0 and ε > 0 we have

∂Fη
∂x

(t, 0) = η

� ∞

0

vη−1pT−t(v)dv �
[

inf
v∈[0,ε]

pT−t(v)

]
εη
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for η ∈ (0, 1), where the first equality follows by a direct computation, and (1) follows with

ε :=
√
T − t. If η = 0, then

∂Fη

∂x (t, 0) = pT−t(0) � c(8.23)(T − t)−
1
2 .

(2) Let ε = d(T − t) 1
β := min{c̃(8.22), ε(8.21)T− 1

β }(T − t) 1
β . We observe that

Fη(t,x+z)−Fη(t,x)
z � 0

for all z ∈ R\{0} and that f ′ in the sense of measure is a non-negative measure. For this reason
we can use the proof of item (2) of Theorem 8.10 without checking integrability assumptions to get�

R\{0}

Fη(t, z)− Fη(t, 0)

z
ρ(dz) =

�
R

�
R\{0}

P(XT−t ∈ J(v; z))
|z| ρ(dz)f ′η(dv)

�
�
|v|�ε

�
0<|z|�ε

P(XT−t ∈ J(v; z))
|z| ρ(dz)f ′η(dv)

� inf
0<|z|�ε,|v|�ε

P(XT−t ∈ J(v; z))
|z| εηρ([−ε, ε])

� c(8.22)(T − t)−
1
β (d(T − t)

1
β )ηc(8.21)(d(T − t)

1
β )2−β

= d′(T − t)
1+η
β −1. �

8.5. Sharpness of the results - β-stable-like processes. In this section we assume a Lévy
process X = (Xt)t∈[0,T ] with σ = 0, which is an L2-martingale, and β ∈ (1, 2) such that the Lévy
measure satisfies ν(dz) = pν(z)dz, where pν is symmetric and

0 < lim inf
|z|→0

|z|1+βpν(z) � lim sup
|z|→0

|z|1+βpν(z) <∞. (8.24)

We consider a functional D ∈ L2(R, μ) with D � 0 and
�
R
D2dμ > 0, and set

dρ :=
1�

R
Ddμ

Ddμ.

Given ε ∈ (0, 1), the small-ball assumption (8.12) on the functional D : L2(R\{0}, μ) → R reads
as (�

R

Ddμ

)
sup
n∈N

2εnρ({2−n � |z| < 2−n+1}) = sup
n∈N

2εn
�
[2−n,2−n+1)

Ddμ <∞. (8.25)

Given f ∈ DX ∩L2(R,PXT
), we also discuss the Riemann approximation of the stochastic integral�

(0,T )

ϕt−(f, ρ)dX
D
t

that represents by Proposition 8.2 the Galtchouk-Kunita-Watanabe projection of f(XT ) on I(X
D)

up to a factor. The corresponding error process with respect to the time-net τ = {ti}ni=0 ∈ T is

Et(f ; τ,D) :=

�
(0,t]

ϕs−(f, ρ)dX
D
s −

n∑
i=1

ϕti−1−(f, ρ)(X
D
ti∧t −XD

ti−1∧t), t ∈ [0, T ).

Theorem 8.21. Let η ∈ (0, 1− ε), α := 1−(ε+η)
β , θ := 1− 2α, and assume that the functional D

satisfies the ε-small ball property (8.25). Then Höl0η,2(R) ⊆ Dom(Γ0
ρ) and the following holds:

Upper bounds: For f ∈ Höl0η,2(R) and the parameters Θ := (β, ν, ε,D, η, T ) the following holds:

(1) There is a c(8.26) = c(Θ) > 0 such that one has

sup
t∈[0,T )

(T − t)α‖ϕt(f, ρ)‖L∞ + ‖Iαϕ(f, ρ)− ϕ0(f, ρ)‖BMO2([0,T )) � c(8.26)‖f‖Höl0η,2(R)
, (8.26)

lim
a↑T

∥∥∥(Iαt ϕ(f, ρ)− Iαa ϕ(f, ρ))t∈[a,T )

∥∥∥
BMO2([a,T ))

= 0. (8.27)

(2) There is a c(8.28) = c(Θ) > 0 such that one has

‖E(f ; τ,D)‖bmo2([0,T )) � c(8.28)
√
‖τ‖θ ‖f‖Höl0η,2(R)

. (8.28)

(3) ϕ(f, ρ) has maximal oscillation with constant 2.
(4) Unless ϕ(f, ρ) is almost surely constant, one has inft∈[0,T ) Osct(ϕ(f, ρ)) > 0.
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(5) If p ∈ [2,∞), then there is a c(8.29) > 0 such that for 0 � a < t < T , Φ ∈ CL+([0, t]) with
1 ∨ |ΔXs| � Φs on [0, t], supu∈[0,t] Φu ∈ Lp, and λ > 0 one has

PFa

(
|Et(f ; τθn, D)− Ea(f ; τ

θ
n, D)| > λ

)
� c(8.29) min

⎧⎨⎩ 1

nλ2
,
EFa

[
supu∈[a,t] Φ

p
u

]
λp(T − t)pα

⎫⎬⎭ a.s. (8.29)

Lower bounds: For D ≡ 1 we can take ε = 2 − β and there is an fη ∈ Hölη(R) such that for
ϕt := ϕt(fη, ρ) one has:

(6) inft∈(0,T )(T − t)αOsct(ϕ) > 0.

(7) There is a c(8.30) > 0 such that for all τ = {ti}ni=0 ∈ T with ‖τ‖θ = tk−tk−1

(T−tk−1)1−θ one has

inf
ϑi−1∈L0(Fti−1

)
sup

a∈[tk−1,tk)

∥∥∥∥∥∥EFa

⎡⎣�
(a,T )

∣∣∣∣∣ϕu −
n∑
i=1

ϑi−1�(ti−1,ti](u)

∣∣∣∣∣
2

du

⎤⎦∥∥∥∥∥∥
L∞

� c2(8.30)‖τ‖θ. (8.30)

(8) ‖E(f ; τ, 1)‖bmo2([0,T )) �
√
μ(R)c(8.30)

√
‖τ‖θ for all τ ∈ T .

Remark 8.22. From the above theorem we get that

‖ϕt(f, ρ)‖L∞ � c(8.26)(T − t)−
1−(ε+η)

β ‖f‖Höl0η,2(R)
.

Let us take a sequence of real numbers |zl| = 2−l, l ∈ N, and consider the corresponding Dirac-
measures ρl = δzl . Suppose that the small ball condition

ρl({2−n � |z| < 2−n+1}) � c(8.12)2
−εn

holds uniformly in l and n. Because ρl({2−l � |z| < 2−l+1}) = 1 this implies that 1 � c(8.12)2
−εn

for all n ∈ N and finally ε = 0. If we interpret f ∈ Bb(R) as η = 0, then we would get an exponent

(T − t)−
1−(ε+η)

β = (T − t)−
1
β

which is the upper bound of [39, Theorem 1.3].

For the proof of the theorem we first need the following Lemma:

Lemma 8.23. For 0 � a � t ∈ I, 0 < r < p < ∞, Y ∈ CL0(I), Φ,Φ ∈ CL+([0, t]) with Φs � Φs
for s ∈ [0, t] and supu∈[0,t] Φu ∈ Lp, and for λ > 0 one has, a.s.,

PFa(|Yt − Ya| > λ)

� c(8.31) min

⎧⎨⎩Φra
λr
‖Y ‖rbmoΦr ([0,t]),

EFa

[
supu∈[a,t] Φ

p

u

]
λp

[‖Y ‖p
bmoΦr ([0,t])

+ |ΔY |p
Φ,[0,t]

]

⎫⎬⎭ (8.31)

where c(8.31) > 0 depends at most on (r, p).

Proof. First we observe that

PFa
(|Yt − Ya| > λ) � Φra

λr
‖Y ‖rbmoΦr

a.s. (8.32)

Moreover, from Proposition A.5(1) we know that

‖Y ‖BMOΦ
r ([0,t]) � 2(

1
r−1)

+ [
‖Y ‖

bmoΦr ([0,t])
+ |ΔY |Φ,[0,t]

]
. (8.33)

Using Proposition A.6(2) this yields to

(EFa[|Yt − Ya|p])
1
p � c(A.2)‖Y ‖BMOΦ

r ([0,t])

(
EFa

[
sup
u∈[a,t]

Φ
p

u

]) 1
p

a.s.

which implies

PFa
(|Yt − Ya| > λ) �

cp(A.2)

λp
‖Y ‖p

BMOΦ
r ([0,t])

EFa

[
sup
u∈[a,t]

Φ
p

u

]
. (8.34)

Combining (8.32), (8.34), and (8.33) implies our statement. �
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Proof of Theorem 8.21. (a) Estimates on the density of Xs. Let ψ be the characteristic ex-

ponent of X, i.e. E eiuXs = e−sψ(u) (see [38, Theorem 8.1]) for s ∈ [0, T ]. By (8.24) we obtain

0 < lim inf
|u|→∞

Reψ(u)

|u|β � lim sup
|u|→∞

Reψ(u)

|u|β <∞. (8.35)

If s ∈ (0, T ], then Xs has a density ps ∈ C∞(R) with lim|x|→∞(∂mps/∂x
m)(x) = 0 for m ∈ N0 by

[34] (see [38, Proposition 28.3]). We combine (8.35) with [39, Theorem 1.3] and [31, Lemma 4.1]

and obtain s0 ∈ (0, T ] and c0 > 0 such that ‖∂ps/∂x‖L1(R)
� c0s

− 1
β for s ∈ (0, s0]. If s ∈ (s0, T ],

then ‖∂ps/∂x‖L1(R)
= ‖(∂ps0/∂x) ∗ ps−s0‖L1(R)

� c0s
− 1

β

0 , so that∥∥∥∥∂ps∂x
∥∥∥∥
L1(R)

� c(8.36)s
− 1

β for s ∈ (0, T ] (8.36)

with c(8.36) := c0 ∨ c0( Ts0 )
1
β . On the other hand, by (8.35) there is a c(8.37) = c(β, pν) > 0 such

that, for s ∈ (0, T ],

1

c(8.37)
s−

1
β �

�
R

e−sReψ(u) du and

�
R

e−sReψ(u) |u|du � c(8.37)s
− 2

β . (8.37)

When pν is symmetric, then ps is symmetric and 0 ∈ supp(Xs) for s ∈ (0, T ]. Combining (8.37)
with the proof of [30, Lemma 7] yields c(8.38), c̃(8.38) > 0, not depending on (t, x), such that

ps(x) � c(8.38)s
− 1

β for |x| < c̃(8.38)s
1
β and s ∈ (0, T ]. (8.38)

(b) Upper bounds: (8.13) follows from (8.36) and (8.11). Theorem 8.12 gives ‖Xs‖TV(ρ,η) < ∞
for s ∈ (0, T ] and η ∈ (0, 1− ε) and Höl0η,2(R) ⊆ Dom(Γ0

ρ) by Theorem 8.9. Now let us check our
assertions:

(1) follows from Corollary 8.13 and Theorem 8.11.
(2) For 0 � a � t < T we use Itô’s isometry and and choose d〈XD〉u =

(�
R
D2dμ

)
du to get,

a.s.,

EFa
[
|Et(f ; τ,D)− Ea(f ; τ,D)|2

]
= EFa

⎡⎣� t

a

∣∣∣∣∣ϕu−(f, ρ)−
n∑
i=1

ϕti−1−(f, ρ)�(ti−1,ti](u)

∣∣∣∣∣
2

d〈XD〉u

⎤⎦
=

(�
R

D2dμ

)
EFa[[ϕ(f, ρ), τ ]t − [ϕ(f, ρ), τ ]a]

where we use ϕu(f, ρ) = ϕu−(f, ρ) a.s., u ∈ [0, T ), which follows from the chaos expansion. Hence

1(�
R
D2dμ

) ‖E(f ; τ,D)‖2bmo2([0,T )) = ‖[ϕ(f, ρ), τ ]‖bmo1([0,T )) = ‖[ϕ(f, ρ), τ ]‖BMO1([0,T )) . (8.39)

Next we use inequality (8.16) and observe that

(T − t)2α

2α
‖ϕt(f, ρ)‖2L∞ = ‖ϕt(f, ρ)‖2L∞

�
[t,T )

(T − u)2α−1du �
�
[0,T )

(T − u)2α−1‖DρF (u, ·)‖2Bb(R)
du

� c2(8.16)‖f‖2Höl0η,2(R)
<∞

which implies

‖ϕt(f, ρ)− ϕ0(f, ρ)‖L∞ � 2c(8.16)
√
2α(T − t)−α‖f‖Höl0η,2(R)

and ‖DρF (t, ·)‖Bb(R) �
√
2αc(8.16)(T − t)−α‖f‖Höl0η,2(R)

. From this, for 0 � s � a < T the proof of

Lemma C.1 gives

‖ϕa(f, ρ)− ϕs(f, ρ)‖L∞ � 4c(8.16)
√
2α

(T − s)
θ
2

(T − a)
1
2

‖f‖Höl0η,2(R)
.

Now (2) follows from last inequality, (8.26), and Theorem 4.7 (equation (4.6)). Assertions (3) and
(4) are a consequence of Theorem 8.19. Regarding (5) we first observe that∥∥E(f ; τθn, D)

∥∥
bmo2([0,T ))

� c(8.28)

√
‖τθn‖θ ‖f‖Höl0η,2(R)

� c(8.28)

√
T θ

θn
‖f‖Höl0η,2(R)

. (8.40)
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Moreover, one has a.s. that

|ΔEs(f ; τθn, D)| � 2
√
2αc(8.16)(T − s)−α|ΔXD

s |‖f‖Höl0η,2(R)
for s ∈ [0, t]

where we use ‖DρF (s, ·)‖Bb(R) �
√
2αc(8.16)(T − s)−α‖f‖Höl0η,2(R)

and Remark 8.6(4). Hence

|ΔE(f ; τθn, D)|Φ,[0,t] � 2
√
2αc(8.16)(T − t)−α‖f‖Höl0η,2(R)

. (8.41)

Now the statement follows from (8.40), (8.41), and Lemma 8.23.

(c) Lower bounds: We take the function fη from Theorem 8.20. By (8.24) we derive (8.25)
for ε = 2 − β. Regarding Theorem 8.20 assumption (8.21) follows from (8.24) and assumption
(8.22) from (8.38). (6) Theorem 8.19(1) and Theorem 8.20(2) imply

‖ϕt‖L∞ = sup
x∈supp(Xt)

|Dρ(t, x)| �
1

c
(T − t)

1+η
β −1 =

1

c
(T − t)−α

for t ∈ [0, T ). By Theorem 8.19(3) this gives inft∈(0,T ) Osct(ϕ) > 0. To verify (6) it is sufficient
to prove for some ε ∈ (0, T ) that inft∈[ε,T )(T − t)αOsct(ϕ) > 0. As by Theorem 8.19(2) we know
that (ϕt)t∈[0,T ) is of maximal oscillation with constant 2 we get, for t ∈ [ε, T ),

Osct(ϕ) �
1

2
‖ϕt − ϕ0‖L∞ � 1

2
‖ϕt‖L∞ − 1

2
‖ϕ0‖L∞ � 1

2c
(T − t)−α − 1

2
‖ϕ0‖L∞ .

Choosing ε appropriate, (6) follows. Items (7)-(8) follow from Theorem 5.7 and (8.39). �

Appendix A. The class SMp(I) and BMO-spaces

We summarize some basic facts about the class SMp(I) and BMO-spaces that are used in the
article. For this we assume a stochastic basis (Ω,F ,P, (Ft)t∈[0,T ]) with T ∈ (0,∞) such that
(Ω,F ,P) is complete, F0 contains all null-sets, and such that Ft =

⋂
s∈(t,T ] Fs for all t ∈ [0, T ).

We do not assume that F0 is generated by the null-sets only. In the computations below we exploit
the following fact: given stopping times σ, τ : Ω→ I and an integrable random variable Z : Ω→ R,
we have {σ = τ} ∈ Fσ∧τ and

EFσ
[
�{σ=τ}Z

]
= EFσ∧τ

[
�{σ=τ}Z

]
= EFτ

[
�{σ=τ}Z

]
a.s.

Moreover, we again use inf ∅ :=∞.

A.1. Properties of the class SMp. We start by a convenient reduction. Since F0 does not need
to be trivial we add the assumption Φ0 ∈ Lp to the definition of SMp(I) in Definition 2.2.

Proposition A.1. For p ∈ (0,∞) and Φ ∈ CL+(I) with Φ0 ∈ Lp one has |Φ|SMp(I) = ‖Φ‖SMp(I),
where |Φ|SMp(I) := inf c is the infimum over c ∈ [1,∞) such that for all a ∈ I one has

EFa

[
sup
a�t∈I

Φpt

]
� cpΦpa a.s.

Proof. It is clear that |Φ|SMp(I) � ‖Φ‖SMp(I), so that we assume that c := |Φ|SMp(I) < ∞. Let

ρ : Ω→ I be a stopping time, h : [0, T )→ [0,∞) be given by h(t) := 1
T−t − 1

T . For k,N ∈ N0 set

[aNk , b
N
k ) := h−1

([
k

2N
,
k + 1

2N

))
⊆ [0, T ) and let HN (t) := �{T}(t)T +

∞∑
k=0

�[aNk ,b
N
k )(t)b

N
k .

Then HN (t) ↓ t for all t ∈ [0, T ] and ρN := HN (ρ) : Ω→ I is a stopping time as well. Then, a.s.,

EFρN

[
sup

ρN�t∈I

Φpt

]
= EFρN

[
�{ρN=T}Φ

p
T

]
+

∞∑
k=0

EFρN

[
�{ρN=bNk } sup

bNk �t∈I

Φpt

]

= �{ρN=T}Φ
p
T +

∞∑
k=0

�{ρN=bNk }E
F

bN
k

[
�{ρN=bNk } sup

bNk �t∈I

Φpt

]

� �{ρN=T}Φ
p
T +

∞∑
k=0

�{ρN=bNk }c
pΦp

bNk

� cpΦp
ρN
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where we omit �{ρN=T}Φ
p
T if I = [0, T ). This implies that EFρ

[
supρN�t∈I Φ

p
t

]
� cpEFρ

[
Φp
ρN

]
a.s.

By N →∞, monotone convergence on the left-hand side and because Φ is càdlàg, and dominated
convergence on the right-hand side (Φ is càdlàg and E supt∈I Φ

p
t <∞) we obtain the assertion. �

We continue with structural properties of the class SMp:

Proposition A.2. For 0 < p, p0, p1 <∞ with 1
p = 1

p0
+ 1

p1
the following holds:

(1) SMq(I) ⊆ SMp(I) and ‖Φ‖SMp(I) � ‖Φ‖SMq(I) whenever 0 < p < q <∞.

(2) If Φ ∈ SMp(I), then Φ∗ ∈ SMp(I) and ‖Φ∗‖SMp(I) � p

√
1 + ‖Φ‖pSMp(I)

.

(3) For Φi ∈ SMpi(I), i = 0, 1, and Φ = (Φa)a∈[0,T ) with Φa := Φ0
aΦ

1
a, one has

‖Φ‖SMp(I) � ‖Φ0‖SMp0 (I)
‖Φ1‖SMp1 (I)

.

Proof. (1) follows from the definition. Now let a ∈ I. To check (2) we observe Φ∗
0 = Φ0 ∈ Lp and

EFa

[
sup
a�t∈I

|Φ∗
t |p
]
= EFa

[
sup
t∈I

Φpt

]
� |Φ∗

a|p + ‖Φ‖pSMp(I)
Φpa � (1 + ‖Φ‖pSMp(I)

)|Φ∗
a|p a.s.

(3) We get Φ0
0Φ

1
0 ∈ Lp and by the conditional Hölder inequality that, a.s.,

p

√
EFa

[
sup
a�t∈I

Φpt

]
= p

√
EFa

[
sup
a�t∈I

(Φ0
tΦ

1
t )
p

]
� p

√
EFa

[
sup
a�t∈I

(Φ0
t )
p sup
a�t∈I

(Φ1
t )
p

]

� p0

√
EFa

[
sup
a�t∈I

(Φ0
t )
p0

]
p1

√
EFa

[
sup
a�t∈I

(Φ1
t )
p1

]
� ‖Φ0‖SMp0

(I)‖Φ1‖SMp1
(I)Φ

0
aΦ

1
a

= ‖Φ0‖SMp0
(I)‖Φ1‖SMp1

(I)Φa. �

A.2. Simplifications in the definitions of BMO-spaces. The first simplification concerns the
case I = [0, T ]:

Proposition A.3. For p ∈ (0,∞), Y ∈ CL0([0, T ]), and Φ ∈ CL+([0, T ]) define |Y |BMOΦ
p ([0,T ]) :=

inf c and |Y |bmoΦp ([0,T ]) := inf c, respectively, to be the infimum over all c ∈ [0,∞) such that, for all

ρ ∈ ST ,
EFρ[|YT − Yρ−|p] � cpΦpρ a.s. and EFρ[|YT − Yρ|p] � cpΦpρ a.s.,

respectively. Then one has

|Y |BMOΦ
p ([0,T ]) � ‖Y ‖BMOΦ

p ([0,T ]) � 2(
1
p−1)+ [1 + ‖Φ‖SMp([0,T ])]|Y |BMOΦ

p ([0,T ]),

|Y |bmoΦp ([0,T ]) � ‖Y ‖bmoΦp ([0,T ]) � 2(
1
p−1)+ [1 + ‖Φ‖SMp([0,T ])]|Y |bmoΦp ([0,T ]),

where we additionally assume for the right-hand side inequalities that Φ ∈ SMp([0, T ]).

Proof. The inequalities on the left are obvious. To check the inequalities on the right we may
assume that c := |Y |BMOΦ

p ([0,T ]) or c := |Y |bmoΦp ([0,T ]) are finite. To treat both cases simultaneously,

we let t ∈ [0, T ], ρ ∈ St, and A = Yρ− or A = Yρ, respectively. Then, a.s.,(
EFρ[|Yt −A|p]

) 1
p � 2(

1
p−1)+

[(
EFρ[|YT −A|p]

) 1
p +

(
EFρ[|YT − Yt|p]

) 1
p

]
� 2(

1
p−1)+

[
cΦρ +

(
EFρ[|YT − Yt|p]

) 1
p

]
.

To estimate the second term we may assume t ∈ [0, T ). In case of bmo-spaces this term can be
estimated by(

EFρ[|YT − Yt|p]
) 1

p =
(
EFρ

[
EFt[|YT − Yt|p]

]) 1
p � c

(
EFρ[Φpt ]

) 1
p � c‖Φ‖SMp([0,T ])Φρ a.s.

In case of BMO-spaces we find a sequence tn ∈ (t, T ] with tn ↓ t. Using Fatou’s Lemma for
conditional expectations we get, a.s.,(

EFρ[|YT − Yt|p]
) 1

p � lim inf
n

(
EFρ[|YT − Ytn−|p]

) 1
p � lim inf

n
c
(
EFρ

[
Φptn

]) 1
p � c‖Φ‖SMp([0,T ])Φρ.
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�

The second simplification concerns the bmo-spaces. For p ∈ (0,∞), Y ∈ CL0(I), and Φ ∈ CL+(I)
we let |Y |det

bmoΦp (I)
:= inf c be the infimum over all c ∈ [0,∞) such that

EFa[|Yt − Ya|p] � cpΦpa a.s. for all t ∈ I and a ∈ [0, t].

With this definition we obtain:

Proposition A.4. One has | · |det
bmoΦp (I)

= ‖ · ‖bmoΦp (I) for all p ∈ (0,∞).

Proof. It is obvious that |Y |det
bmoΦp (I)

� ‖Y ‖bmoΦp (I). To show ‖Y ‖bmoΦp (I) � |Y |det
bmoΦp (I)

we assume

that c := |Y |det
bmoΦp (I)

< ∞, otherwise there is nothing to prove. For t ∈ I, ρ ∈ St, and L ∈ N0

we define the new stopping times ρL(ω) := ψL(ρ(ω)) where ψL(0) := 0 and ψL(s) = sL
 := �2−Lt
when s ∈

(
sL
−1, s

L



]
for � ∈ {1, . . . , 2L}. By definition, ρL(ω) ↓ ρ(ω) for all ω ∈ Ω as L→∞. Then

E
F

sL
�

[
|Yt − YsL� |

p
]
� cpΦp

sL�
a.s.

for � = 0, . . . , 2L. Multiplying both sides with �{ρL=sL� } and summing over � = 0, . . . , 2L, we get

that

EFρL[|Yt − YρL |p] � cpΦpρL a.s.

For any M > 0 this implies

EFρL[|Yt − YρL |p ∧M ] � (cpΦpρL) ∧M a.s.

and

EFρ[|Yt − YρL |p ∧M ] � EFρ
[
(cpΦpρL) ∧M

]
a.s.

The càdlàg properties of Y and Φ imply

EFρ[|Yt − Yρ|p ∧M ] � EFρ
[
(cpΦpρ) ∧M

]
a.s.

By M ↑ ∞ it follows that ‖Y ‖bmoΦp (I) � c as desired. �

A.3. The relation between BMOΦ
p and bmoΦp . The BMO- and bmo-spaces are related to each

other as follows:

Proposition A.5. For Φ ∈ CL+(I), Y ∈ CL0(I),

|ΔY |Φ,I := inf{c > 0 : |ΔYt| � cΦt for all t ∈ I a.s.},
and p ∈ (0,∞) the following assertions are true:

(1) ‖Y ‖BMOΦ
p (I) � 2(

1
p−1)+

[
‖Y ‖bmoΦp (I) + |ΔY |Φ,I

]
.

(2) If E|Φ∗
t |p <∞ for all t ∈ I, then ‖Y ‖bmoΦp (I) � ‖Y ‖BMOΦ

p (I) and |ΔY |Φ,I � 2
1
p∨1‖Y ‖BMOΦ

p (I).

Proof. For the proof we set cp := 2(
1
p−1)+ . (1) For t ∈ I and ρ ∈ St we have, a.s.,∣∣EFρ[|Yt − Yρ−|p]

∣∣ 1p � cp

[∣∣EFρ[|Yt − Yρ|p]
∣∣ 1p + |ΔYρ|

]
� cpΦρ

[
‖Y ‖bmoΦp (I) + |ΔY |Φ,I

]
so that ‖Y ‖BMOΦ

p (I) � cp

[
‖Y ‖bmoΦp (I) + |ΔY |Φ,I

]
. (2) For t ∈ I and ρ ∈ St we have, a.s.,

∣∣EFρ[|Yt − Yρ|p]
∣∣ 1p =

∣∣∣EFρ

[
�{ρ<t} lim

n
|Yt − Y((ρ+ 1

n )∧t)−|p
]∣∣∣ 1p

� lim inf
n

∣∣∣EFρ

[
�{ρ<t}|Yt − Y((ρ+ 1

n )∧t)−|p
]∣∣∣ 1p

= lim inf
n

∣∣∣EFρ

[
E
F

(ρ+ 1
n

)∧t

[
�{ρ<t}|Yt − Y((ρ+ 1

n )∧t)−|p
]]∣∣∣ 1p

� lim inf
n

‖Y ‖BMOΦ
p (I)

∣∣∣EFρ

[
Φp

(ρ+ 1
n )∧t

]∣∣∣ 1p
� ‖Y ‖BMOΦ

p (I)Φρ
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where we used E|Φ∗
t |p <∞. Hence ‖Y ‖bmoΦp (I) � ‖Y ‖BMOΦ

p (I). Moreover, for ρ ∈ St with t ∈ I we

get that, a.s.,

|ΔYρ| � cp

[∣∣EFρ[|Yt − Yρ−|p]
∣∣ 1p +

∣∣EFρ[|Yt − Yρ|p]
∣∣ 1p ] � 2cp‖Y ‖BMOΦ

p (I)Φρ.

Now we show that this implies

|ΔYs| � [2cp‖Y ‖BMOΦ
p (I)]Φs for all s ∈ I a.s. (A.1)

which yields to |ΔY |Φ,I � 2cp‖Y ‖BMOΦ
p (I). It is sufficient to check (A.1) for s ∈ [0, t] for 0 < t ∈ I.

So we define for k ∈ N that

ρk1 := inf
{
s ∈ (0, t] : |ΔYs| > 1

k

}
∧ t,

ρkn := inf
{
s ∈ (ρkn−1, t] : |ΔYs| > 1

k

}
∧ t, n � 2.

Since the stochastic basis satisfies the usual conditions and Y is adapted and càdlàg, each ρkn : Ω→
[0, t] is a stopping time (this is known and can be checked with [8, Lemma 1, Chapter 3]). Hence

|ΔYρkn | � 2cp‖Y ‖BMOΦ
p (I)Φρkn a.s.,

and we denote by Ωkn the set in which the above inequality holds. Set Ω∗ = ∩∞
k=1 ∩∞

n=1 Ω
k
n, then

P(Ω∗) = 1 and

|ΔYs(ω)| � 2cp‖Y ‖BMOΦ
p (I)Φt(ω) for all (ω, s) ∈ Ω∗ × [0, t],

which gives the desired statement. �

A.4. Distributional estimates. The BMO-spaces allow for John-Nirenberg theorems. One con-
sequence of the following equivalence of moments:

Proposition A.6. Let 0 < p � q <∞, r ∈ (0,∞), and Φ ∈ CL+(I).

(1) If Φ ∈ SMq(I) with ‖Φ‖SMq(I) � d <∞, then there is a c(1) = c(p, q, d) � 1 such that

‖ · ‖BMOΦ
p (I) ∼c(1) ‖ · ‖BMOΦ

q (I).

(2) There is a constant c(2) = c(p, r) > 0 such that, for 0 � a < t ∈ I and Y ∈ CL0(I),

EFa

[
sup
u∈[a,t]

|Yu − Ya|p
]
� cp(A.2)E

Fa

[
sup
u∈[a,t]

Φpu

]
‖Y ‖p

BMOΦ
r ([0,t])

. (A.2)

Proof. (1a) For I = [0, T ] and Φ > 0 on [0, T ] × Ω the result follows from [20, Corollary 1(i)],
where we use Proposition A.3 to relate the formally different BMO-definitions to each other and
Proposition A.2(1).

(1b) For I = [0, T ) and Φ > 0 on [0, T )×Ω this follows from (1a) by considering the restrictions
of the processes to [0, t] for t ∈ [0, T ).

(1c) For I = [0, T ] or I = [0, T ), and Φ � 0 on I×Ω we proceed as follows: For ε > 0 we consider
Φεt := Φt + ε and observe that ‖Φε‖SMp(I) � cp‖Φ‖SMp(I) and supε>0 ‖ · ‖BMOΦε

p (I) = ‖ · ‖BMOΦ
p (I).

(2) Again we replace Φ by Φε. Then we use the proof of [20, (6)] and [20, step (a) of the proof of
Corollary 1] to derive the statement with Φε, where the corresponding constant does not depend
on ε > 0. By ε ↓ 0 we arrive at our statement. �

Appendix B. Transition density

Theorem B.1 ([15, p. 263, p. 44]). For b̂, σ̂ ∈ C∞
b with σ̂ � ε0 > 0 there is a jointly continuous

transition density ΓX : (0, T ] × R × R → (0,∞) such that P(Xx
t ∈ B) =

�
B
ΓX(t, x, ξ)dξ for

t ∈ (0, T ] and B ∈ B(R), where (Xx
t )t∈[0,T ] is the solution to the SDE (6.1) starting in x ∈ R, such

that the following is satisfied:

(1) One has ΓX(s, ·, ξ) ∈ C∞(R) for (s, ξ) ∈ (0, T ]× R.
(2) For k ∈ N0 there is a c = c(k) > 0 such that for (s, x, ξ) ∈ (0, T ]× R× R one has that∣∣∣∣∂kΓX∂xk

(s, x, ξ)

∣∣∣∣ � c(B.1)s
− k

2 γc(B.1)s(x− ξ) where γt(η) :=
1√
2πt

e−
η2

2t . (B.1)



48 STEFAN GEISS AND NGUYEN TRAN THUAN

(3) For k ∈ N and f ∈ CX (the set CY from Section 6 in the case (C1)) one has

∂k

∂xk

�
R

ΓX(s, x, ξ)f(ξ)dξ =

�
R

∂kΓX
∂xk

(s, x, ξ)f(ξ)dξ for (s, x) ∈ (0, T ]× R.

Appendix C. A technical lemma

Lemma C.1. For θ ∈ [0, 1], a function ϕ : [0, T )→ R, and a non-decreasing function Ψ : [0, T )→
[0,∞) the following assertions are equivalent:

(1) There is a c(C.1) > 0 such that for any 0 � s � a < T one has

|ϕa − ϕs| � c(C.1)
(T − s)

θ
2

(T − a)
1
2

Ψa. (C.1)

(2) (a) θ ∈ [0, 1): There is a c(C.2) > 0 such that for a ∈ [0, T ) one has

|ϕa − ϕ0| � c(C.2)(T − a)
θ−1
2 Ψa. (C.2)

(b) θ = 1: There is a c(C.3) > 0 such that for 0 � s � a < T one has

|ϕa − ϕs| � c(C.3)

(
1 + log

T − s

T − a

)
Ψa. (C.3)

Proof. (1)⇒ (2) We let tn := T − T
2n for n � 0. If s, a ∈ [tn−1, tn], n � 1, then (C.1) implies

|ϕa − ϕs| � c(C.1)ΨaT
θ
2− 1

2
[1− (1− 1

2n−1 )]
θ
2

[1− (1− 1
2n )]

1
2

� c(C.1)ΨaT
θ−1
2 (

√
2)1+(1−θ)n.

We now let s ∈ [tn−1, tn) and a ∈ [tn+m−1, tn+m) for n � 1, m � 0 arbitrarily. If θ ∈ [0, 1), then
the triangle inequality and the monotonicity of Ψ give

|ϕa − ϕ0| � c(C.1)ΨaT
θ−1
2

n+m∑
k=1

(
√
2)1+(1−θ)k � c(C.1)cθΨaT

θ−1
2 (

√
2)(1−θ)(n+m−1) �

c(C.1)cθΨa

(T − a)
1−θ
2

for some cθ > 0 depending on θ only. When θ = 1, similarly as above we get

|ϕa − ϕs| � c(C.1)Ψa
√
2(1 +m) � 2

√
2c(C.1)Ψa

(
1 + log

T − s

T − a

)
.

(2)⇒ (1) If θ ∈ [0, 1), then (C.2) implies for any 0 � s � a < T that

|ϕa − ϕs| � |ϕa − ϕ0|+ |ϕs − ϕ0| � c(C.2)

[
Ψa(T − a)

θ−1
2 +Ψs(T − s)

θ−1
2

]
� c(C.2)Ψa

[(
T − a

T − s

) θ
2

+

(
T − a

T − s

) 1
2

]
(T − s)

θ
2

(T − a)
1
2

� 2c(C.2)Ψa
(T − s)

θ
2

(T − a)
1
2

.

The case θ = 1 is derived from the inequality 1 + log x � 2
√
x, x � 1. �

Appendix D. Malliavin Calculus

D.1. Itô’s chaos decomposition. We assume the setting from Section 8.1. The random measure
M is defined for sets E ∈ B((0, T ]× R) with (λ⊗ μ)(E) <∞ by

M(E) := σ

�
{t:(t,0)∈E}

dWt + lim
n→∞

�
E∩((0,T ]×{ 1

n<|x|<n})
xÑ(dt, dx),

where the limit is taken in L2. For n � 1, set

Ln2 := L2

(
((0, T ]× R)n,B(((0, T ]× R)n), (λ⊗ μ)⊗n

)
.

Let In(fn) denote the multiple integral of an fn ∈ Ln2 with respect to the random measureM in the
sense of [27] and let In(L

n
2 ) := {In(fn) : fn ∈ Ln2}. If fsn(z1, . . . , zn) = 1

n!

∑
π fn(zπ(1), . . . , zπ(n)) for

zi = (ti, xi) ∈ [0, T ]×R is the symmetrization of fn, where the sum is taken over all permutations
of {1, . . . , n}, then In(fn) = In(f

s
n) a.s. For n = 0 we agree about L0

2 = R and that I0 : R → R is
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the identity, so that I0(L
0
2) = R. We also use fsi = fi for fi ∈ Li2, i = 0, 1. The orthogonal chaos

expansion L2 =
⊕∞

n=0 In(L
n
2 ) is due to Itô [27]: given ξ ∈ L2 there are fn ∈ Ln2 such that

ξ =
∞∑
n=0

In(fn) a.s.,

so that I0(f0) = Eξ. By orthogonality one has ‖ξ‖2L2
=
∑∞
n=0 ‖In(fn)‖2L2

=
∑∞
n=0 n!‖fsn‖2Ln

2
. The

Malliavin-Sobolev space D1,2 consists of all ξ =
∑∞
n=0 In(fn) ∈ L2 such that

‖ξ‖2D1,2
:=

∞∑
n=0

(n+ 1)‖In(fn)‖2L2
<∞.

Given ξ ∈ D1,2, the Malliavin derivative D·ξ : (0, T ]× R× Ω→ R ∈ L2(λ⊗ μ⊗ P) satisfies

�
R

� T

0

E
(
(Ds,zξ)Im(gm)h(s, z)

)
dsμ(dz)

= (m+ 1)!

�
R

� T

0

· · ·
�
R

� T

0

(
fsm+1((t1, x1), . . . , (tm, xm), (s, z))gm((t1, x1), . . . , (tm, xm))h(s, z)

)
dt1μ(dx1) · · · dtmμ(dxm)dsμ(dz) (D.1)

for h ∈ L1
2, m ∈ N0, and symmetric gm ∈ Lm2 .

Lemma D.1. If a Borel function f : R → R satisfies f(XT ) ∈ L2, then there exist symmetric
fsn ∈ L2(μ

⊗n) := L2(R
n,B(Rn), μ⊗n) such that the following holds:

(1) One has f(XT ) = Ef(XT ) +
∑∞
n=1 In(f

s
n�

⊗n
(0,T ]) a.s.

(2) For any t ∈ [0, T ) one has EFt[f(XT )] = Ef(XT ) +
∑∞
n=1 In(f

s
n�

⊗n
(0,t]) a.s. Consequently,

EFt[f(XT )] ∈ D1,2 for any t ∈ [0, T ).

Proof. (1) follows from [4, Theorem 4]. (2) The first claim is known. For the latter consequence
we use the isometry to obtain

∞∑
n=1

(n+ 1)‖In(fsn�⊗n
(0,t])‖2L2

=

∞∑
n=1

(n+ 1)!tn‖fsn‖2L2(μ⊗n) =
∞∑
n=1

(n+ 1)
tn

Tn
‖In(fsn�⊗n

(0,T ])‖2L2
<∞,

which verifies EFt[f(XT )] ∈ D1,2 for t ∈ [0, T ). �

D.2. Proof of Proposition 8.2. We fix t ∈ (0, T ). Lemma D.1(2) implies F (t,Xt) ∈ D1,2 so that

Ds,zF (t,Xt) =
∂F

∂x
(t,Xt)�(0,t]×{0}(s, z) +

F (t,Xt + z)− F (t,Xt)

z
�(0,t]×(R\{0})(s, z) (D.2)

for λ ⊗ μ ⊗ P-a.e. (s, z, ω) ∈ (0, T ] × R × Ω by [32, Corollary 3.1 of the second article] (see also
[40, 1, 41, 18]); if σ > 0, then F (t, ·) := Ef(·+XT−t) ∈ C∞(R) by Example 8.18 for q = 2, and if
σ = 0, then the first term on the right-hand side is omitted. As both sides are square-integrable
in (s, z, ω) with respect to λ⊗ μ⊗ P we apply Fubini’s theorem to get

1

t

� t

0

�
R

(Ds,zF (t,Xt))(ω)ρ(dz)ds

=
∂F

∂x
(t,Xt(ω))ρ({0}) +

�
R\{0}

F (t,Xt(ω) + z)− F (t,Xt(ω))

z
ρ(dz) = DρF (t,Xt(ω)) (D.3)

for ω ∈ Ω\Nt for some null-set Nt, where the integrals on the left-hand side and on the right-hand
side (with respect to ρ(dz)ds and ρ(dz), respectively) exist for ω �∈ Nt. Then, for m ∈ N0 and a
symmetric gm ∈ Lm2 we obtain from (D.1) with h(s, z) := �(0,t](s)(dρ/dμ)(z) that

E

(
1

t

� t

0

�
R

Ds,zF (t,Xt)ρ(dz)ds

)
Im(gm)

=
(m+ 1)!

t

� t

0

�
R

� T

0

�
R

· · ·
� T

0

�
R

fsm+1((t1, x1), . . . , (tn, xn), (s, z))

gm((t1, x1), . . . , (tn, xn))μ(dx1)dt1 · · ·μ(dxm)dtmρ(dz)ds
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= (m+ 1)!

�
R

� t

0

�
R

· · ·
� t

0

�
R

fsm+1(x1, . . . , xn, z)

gm((t1, x1), . . . , (tn, xn))μ(dx1)dt1 · · ·μ(dxm)dtmρ(dz)

= m!

� T

0

�
R

· · ·
� T

0

�
R

[
(m+ 1)hm(x1, . . . , xn)�

⊗n
(0,t](t1, . . . , tn)

]
gm((t1, x1), . . . , (tn, xn))

μ(dx1)dt1 · · ·μ(dxm)dtm

= Eϕt(f, ρ)Im(gm).

This implies that DρF (t,Xt) = ϕt(f, ρ) a.s. �
D.3. Interpretation as vector-valued gradient. Assume that f ∈ DX ∩ L2(PXT

), dρ :=
Ddμ/

�
R
Ddμ, and fix an orthonormal basis (Dl)l∈J ⊆ L2(R, μ) with J = {1, . . . , L} or J = N

(note that L2(R, μ) is separable). For (t, ω, z) ∈ (0, T )×Ω×R we let M(t, ω, z) be the right-hand
side of (D.2) define the null-sets Pt := {ω ∈ Ω :

�
R
|M(t, ω, z)|2μ(dz) =∞} and

M
(l)
t (ω) := �{ω �∈Pt}

�
R

M(t, ω, z)Dl(z)μ(dz) for l ∈ J.

We obtain random variables M
(l)
t : Ω → R such that

∑
l∈J |M

(l)
t (ω)|2 < ∞ for all ω ∈ Ω. This

yields to the map Mt := (M
(l)
t )l∈J : Ω→ �J2

∼= L2(R, μ). For ω �∈ Pt this gives

〈Mt(ω), D〉
J2 =

�
R

M(t, ω, z)D(z)μ(dz),

where D is D considered in �J2 , so that

〈Mt, D〉
J2�
R
Ddμ

= DρF (t,Xt) =
1

t

� t

0

�
R

Ds,zF (t,Xt)ρ(dz)ds a.s. for t ∈ (0, T ). (D.4)
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imation, Potential Anal. 39(2013)203–230.

18. C. Geiss and A. Steinicke. Malliavin derivatives of random functions and applications to Lévy driven BSDEs.
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SDEs, Stochastic Process. Appl. 129(2019)2654–2680.

32. E. Laukkarinen, On Malliavin calculus and approximation of stochastic integrals for Lévy process, PhD thesis,
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Email address: thuan.t.nguyen@jyu.fi



APPROXIMATION OF STOCHASTIC INTEGRALS WITH JUMPS IN
WEIGHTED BOUNDED MEAN OSCILLATION SPACES

NGUYEN TRAN THUAN

Abstract. This article investigates discrete-time approximation methods of stochas-
tic integrals driven by semimartingales with jumps. The error process is measured with
two weighted bounded mean oscillation norms (which coincide in the case of no jumps)
and lead especially to Lp-estimates. Besides, this approach also allows a change of the
underlying measure which leaves the error estimates unchanged if the change of mea-
sure satisfies a reverse Hölder inequality. We propose a new approximation scheme
and discuss a way to optimise the approximation rate by adapting the discretization
times to the setting, especially to the jump behavior of the considered semimartin-
gale. The research was inspired by Mathematical Finance: We apply the methods
in the special case where the semimartingale is an exponential Lévy process to mean
variance hedging of European type options. To do this, an explicit representation for
the hedging strategy is shown under a general condition using Malliavin calculus. The
results reveal the interplay between properties of the Lévy measure, the regularity of
the pay-off function and the approximation rate.

1. Introduction

1.1. The problem. This article is concerned with discrete-time approximation prob-
lems for stochastic integrals and studies the error process E = (Et)t∈[0,T ] defined by

Et :=

ˆ t

0
ϑu−dSu −At, (1.1)

where T ∈ (0,∞) is fixed, ϑ is an admissible integrand, S is a semimartingale on
a complete filtered probability space (Ω,F ,P, (Ft)t∈[0,T ]) and A is an approximation
scheme for the stochastic integral.

We will consider two approximation methods, where the second builds on the first one.
For the first method, the basic approximation method, we assume that A = ARm is
the Riemann approximation process of the above integral,

ARm
t =

n∑
i=1

ϑti−1−(Sti∧t − Sti−1∧t)

for the deterministic time-net τ = {0 = t0 < t1 < · · · < tn = T}. We will study the
corresponding error ERm in L2, but locally in time, which means that for any stopping
time ρ with values in [0, T ] we measure the error which accumulates within [ρ, T ]. The
term locally in time also includes that at the random time ρ we restrict our problem to all
sets B ∈ Fρ of positive measure, which leads to the notion of Bounded Mean Oscillation
(there are two abbreviations for it used in this article, bmo and BMO, which express
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2 NGUYEN TRAN THUAN

two different spaces). More precisely, we will work with weighted bmo-norms introduced
in [17, 18], because we consider

EFρ
[
|ERm

T − ERm
ρ |2

]
� c2(1.2)Φ

2
ρ a.s., ∀ρ. (1.2)

Here, EFρ stands for the conditional expectation with respect to Fρ, and the weight
function Φ = (Φt)t∈[0,T ] will be specified later. We will denote the infimum of the
c(1.2) > 0 by ‖ERm‖bmoΦ2 (P)

. In Theorem 3.5 we state that under certain conditions it
holds that

‖ERm‖bmoΦ2 (P)
� c
√
‖τ‖θ,

where θ ∈ (0, 1] is related to the growth property of the integrand ϑ. Here, ‖τ‖θ denotes
a nonlinear mesh size, and in Subsection 3.3 we discuss that τ can be chosen such that
‖τ‖θ � c

n , implying the optimal approximation rate

‖ERm‖bmoΦ2 (P)
� c√

n
.

Roughly speaking, the faster the integrand grows as t ↑ T , the more the time-net should
be concentrated near T to compensate the growth.

If the semimartingale S has jumps, replacing Eρ by Eρ− in (1.2) leads to different
norms, the BMOΦ

2 (P)-norms. We will see in Subsection 1.3 and Proposition 2.5 that the
BMOΦ

2 (P)-norm gives us a way to achieve good distributional tail estimates for the error
E such as polynomial or exponential tail decay depending on the weight. Moreover,
this approach allows us to switch the underlying measure P to an equivalent measure
Q, provided the change of measure satisfies a reverse Hölder inequality, so that the
BMOΦ

2 (Q)-norm is equivalent to the BMOΦ
2 (P)-norm.

However, Example 3.7 below shows that if S has jumps, then the Riemann approxima-
tion error ERm does in general not converge to zero if measured in the BMOΦ

2 (P)-norm.
The reason for this fact is the existence of possibly large jumps of S, which is in con-
trast to the geometric Brownian setting in [17]. To overcome this difficulty, we adapt
and develop further the idea using a small-large jump decomposition of S presented in
Dereich and Heidenreich [9] to our problem. This lets us design a new approximation
scheme based on an adjustment of the Riemann sum which approximates the stochastic
integral. This will be our second method, the jump adjusted method. The time-net
used in this approximation method is a combination of the given deterministic time-net
in the Riemann sum and random times of carefully chosen large jumps of S. One also
stresses that this method is different from that in Rosenbaum and Tankov [32], where the
authors track jumps of the integrand of the approximated stochastic integral, while here
we only observe the jumps of the integrator which is less expensive (in computation).

Let Eadj denote the error caused from the approximation with the jump adjustment
scheme. To formulate the result, we assume that S is given as the solution of

dSt = σ(St−)dZt,

with σ specified later, where Z is a square integrable semimartingale (defined in Sub-
section 2.3). We also use the weight Φ, which is a variant of Φ, given in (3.9). Then,
Theorem 3.14 implies that for suitably chosen time-nets and corrections it holds that

‖Eadj‖
BMOΦ

2 (P)
� c√

n

under the condition that the random measure ν of the characteristics of Z satisfies

sup
r>0

∣∣∣∣∣
ˆ
|z|>r

zνt(ω, dz)

∣∣∣∣∣ � c
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almost everywhere with respect to P⊗ λ, where λ is the Lebesgue measure, and

‖Eadj‖
BMOΦ

2 (P)
� c

2α
√
n

provided that

(ω, t) �→
ˆ
|z|�1

|z|ανt(ω, dz)

has a finite essential supremum with respect to P⊗ λ.
As an application, we choose S to be an exponential Lévy process and measure the

discretization error in mean-variance hedging of a European payoff. To measure the
hedging error we provide in Theorem 4.2 using Malliavin calculus an explicit represen-
tation of the mean-variance hedging strategy for a European payoff which is to the best
of our knowledge new in this generality.

1.2. Background. Besides its own mathematical interest and its application to nu-
merical methods, the approximation of a stochastic integral has a direct motivation
in mathematical finance. Let us briefly discuss this for the Black–Scholes model. As-
sume that the (discounted) price of a risky asset is modelled by a stochastic process S
which solves the stochastic differential equation (SDE) dSt = σ(St)dWt, where W is the
standard Brownian motion and the function σ satisfies some suitable conditions. For a
European type payoff g(ST ) satisfying an integrability condition, it is known that

g(ST ) = Eg(ST ) +

ˆ T

0
∂yG(t, St)dSt,

where G(t, y) := E(g(ST )|St = y) is the option price function and (∂yG(t, St))t∈[0,T )

is the so-called delta-hedging strategy. The stochastic integral in the representation of
g(ST ) above can be interpreted as the theoretical hedging portfolio which is rebalanced
continuously. However, it is not feasible in practice because one can only readjust the
portfolio finitely many times. This leads to a replacement of the stochastic integral by
a discretized version, and this substitution causes the discretization error.

The error represented by the difference between a stochastic integral and its discretiza-
tion has been extensively analysed in various contexts. It is usually studied in L2 for
which one can exploit the orthogonality to reduce the probabilistic setting to a “more
deterministic” setting where the corresponding quadratic variation is employed instead
of the original error. In the Wiener space, we refer to [14, 21, 39], where the error along
with its convergence rates was examined. The weak convergence of the error was treated
in [20, 21]. When the driving process is a continuous semimartingale, the convergence in
the L2-sense was studied in [13], and in the almost sure sense it was considered in [22].

In this article, we allow the semimartingale to jump since many important processes
used in financial modelling are not continuous (see [7]), and the presence of jumps
has a significant effect on the hedging errors. Moreover, models with jumps typically
correspond to incomplete markets. This means that beside the error resulting from the
impossibility of continuously rebalancing a portfolio, there is another hedging error due
to the incompleteness of the market. The latter problem was studied in many works (see
an overview in [34] and the references therein). The present article focuses on the first
type of hedging error only. The discretization error was studied within Lévy models in
the weak convergence sense in [37], in the L2-sense in [5, 15], and for a more general
jump model under the L2-setting in [32].
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1.3. Why a weighted BMO-approach? In general, the classical L2-approach for the
error yields a second-order polynomial decay for its distributional tail by Markov’s in-
equality. If higher-order decays are needed, then the Lp-approach (2 < p < ∞) is
considered as a natural choice, and this direction has been investigated in the Wiener
space in [19]. A remarkably different route given in [17] is that one can study the er-
ror in weighted BMO spaces. The main benefit of the weighted BMO-approach is a
John–Nirenberg type inequality ([17, Corollary 1(ii)]): If the error process E belongs to
BMOΦ

p (P) for some p ∈ (0,∞), where Φ is some weight function specified in Defini-
tion 2.1, then there are constants c, d > 0 such that for any stopping time ρ : Ω→ [0, T ]
and any α, β > 0,

P
(
supu∈[ρ,T ] |Eu − Eρ−| > cαβ

∣∣Fρ

)
� e1−α + dP

(
supu∈[ρ,T ]Φu > β

∣∣Fρ

)
.

Obviously, if Φ has a good distributional tail estimate, for example, if it has a polynomial
or exponential tail decay, then by adjusting α and β one can derive a tail estimate for
E accordingly. Especially, one can then derive Lp-estimates (p ∈ (2,∞)) for the error.
Moreover, as a benefit to further applications in mathematical finance, the weighted
BMO-approach also allows a change of the underlying measure which leaves the error
estimates unchanged if the change of measure satisfies a reverse Hölder inequality (see
Proposition 2.5).

1.4. Structure of the article. Some standard notions and notations are contained in
Section 2. The main results are provided in Section 3 and theirs proofs are given in
Section 5. In Section 4, we give some applications of those main results in exponential
Lévy models. Section 6 presents briefly Malliavin calculus for Lévy processes which
is the main tool to obtain an explicit mean-variance hedging strategy for a European
type option in Theorem 4.2. The regularity of weight processes used in this article is
shown in Section 7. In Section 8, we establish some gradient type estimates for a Lévy
semigroup on Hölder spaces, which are used to verify the main results in the Lévy setting
(Theorem 4.6).

2. Preliminaries

2.1. Notations and conventions.

General notations. Denote R+ := (0,∞) and R0 := R\{0}. For a, b ∈ R, we set a∨ b :=
max{a, b} and a ∧ b := min{a, b}. For A,B � 0 and c � 1, the notation A ∼c B stands
for 1

cA � B � cA. Subindexing a symbol by a label means the place where that symbol
appears (e.g., c(2.2) refers to the relation (2.2)).

The Lebesgue measure on the Borel σ-algebra B(R) is denoted by λ, and we also write
dx instead of λ(dx) for simplicity. For p ∈ [1,∞] and A ∈ B(R), the notation Lp(A)
means the space of all p-order integrable Borel functions on A with respect to λ, where
the essential supremum is taken when p =∞.

Let ξ be a random variable defined on a probability space (Ω,F ,P). The push-forward
measure of P with respect to ξ is denoted by Pξ. If ξ is integrable (non-negative), then
the (generalized) conditional expectation of ξ given a sub-σ-algebra G ⊆ F is denoted
by EG [ξ]. We also agree on the notation Lp(P) := Lp(Ω,F ,P).

Notations for stochastic processes. Let T ∈ (0,∞) be fixed and (Ω,F ,P) a complete
probability space equipped with a right continuous filtration F = (Ft)t∈[0,T ]. Assume
that F0 is generated by P-null sets only. Because of the conditions imposed on F, we
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may assume that every martingale adapted to this filtration is càdlàg (right-continuous
with left limits). For I = [0, T ] or I = [0, T ), we use the following notations:
– For two processes X = (Xt)t∈I, Y = (Yt)t∈I, by writing X = Y we mean that Xt = Yt

for all t ∈ I a.s., and similarly when the relation “=” is replaced by some standard
relations such as “�”, “�”, etc.

– For a càdlàg process X = (Xt)t∈I, we define the process X− = (Xt−)t∈I by setting
X0− := X0 and Xt− := lim0<s↑tXs for t ∈ I\{0}. In addition, set ΔX := X −X−.

– CL(I) denotes the family of all càdlàg and F-adapted processes X = (Xt)t∈I.
– CL0(I) (resp. CL+(I)) consists of all X ∈ CL(I) with X0 = 0 a.s. (resp. X � 0);
– Let M = (Mt)t∈I and N = (Nt)t∈I be L2(P)-martingales adapted to F. The predictable

quadratic covariation of M and N is denoted by 〈M,N〉. If M = N , then we simply
write 〈M〉 instead of 〈M,M〉.

– For p ∈ [1,∞] and X ∈ CL([0, T ]), we denote ‖X‖Lp(P) := ‖ supt∈[0,T ] |Xt|‖Lp(P).

2.2. Weighted bounded mean oscillation and regular weight. We recall the no-
tions of weighted bounded mean oscillation and the space SMp(P) of regular weight pro-
cesses (the abbreviation SM indicates that the property resembles a supermartingale).
Let S([0, T ]) denote the family of all stopping times ρ : Ω→ [0, T ] and set inf ∅ :=∞.

Definition 2.1 ([17, 18]). For p ∈ (0,∞), Y ∈ CL0([0, T ]) and Φ ∈ CL+([0, T ]), define

‖Y ‖BMOΦ
p (P)

:= inf
{
c � 0 : EFρ [|YT − Yρ−|p] � cpΦp

ρ a.s., ∀ρ ∈ S([0, T ])
}
,

‖Y ‖bmoΦp (P)
:= inf

{
c � 0 : EFρ [|YT − Yρ|p] � cpΦp

ρ a.s., ∀ρ ∈ S([0, T ])
}
,

‖Φ‖SMp(P) := inf
{
c � 0 : EFρ

[
supρ�t�T Φp

t

]
� cpΦp

ρ a.s., ∀ρ ∈ S([0, T ])
}
.

For Γ ∈ {BMOΦ
p (P), bmoΦp (P)}, if ‖Y ‖Γ < ∞ (resp. ‖Φ‖SMp(P) < ∞), then we write

Y ∈ Γ (resp. Φ ∈ SMp(P)). In the non-weighted case, i.e. Φ ≡ 1, we drop Φ and simply
use the notation BMOp(P) or bmop(P).

Remark 2.2. Thanks to [18, Propositions A.4 and A.1], the definitions of ‖ · ‖bmoΦp (P)

and ‖ · ‖SMp(P) can be simplified by using deterministic times a ∈ [0, T ] instead of
stopping times ρ, i.e.

‖Y ‖bmoΦp (P)
= inf

{
c � 0 : EFa [|YT − Ya|p] � cpΦp

a a.s., ∀a ∈ [0, T ]
}
,

‖Φ‖SMp(P) = inf
{
c � 0 : EFa

[
supa�t�T Φp

t

]
� cpΦp

a a.s., ∀a ∈ [0, T ]
}
.

The theory of classical non-weighted BMO/bmo-martingales can be found in [11,
Ch.VII] or [31, Ch.IV], and they were used later in different contexts (see, e.g., [6, 10]).
The notion of weighted BMO space above was introduced and discussed in [17] where it
was developed for general càdlàg processes which are not necessarily martingales.

It is clear from the definition that if Y ∈ CL0([0, T ]) is continuous, then ‖Y ‖bmoΦp (P)
=

‖Y ‖BMOΦ
p (P)

. If Y has jumps, then the relation between weighted BMO and weighted
bmo is as follows.

Lemma 2.3 ([18], Propositions A.5 and A.3). If Φ ∈ SMp(P) for some p ∈ (0,∞),
then there is a constant c = c(p, ‖Φ‖SMp(P)) > 0 such that for all Y ∈ CL0([0, T ]),

‖Y ‖BMOΦ
p (P)

∼c ‖Y ‖bmoΦp (P)
+ |ΔY |Φ,

where

|ΔY |Φ := inf{c � 0 : |ΔYt| � cΦt for all t ∈ [0, T ] a.s.}. (2.1)
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Definition 2.4 ([17]). Let Q be an equivalent probability measure to P so that U :=
dQ/dP > 0. Then Q ∈ RHs(P) for some s ∈ (1,∞) if U ∈ Ls(P) and if there is a
constant c(2.2) > 0 such that U satisfies the following reverse Hölder inequality

s

√
EFρ [U s] � c(2.2)E

Fρ [U ] a.s., ∀ρ ∈ S([0, T ]), (2.2)

where the conditional expectation EFρ is computed under P.

We recall in Proposition 2.5 some features of weighted BMO which play a key role in
our applications. Notice that Proposition 2.5 is not valid for weighted bmo in general.

Proposition 2.5 ([17]). Let p ∈ (0,∞).
(1) There exists a constant c1 = c1(p) > 0 such that ‖ · ‖Lp(P) � c1‖Φ‖Lp(P)‖ · ‖BMOΦ

p (P)
.

(2) If Φ ∈ SMp(P), then for any r ∈ (0, p] there is a constant c2 = c2(r, p, ‖Φ‖SMp(P)) >
0 such that ‖ · ‖BMOΦ

p (P)
∼c2 ‖ · ‖BMOΦ

r (P)
.

(3) If Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SMp(Q), then there is a constant
c3 = c(s, p) > 0 such that ‖ · ‖BMOΦ

p (Q) � c3‖ · ‖BMOΦ
p (P)

.

Proof. Items (1) and (2) are due to [18, Proposition A.6]. For item (3), we apply [17,
combine Corollary 1(i) with Theorem 3] to the weight Φ+ ε > 0 and then let ε ↓ 0. �
2.3. The class of approximated stochastic integrals. Throughout this article, the
assumptions for the stochastic integral in (1.1) are the following.
• S ∈ CL([0, T ]) satisfies the SDE1

dSt = σ(St−)dZt, S0 ∈ RS , (2.3)

where σ : RS → (0,∞) is a Lipschitz function on an open setRS ⊆ R with St(ω), St−(ω) ∈
RS for all (ω, t) ∈ Ω× [0, T ]. We denote

|σ|Lip := sup
x,y∈RS , x �=y

∣∣∣∣σ(y)− σ(x)

y − x

∣∣∣∣ <∞.

• Z ∈ CL([0, T ]) is a square integrable semimartingale defined on (Ω,F ,P, (Ft)t∈[0,T ])
with the representation

Zt = Z0 + Zc
t +

ˆ t

0

ˆ
R0

z(NZ − πZ)(du, dz) +

ˆ t

0
Vudu, t ∈ [0, T ], (2.4)

where Z0 ∈ R, V is a progressively measurable process, Zc is a pathwise continuous
square integrable martingale with Zc

0 = 0, NZ is the jump random measure2 of Z and
πZ is the predictable compensator3 of NZ . Assumptions for Z are the following:
(Z1) For all ω ∈ Ω,

πZ(ω, dt, dz) = νt(ω, dz)dt, (2.5)

where the transition kernel νt(ω, ·) is a Lévy measure, i.e. a Borel measure on
B(R) satisfying νt(ω, {0}) := 0 and

´
R
(z2 ∧ 1)νt(ω, dz) <∞.

(Z2) There is a progressively measurable process C such that 〈Zc〉 =
´ ·
0 C

2
udu.

1See, for example, [31, Ch.V, Sec.3], for the existence and uniqueness of S.
2NZ((s, t]×B) := #{u ∈ (s, t] : ΔZu ∈ B} and NZ({0} ×B) := 0 for 0 � s < t � T , B ∈ B(R0).
3πZ is such that: (i) for any ω ∈ Ω, πZ(ω, ·) is a measure on B([0, T ]×R) with πZ(ω, {0}×R) = 0; (ii)

for any P ⊗ B(R)-measurable and non-negative f , the process
´ ·
0

´
R
f(u, z)πZ(du, dz) is P-measurable

satisfying E
´ T

0

´
R
f(u, z)NZ(du, dz) = E

´ T

0

´
R
f(u, z)πZ(du, dz), where P is the predictable σ-algebra

on Ω× [0, T ] (see [26, Ch.II, Sec.1] for more details).
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(Z3) The processes V and K, where Kt := (C2
t +
´
R
z2νt(dz))

1/2, satisfy that

V(2.6) := ‖‖V ‖L2([0,T ],λ)‖L∞(P) <∞, K(2.6) := ‖K‖L∞(Ω×[0,T ],P⊗λ) <∞. (2.6)

• ϑ belongs to the family Σadm
S of admissible integrands, where

Σadm
S :=

{
ϑ ∈ CL([0, T )) : E

ˆ T

0
ϑ2t−σ(St−)

2dt <∞ and Δϑt = 0 a.s., ∀t ∈ [0, T )

}
.

Remark 2.6. (a) By a standard stopping argument and Gronwall’s lemma, (2.3) im-
plies that S is an L2(P)-semimartingale and

E

ˆ T

0
σ(Su)

2du = E

ˆ T

0
σ(Su−)

2du <∞. (2.7)

(b) For each t ∈ [0, T ], it follows from (2.5) that NZ({t} × R0) = 0 a.s., which verifies
ΔZt = 0 a.s., and hence, ΔSt = 0 a.s. In other words, Z and S have no fixed-time
discontinuity. Thus, it is natural to assume Δϑt = 0 a.s. for admissible integrands.

3. Main results

To examine the discrete-time approximation problem in weighted bmo or weighted
BMO, further structure of the integrand is required. We begin with the following as-
sumption which is an adaptation of [18, Assumption 4.1].

Assumption 3.1. For ϑ ∈ Σadm
S , we assume that there exists a random measure

Υ: Ω× B((0, T ))→ [0,∞]

such that

Υ(ω, (0, t]) <∞, ∀(ω, t) ∈ Ω× (0, T ),

and such that there exists a constant c(3.1) > 0 such that for any 0 � a < b < T ,

EFa

[ˆ
(a,b]

|ϑt − ϑa|2σ(St)2dt
]
� c2(3.1)E

Fa

[ˆ
(a,b]

(b− t)Υ(·, dt)
]

a.s. (3.1)

Examples for Assumption 3.1 when S is a diffusion on the Wiener space are discussed
in [18, Section 6], and in that context the random measure Υ describes some kind of
curvature of the stochastic integral. In the Lévy setting when S is a Lévy process and
σ ≡ 1, an example for Υ is also given in [18, Section 8]. We now provide in Example 3.2
another formula for Υ which is used in the exponential Lévy setting in Section 4.

Example 3.2. Assume that M := ϑσ(S) ∈ CL([0, T )) is an L2(P)-martingale. Then,
the random measure Υ defined by

Υ(ω, dt) := d〈M〉t(ω) + |σ|2Lip|Mt(ω)|2dt

satisfies (3.1) with c2(3.1) = 2 + 8(K2
(2.6) + V 2

(2.6))e
4T |σ|2Lip(K

2
(2.6)+V 2

(2.6)). Indeed, for any
0 � a < b < T , using the triangle inequality and Lemma 5.1 we have

1

2
EFa

[ˆ
(a,b]

|ϑt − ϑa|2σ(St)2dt
]

� EFa

[ˆ
(a,b]

|Mt −Ma|2dt
]
+ EFa

[ˆ
(a,b]

ϑ2a|σ(St)− σ(Sa)|2dt
]
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� EFa

[ˆ
(a,b]

ˆ
(a,t]

d〈M〉udt
]
+ c2(5.2)(b− a)2M2

a

� EFa

[ˆ
(a,b]

(b− u)d〈M〉u
]
+ 2c2(5.2)E

Fa

[ˆ
(a,b]

(b− u)M2
udu

]
,

where in the last inequality, we apply Fubini’s theorem for first term and use the mar-
tingale property of M for the second term. Hence, the assertion follows from (5.5) and
(5.4).

The key assumption which enables to derive the approximation results is as follows.

Assumption 3.3. Let θ ∈ (0, 1]. Assume that Assumption 3.1 is satisfied and there is
an a.s. non-decreasing process Θ ∈ CL+([0, T ]) such that the following two conditions
hold:
(1) (Growth condition) There is a constant c(3.2) > 0 such that

|ϑa| � c(3.2)(T − a)
θ−1
2 Θa a.s., ∀a ∈ [0, T ). (3.2)

(2) (Curvature condition) There is a constant c(3.3) > 0 such that

EFa

[ˆ
(a,T )

(T − t)1−θΥ(·, dt)
]
� c2(3.3)Φ

2
a a.s., ∀a ∈ [0, T ), (3.3)

where

Φ := Θσ(S).

The parameter θ in Assumption 3.3 describes the growth (pathwise and relatively
to Θ) of ϑ when the time variable a approaches the terminal time T . For the Black–
Scholes model with the delta-hedging strategy ϑ, the parameter θ can be interpreted as
the fractional smoothness of the payoff in the sense of [14, 19].

Various specifications of Assumption 3.3 in the Brownian setting or in the Lévy setting
are provided in [18]. In Section 4, we use Assumption 3.3 in the exponential Lévy setting
which extends [18].

3.1. The basic method: Riemann approximation.

Definition 3.4. (1) Let Tdet be the family of all deterministic time-nets τ = (ti)
n
i=0 on

[0, T ] with 0 = t0 < t1 < · · · < tn = T , n � 1. The mesh size of τ = (ti)
n
i=0 ∈ Tdet is

measured with respect to a parameter θ ∈ (0, 1] by

‖τ‖θ := max
i=1,...,n

ti − ti−1

(T − ti−1)1−θ
.

(2) For ϑ ∈ Σadm
S , τ = (ti)

n
i=0 ∈ Tdet and t ∈ [0, T ], we let

ARm
t (ϑ, τ) :=

n∑
i=1

ϑti−1−(Sti∧t − Sti−1∧t), ERm
t (ϑ, τ) :=

ˆ t

0
ϑu−dSu −ARm

t (ϑ, τ).

Below is the main result in this subsection.

Theorem 3.5. Let Assumption 3.3 hold for some θ ∈ (0, 1]. Then, there exists a
constant c(3.4) > 0 such that for any τ ∈ Tdet,

‖ERm(ϑ, τ)‖bmoΦ2 (P)
� c(3.4)

√
‖τ‖θ. (3.4)
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Since the weighted bmo and weighted BMO-norms of ERm(ϑ, τ) coincide when the
driving process S is continuous, we derive directly from Theorem 3.5 and Proposition 2.5
the following result.

Corollary 3.6. Let Assumption 3.3 hold for some θ ∈ (0, 1]. If S is continuous, then
the following assertions hold, where the constants c1, c2, c3 > 0 do not depend on τ .
(1) One has ‖ERm(ϑ, τ)‖BMOΦ

2 (P)
� c1

√
‖τ‖θ for any τ ∈ Tdet.

Furthermore, if Φ ∈ SMp(P) for some p ∈ [2,∞), then for any τ ∈ Tdet,
‖ERm(ϑ, τ)‖Lp(P) � c2

√
‖τ‖θ.

(2) If Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SM2(Q), then for any τ ∈ Tdet,
‖ERm(ϑ, τ)‖BMOΦ

2 (Q) � c3
√
‖τ‖θ.

In particular, when S is a geometric Brownian motion and ϑ is the delta-hedging
strategy of a Lipschitz functional of ST , then Corollary 3.6 gives the upper bound part
in [17, Theorem 7].

3.2. The jump adjusted method. In Corollary 3.6, the continuity of S is crucial to
derive the conclusions. If S has jumps, then those results may fail as shown in the
following example.

Example 3.7. In the notations of Subsection 2.3, we let Z = J̃ , where J̃t := Jt − rt
is a compensated Poisson process with intensity r > 0. Let σ ≡ 1 (i.e. S = Z). Let
f : (0, T ] × N → R be a Borel function with ‖f‖∞ := sup(t,k)∈(0,T ]×N |f(t, k)| < ∞ and
ε := inft∈(0,T ] |f(t, 0)| > 0. Assume that

δ := ε− rT‖f‖∞ > 0.

Let ρ1 := inf{t > 0 : ΔJt = 1} ∧ T and ρ2 := inf{t > ρ1 : ΔJt = 1} ∧ T . Let
ϑ0 ∈ R and define ϑt = ϑ0 +

´
(0,t∧ρ2] f(s, Js−)dJ̃s, t ∈ (0, T ]. It is not difficult to

check that ϑ ∈ Σadm
S is a martingale with ‖ϑT ‖L∞(P) < ∞. Then, Assumption 3.1 is

satisfied with the selection Υ(·, dt) := d〈ϑ〉t as showed in Example 3.2. In addition, it
is straightforward to check that Assumption 3.3 holds true for Θ ≡ Φ ≡ 1 and for any
θ ∈ (0, 1].

Take τ = (ti)
n
i=0 ∈ Tdet arbitrarily. On the set {0 < ρ1 < ρ2 < t1} we have

|ΔERm
ρ2 (ϑ, τ)| =

n∑
i=1

|ϑρ2− − ϑti−1−|�(ti−1,ti](ρ2)|ΔJρ2 |

= |ϑρ2− − ϑ0| =
∣∣∣∣∣f(ρ1, Jρ1−)− r

ˆ
(0,ρ2)

f(s, Js−)ds

∣∣∣∣∣
� |f(ρ1, 0)| − rT‖f‖∞ � δ.

Since P(0 < ρ1 < ρ2 < t1) > 0, it implies that infτ∈Tdet ‖ΔERm
ρ2 (ϑ, τ)‖L∞(P) � δ. Due to

Lemma 2.3, we obtain infτ∈Tdet ‖ERm(ϑ, τ)‖BMOp(P) > 0 for any p ∈ (0,∞).

Therefore, in order to exploit benefits of weighted BMO to derive results as in Corol-
lary 3.6 for jump models, we propose another approximation scheme based on an adjust-
ment of the classical Riemann approximation. The time-net for this scheme is obtained
by combining a given deterministic time-net, which is used in the Riemann sum of the
stochastic integral, and a suitable sequence of random times which captures the (rel-
ative) large jumps of the driving process. With this scheme, we not only can utilize
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the features of weighted BMO, but can also control the cardinality of the combined
time-nets.

Let us begin with the random times. Due to the assumptions imposed on S in Sub-
section 2.3, one has σ(S−) > 0 and

ΔS = σ(S−)ΔZ (3.5)

from which we can see that jumps of S can be determined from knowing jumps of Z.
However, if we would use S to model the stock price process, then it is more realistic
to track the jumps of S rather than of Z. Therefore, we define the random times
ρ(ε, κ) = (ρi(ε, κ))i�0 based on tracking the jumps of S as follows (recall that inf ∅ :=∞).

Definition 3.8. For ε > 0 and κ � 0, let ρ0(ε, κ) := 0 and

ρi(ε, κ) := inf {T � t > ρi−1(ε, κ) : |ΔSt| > σ(St−)ε(T − t)κ} ∧ T, i � 1, (3.6)
N(3.7)(ε, κ) := inf{i � 1 : ρi(ε, κ) = T}. (3.7)

The quantity ε(T − t)κ above is the level at time t where we decide which jumps of S
are (relatively) large, and moreover, this level shrinks when t approaches the terminal
time T and κ > 0. Hence, κ describes the jump size decay rate. The idea for using
the decay function (T − t)κ is to compensate the growth of integrands. By specializing
κ = 0, the control parameter ε can be interpreted as the jump size threshold.

The scheme of Riemann approximation with correction is as follows.

Definition 3.9. Let ε > 0, κ ∈ [0, 12) and τ = (ti)
n
i=0 ∈ Tdet.

(1) Let τ " ρ(ε, κ) be the (random) discretization times of [0, T ] by combining τ with
ρ(ε, κ) and re-ordering their time-knots.

(2) For t ∈ [0, T ], we define

ϑτt :=

n∑
i=1

ϑti−1−�(ti−1,ti](t),

Aadj
t (ϑ, τ |ε, κ) := ARm

t (ϑ, τ) +
∑

ρi(ε,κ)∈[0,t]∩[0,T )

(
ϑρi(ε,κ)− − ϑτρi(ε,κ)

)
ΔSρi(ε,κ), (3.8)

Eadj
t (ϑ, τ |ε, κ) :=

ˆ t

0
ϑu−dSu −Aadj

t (ϑ, τ |ε, κ),

where ARm(ϑ, τ) is given in Definition 3.4.

As verified in Subsection 5.2, each ρi(ε, κ) is a stopping time. Moreover, in our
setting the sum on the right-hand side of (3.8) is a finite sum a.s. as a consequence of
Proposition 5.3 below. Hence, by adjusting this sum on a set of probability zero, we
may assume that Aadj(ϑ, τ |ε, κ) ∈ CL0([0, T ]). Besides, we also restrict the sum over the
stopping times taking values in [0, T ) instead of [0, T ] because of two technical reasons:
first, the strategy ϑ does not necessarily have the left-limit at T , and secondly, since
ΔST = 0 a.s. as mentioned in Remark 2.6, any value of the form aΔST (a ∈ R) added
to the correction term does not affect the approximation in our context.

To formulate main results in this section, we need to modify the weight processes.
For Φ ∈ CL+([0, T ]) and t ∈ [0, T ], we define

Φt := Φt + sups∈[0,t] |ΔΦs|. (3.9)

The reason to consider Φ is that in the calculation below we will end up with Φ− which
is not càdlàg and therefore is not a candidate for a weight process. For Φ, it is clear that
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Φ ∈ CL+([0, T ]) with Φ ∨Φ− � Φ, and Φ ≡ Φ if and only if Φ is continuous. Moreover,
Proposition 7.1(2) shows that Φ ∈ SMp(P) implies Φ ∈ SMp(P).

Theorem 3.10. Let Assumption 3.3 hold for some θ ∈ (0, 1] and let Φ ∈ SM2(P).
(1) If there is some α ∈ [1, 2] such that∥∥∥(ω, t) �→ ´|z|�1 |z|ανt(ω, dz)

∥∥∥
L∞(Ω×[0,T ],P⊗λ)

<∞, (3.10)

then a constant c(3.11) > 0 exists such that for all τ ∈ Tdet, ε > 0,∥∥∥Eadj
(
ϑ, τ

∣∣ε, 1−θ
2

)∥∥∥
BMOΦ

2 (P)
� c(3.11) max

{
ε1−α

√
‖τ‖θ,

√
‖τ‖θ, ε

}
. (3.11)

(2) If there is a constant c(3.12) > 0 such that for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ],

supr>0

∣∣∣´|z|>r zνt(ω, dz)
∣∣∣ � c(3.12), (3.12)

then a constant c(3.13) > 0 exists such that for all τ ∈ Tdet, ε > 0,∥∥∥Eadj
(
ϑ, τ

∣∣ε, 1−θ
2

)∥∥∥
BMOΦ

2 (P)
� c(3.13) max

{√
‖τ‖θ, ε

}
. (3.13)

Minimizing the right-hand side of (3.11) (resp. (3.13)) over ε > 0 leads us to the
selection ε = 2α

√
‖τ‖θ (resp. ε =

√
‖τ‖θ). Then, we have the following:

Corollary 3.11. Let Assumption 3.3 hold for some θ ∈ (0, 1] and let Φ ∈ SM2(P).
(1) If (3.10) is satisfied for some α ∈ [1, 2], then∥∥∥Eadj

(
ϑ, τ

∣∣∣ 2α
√
‖τ‖θ, 1−θ

2

)∥∥∥
BMOΦ

2 (P)
� T

θ
2
(1− 1

α
)c(3.11)

2α
√
‖τ‖θ.

(2) If (3.12) is satisfied, then∥∥∥Eadj
(
ϑ, τ

∣∣∣√‖τ‖θ, 1−θ
2

)∥∥∥
BMOΦ

2 (P)
� c(3.13)

√
‖τ‖θ.

Remark 3.12. (a) The assumption K(2.6) <∞ implies that∥∥(t, ω) �→ ´
R
z2νt(ω, dz)

∥∥
L∞(Ω×[0,T ],P⊗λ)

<∞, (3.14)

which means that (3.10) automatically holds for α = 2 in our context.
(b) Some obvious sufficient conditions for (3.12) are as follows: Since (3.14) holds in our

setting, condition (3.12) is satisfied if (3.10) holds for α = 1, or there is an r0 > 0 such
that the measure νt(ω, ·) is symmetric on (−r0, r0) for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ].

3.3. Adapted time-nets and approximation accuracy. We discuss in this part how
to improve the approximation accuracy by using suitable time-nets.

Adapted time-net. The conclusions in Theorem 3.5, Corollaries 3.6 and 3.11 assert that
the errors measured in bmoΦ2 (P) or BMOΦ

2 (P) are up to multiplicative constants upper
bounded by ‖τ‖rθ with r ∈ [14 ,

1
2 ]. Assume τn ∈ Tdet with #τn = n+ 1, where n � 1 can

be regarded as a parameter that controls the complexity of the approximation schemes.
If one uses the equidistant nets τn = (T i

n)
n
i=0, then ‖τn‖θ = T θ

nθ , and thus θ ∈ (0, 1]
describes the convergence rate in this situation.

In order to accelerate the convergence rate we need to employ other suitable time-nets.
First, it is straightforward to check that ‖τn‖θ � T θ

n for any τn ∈ Tdet with #τn = n+1.
Next, minimizing ‖τn‖θ over τn ∈ Tdet with #τn = n+1 leads us to the following adapted
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time-nets, which were used in [14, 15, 17, 19, 20]: For θ ∈ (0, 1] and n � 1, the adapted
time-net τ θn = (tθi,n)

n
i=0 is defined by

tθi,n := T
(
1− θ

√
1− i/n

)
, i = 1, . . . , n.

It is clear that the equidistant time-net corresponds to the case θ = 1. By a computation,
one can show that

T θ

n
� ‖τ θn‖θ �

T θ

θn
. (3.15)

Cardinality of the combined time-net. The time-net used in Theorem 3.10 is τ"ρ(ε, 1−θ
2 ).

Due to the randomness, a simple way to quantify the cardinality of this combined time-
net is to compute its expected cardinality, i.e. E

[
#τ " ρ(ε, 1−θ

2 )
]

(see, e.g., [12]). We
provide in the next result an estimate for certain moments of the cardinality. Since we
aim to apply Proposition 2.5(3) later, changes of the underlying measure are also taken
into account.

Proposition 3.13. Let q ∈ [1, 2], r ∈ [2,∞] with q
2 + 1

r = 1. Assume that Q is a
probability measure absolutely continuous with respect to P and dQ/dP ∈ Lr(P). For
θ ∈ (0, 1] and (εn)n�1 ⊂ (0,∞) with infn�1

√
nεn > 0, there is a constant c(3.16) > 0

such that for any n � 1, τn ∈ Tdet with #τn = n+ 1,∥∥#τn " ρ (εn, 1−θ
2

)∥∥
Lq(Q)

∼c(3.16) n. (3.16)

Plugging the adapted time-nets τ θn into previous results, we derive the following.

Theorem 3.14. Assume that Assumption 3.3 holds for some θ ∈ (0, 1].

(1) One has supn�1 n
1
2 ‖ERm(ϑ, τ θn)‖bmoΦ2 (P)

<∞.

(2) If Φ ∈ SM2(P) and if (3.10) is satisfied for some α ∈ [1, 2], then

sup
n�1

n
1
2α

∥∥∥Eadj
(
ϑ, τ θn

∣∣∣n− 1
2α , 1−θ

2

)∥∥∥
BMOΦ

2 (P)
<∞.

(3) If Φ ∈ SM2(P) and if (3.12) is satisfied, then

sup
n�1

n
1
2

∥∥∥Eadj
(
ϑ, τ θn

∣∣∣n− 1
2 , 1−θ

2

)∥∥∥
BMOΦ

2 (P)
<∞.

(4) If in addition Φ ∈ SMp(P) for some p ∈ (2,∞), then the conclusions of items
(2)–(3) hold for the Lp(P)-norm in place of the BMOΦ

2 (P)-norm.
(5) If in addition Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SM2(Q), then the conclu-

sions of items (2)–(3) hold for the BMOΦ
2 (Q)-norm in place of the BMOΦ

2 (P)-norm.

Proof. Item (1) (resp. (2)–(3)) follows directly from combining Theorem 3.5 (resp.
Theorem 3.10) with (3.15). Items (4)–(5) are due to Proposition 2.5 and Proposi-
tion 7.1(2). �

In the estimates of Theorem 3.14(1)–(4), applying Proposition 3.13 with q = 2, r =

∞ and Q = P we find that the parameter n in front of the bmoΦ2 (P), BMOΦ
2 (P) or

Lp(P)-norms can be regarded as the L2(P)-norm of the cardinality of the time-net used
in the corresponding approximation schemes. Regarding Theorem 3.14(5), thanks to
Proposition 3.13 (choose q = 1, r = 2), if s ∈ [2,∞), then this observation still holds
true after a change of measure: The parameter n in front of the BMOΦ

2 (Q)-norm can be
considered as the expected cardinality of the time-net under Q.
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We get from Theorem 3.14(1) and (3) the convergence rate of order n−1/2 which is
asymptotically optimal in general (e.g., see [15, Theorem 5] in the Lévy case), while this
rate is achieved in (2) for α = 1. Furthermore, the convergence rate in (2) depends on
the small jumps intensity of the underlying process Z, which is characterised by α. If
we define

βZ := inf

{
α ∈ [0, 2] :

∥∥∥(ω, t) �→ ´|z|�1 |z|ανt(ω, dz)
∥∥∥
L∞(Ω×[0,T ],P⊗λ)

<∞
}
,

then it follows from Theorem 3.14(2) that

inf

{
α ∈ [1, 2] : sup

n�1
n

1
2α

∥∥∥Eadj
(
ϑ, τ θn

∣∣∣n− 1
2α , 1−θ

2

)∥∥∥
BMOΦ

2 (P)
<∞

}
� 1 ∨ βZ .

Notice that when Z is a Lévy process, then βZ is the Blumenthal–Getoor index of Z
(see [4]).

4. Applications to exponential Lévy models

We provide several examples for Assumption 3.3 in the Lévy setting so that the main
results can be applied. As an important step to obtain them, we establish in Theorem 4.2
an explicit form for the mean-variance hedging strategy of a general European type
option, and this formula might also have an independent interest.

4.1. Lévy process. Let X = (Xt)t∈[0,T ] be a one-dimensional Lévy process defined
on (Ω,F ,P), i.e. X0 = 0, X has independent and stationary increments and X has
càdlàg paths. Let FX = (FX

t )t∈[0,T ] denote the augmented natural filtration of X,
and we assume that F = FX

T . According to the Lévy–Khintchine formula (see, e.g.,
[33, Theorem 8.1]), there is a characteristic triplet (γ, σ, ν), where γ ∈ R, coefficient
of Brownian component σ � 0, Lévy measure ν : B(R) → [0,∞] (i.e. ν({0}) := 0
and

´
R
(x2 ∧ 1)ν(dx) < ∞), such that the characteristic exponent ψ of X defined by

EeiuXt = e−tψ(u) is of the form

ψ(u) = −iγu+
σ2u2

2
−
ˆ
R

(
eiux − 1− iux�{|x|�1}

)
ν(dx), u ∈ R.

4.2. Mean-variance hedging (MVH). Assume that the underlying price process is
modelled by the exponential S = eX . Since models with jumps correspond to incomplete
markets in general, there is no “optimal” hedging strategy which replicates a payoff at
maturity and eliminates risks completely. This leads to consider certain strategies that
minimize some types of risk. Here, we use quadratic hedging which is a common approach
(see [34]).

To simplify the quadratic hedging problem, we consider the martingale market. Ap-
plications of results in Section 3 for Lévy markets under the semimartingale setting are
studied in [38].

Assumption 4.1. S = eX is an L2(P)-martingale and is not a.s. constant.

The SDE for S is dSt = St−dZt (eq. (6.1)), where Z is another Lévy process (under
P). Under Assumption 4.1, it is known that Z is also an L2(P)-martingale with zero
mean (see [7, Proposition 8.20]), and hence all conditions in Subsection 2.3 are fulfilled.

Although results in Section 3 are stated in terms of the characteristic of Z (Theorems
3.10 and 3.14), main results in this section are formulated involving the characteristic of
the log price process X which is slightly more convenient to verify in practice. Thanks
to Remark 6.1, we can easily translate conditions imposed on X to Z (and vice versa).
Especially, the equivalence between small jump behavior of X and Z is given in (6.3).
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Galtchouk–Kunita–Watanabe (GKW) decomposition. We now turn to the quadratic hedg-
ing problem. Under Assumption 4.1, any ξ ∈ L2(P) admits the GKW decomposition

ξ = Eξ +

ˆ T

0
θξtdSt + Lξ

T , (4.1)

where θξ is predictable, Lξ = (Lξ
t )t∈[0,T ] is an L2(P)-martingale with zero mean and is

strongly orthogonal to S, i.e. 〈S,Lξ〉 = 0. The integrand θξ is called the MVH strategy
corresponding to ξ, which is unique in L2(P ⊗ λ,Ω × [0, T ]). The reader is referred to
[34] for further discussion.

Our aim is to apply the approximation results obtained in Section 3 for the stochastic
integral term in (4.1), which can be interpreted in mathematical finance as the hedgeable
part of ξ. To do that, one of the main tasks for us is to find a representation of θξ which
is convenient for verifying the conditions in Assumption 3.3. This issue is handled in
Subsection 4.3 in which we focus on the European type options ξ = g(ST ).

4.3. Explicit MVH strategy. In the literature, there are several methods to determine
an explicit form for the MVH strategy of a European type option g(ST ). Let us mention
some typical approaches for which the martingale representation of g(ST ) plays the key
role. A classical method is by using directly Itô’s formula (e.g., [25]) which requires a
certain smoothness of (t, y) �→ Eg(yST−t). Another idea is based on Fourier analysis to
separate the payoff function g and the underlying process S (e.g., [5, 23, 36]). To do
that, some regularity for g and S is assumed. As a third method, one can use Malliavin
calculus to determine the MVH strategy (e.g., [3, 28]), however the payoff g(ST ) is
assumed to be differentiable in the Malliavin sense so that the Clark–Ocone formula is
applicable.

To the best of our knowledge, the result below is new and it provides an explicit
formula for the MVH strategy of g(ST ) without requiring any regularity from the payoff
function g nor any specific structure of the underlying process S. The proof is given in
Section 6 by exploiting Malliavin calculus. Recall that σ and ν are the coefficient of the
Brownian component and the Lévy measure of X respectively.

Theorem 4.2. Assume Assumption 4.1. For a Borel function g : R+ → R with g(ST ) ∈
L2(P), there exists a ϑg ∈ CL([0, T )) such that the following assertions hold:
(1) ϑg− is a MVH strategy of g(ST );
(2) ϑgS is an L2(P)-martingale and ϑgt = ϑgt− a.s. for each t ∈ [0, T );
(3) For any t ∈ (0, T ), a.s.,

ϑgt =
1

c2(4.2)

(
σ2∂yG(t, St) +

ˆ
R

G(t, exSt)−G(t, St)

St
(ex − 1)ν(dx)

)
, (4.2)

where c(4.2) := (σ2 +
´
R
(ex − 1)2ν(dx))1/2 and G(t, ·) : R+ → R is as follows:

(a) If σ > 0, then we choose G(t, y) := Eg(yST−t);
(b) If σ = 0, then we choose G(t, ·) such that it is Borel measurable and G(t, St) =

EFt [g(ST )] a.s., and we set ∂yG(t, ·) := 0 by convention.

Formula (4.2) was also established in [8, Section 4] and in [36, Proposition 7] under
some extra conditions for g and S. A similar formula of (4.2) in a general setting can
be found in [25, Theorem 2.4].

Assumption 4.1 ensures that c(4.2) ∈ (0,∞). For the case (3a), due to the presence of
the Gaussian component of X, the function G(t, ·) has derivatives of all orders on R+

(see [18, Example 8.18]).
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4.4. Growth of the MVH strategy and weight process regularity.

Hölder spaces and α-stable-like processes. Let ∅ �= U ⊆ R be an open interval.

Definition 4.3. (1) Let η ∈ [0, 1]. For a Borel function f : U → R, we define

|f |C0,η(U) := inf{c ∈ [0,∞) : |f(x)− f(y)| � c|x− y|η for all x, y,∈ U, x �= y},
where inf ∅ := ∞. For η ∈ (0, 1], the space C0,η(U) of all η-Hölder continuous
functions on U is the set of all f with |f |C0,η(U) <∞. For η = 0, the space C0,0(U)
consists of all bounded Borel functions on U .

(2) For q ∈ [1,∞], we define

W̊ 1,q(U) :=

{
f : U → R : ∃k ∈ Lq(U), f(y)− f(x) =

ˆ y

x
k(u)du, ∀x, y ∈ U, x < y

}
,

and let |f |W̊ 1,q(U) := ‖k‖Lq(U).

For q ∈ [1,∞], Hölder’s inequality yields the embedding W̊ 1,q(U) ⊆ C0,η(U), where
η = 1 − 1

q , with |f |C0,η(U) � |f |W̊ 1,q(U) for f ∈ W̊ 1,q(U). In particular, W̊ 1,∞(U) =

C0,1(U), which is the collection of Lipschitz functions on U .
We next introduce some classes of α-stable-like Lévy measures.

Definition 4.4. Let ν be a Lévy measure and α ∈ (0, 2).
(1) We let ν ∈ S1(α) if one can decompose ν = ν1 + ν2, where ν1, ν2 are Lévy measures

that satisfy

lim sup
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν2(dx) <∞,

ν1(dx) =
k(x)

|x|α+1
�{x �=0}dx,

where 0 < lim infx→0 k(x) � lim supx→0 k(x) < ∞, and the function x �→ k(x)
|x|α is

non-decreasing on (−∞, 0) and non-increasing on (0,∞).
(2) We let ν ∈ S2(α) if

0 < lim inf
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν(dx) � lim sup
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν(dx) <∞.

Remark 4.5. Let α ∈ (0, 2).
(a) One has S1(α) ⊆ S2(α). Indeed, for ν ∈ S1(α) with the decomposition ν = ν1 + ν2,

a computation shows that ν1 ∈ S2(α). Hence, ν ∈ S2(α). Moreover, since ν(dx) :=
x−1−α

�(0,1)(x)dx belongs to S2(α)\S1(α), the inclusion S1(α) ⊆ S2(α) is strict.
(b) According to [4, Theorem 3.2], if ν ∈ S2(α) for some α ∈ (0, 2), then α is equal to

the Blumenthal–Getoor index of ν, i.e. α = inf{r ∈ [0, 2] :
´
|x|�1 |x|rν(dx) <∞}.

For η ∈ [0, 1], define processes Θ(η),Φ(η) ∈ CL+([0, T ]) by setting

Θ(η)t := supu∈[0,t](S
η−1
u ) and Φ(η)t := Θ(η)tSt. (4.3)

As mentioned earlier, Assumption 3.3 is crucial to obtain the main results in Section 3,
and now we provide examples for Assumption 3.3 in the exponential Lévy setting.

Theorem 4.6. Assume Assumption 4.1. Let η ∈ [0, 1]. Then, the following assertions
hold:
(1) (Weight regularity) One has Φ(η) ∈ SM2(P).
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(2) (MVH strategy growth) If g ∈ C0,η(R+), then there exist a θ̂ ∈ [0, 1] and a constant
c(4.4) > 0, which might depend on θ̂, such that for ϑg given in (4.2) one has

|ϑgt | � c(4.4)(T − t)
θ̂−1
2 Θ(η)t a.s., ∀t ∈ [0, T ), (4.4)

where θ̂ is provided in Table 1:

Table 1: Values of θ̂

σ and η Small jump condition for X Regularity of g Conclusion for θ̂

C1
σ > 0
η ∈ [0, 1]

g ∈ C0,η(R+) θ̂ = η

C2
σ = 0
η ∈ [0, 1]

´
|x|�1 |x|1+ην(dx) <∞ g ∈ C0,η(R+) θ̂ = 1

C3
σ = 0
η ∈ [0, 1)

ν ∈ S1(α)
for some α ∈ [1 + η, 2)

g ∈ C0,η(R+) ∀θ̂ ∈
(
0, 2(1+η)

α − 1
)

C4
σ = 0
η ∈ [0, 1)

ν ∈ S2(α)
for some α ∈ [1 + η, 2)

g ∈ W̊ 1, 1
1−η (R+) ∀θ̂ ∈

(
0, 2(1+η)

α − 1
)

(3) Denote M := ϑgS. Then, Assumption 3.3 is satisfied for

ϑ = ϑg, Υ(·, dt) = d〈M〉t +M2
t dt, Θ = Θ(η), Φ = Φ(η)

and for θ = 1 if θ̂ = 1, and for any θ ∈ (0, θ̂) if θ̂ ∈ (0, 1).

Proof. We recall from Assumption 4.1 that
´
|x|>1 e

2xν(dx) <∞.
(1) follows from Proposition 7.2.

(2) We let � := ν in (8.12) and obtain from (4.2) that

ϑgt = c−2
(4.2)Γν(T − t, St) a.s., ∀t ∈ [0, T ).

We consider each case in Table 1 as follows. We apply Proposition 8.6(1) to get C1.
The case C2 follows from Proposition 8.6(2). For C3, since ν ∈ S1(α), Remark 4.5(b)
implies that 0 <

´
|x|�1 |x|α+εν(dx) < ∞ for any ε ∈ (0, 2 − α]. Moreover, applying

Proposition 8.6(3) and Remark 8.7 with β = α+ ε yields

|ϑgt | � c(ε)(T − t)
η+1
α

−1− ε
αSη−1

t � c(ε)(T − t)
1
2

((
2(η+1)

α
−1− 2ε

α

)
−1

)
Θ(η)t a.s., ∀t ∈ [0, T ),

where c(ε) > 0 is a constant depending on ε. Since ε > 0 can be arbitrarily small, C3
follows. The case C4 is similar to C3 where we use Proposition 8.6(4) and Remark 8.7.

(3) Due to Theorem 4.2(2), M is an L2(P)-martingale. Then, Assumption 3.1 holds
because of Example 3.2. We now only need to check (3.3). If θ̂ = 1, then the martingale
M is closed by MT := L2(P)- limt↑T Mt due to (4.4) and Φ(η) ∈ SM2(P). Then, for
θ = 1 and for any a ∈ [0, T ) one has, a.s.,

EFa

[ˆ
(a,T )

Υ(·, dt)
]
= EFa

[ˆ
(a,T )

d〈M〉t +
ˆ
(a,T )

M2
t dt

]

� EFa

[
|MT −Ma|2 + c2(4.4)(T − a) sup

t∈(a,T )
Φ(η)2t

]
� c2(4.4)(T + 1)‖Φ(η)‖2SM2(P)

Φ(η)2a.
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If θ̂ ∈ (0, 1), then for any θ ∈ (0, θ̂) and any a ∈ [0, T ) one has, a.s.,

EFa

[ˆ
(a,T )

(T − t)1−θM2
t dt

]
� c2(4.4)T

θ̂−θ+1‖Φ(η)‖2SM2(P)
Φ(η)2a. (4.5)

We apply conditional Itô’s isometry and [18, Proposition 3.8] to obtain that, a.s.,

EFa

[ˆ
(a,T )

(T − t)1−θd〈M〉t
]
= lim

b↑T
EFa

⎡⎣∣∣∣∣∣
ˆ
(a,b]

(T − t)
1−θ
2 dMt

∣∣∣∣∣
2
⎤⎦

� (1− θ)EFa

[ˆ
(a,T )

(T − t)−θM2
t dt

]

� (1− θ)c2(4.4)‖Φ(η)‖2SM2(P)
Φ(η)2a

ˆ
(a,T )

(T − t)θ̂−θ−1dt

� T θ̂−θ

θ̂ − θ
(1− θ)c2(4.4)‖Φ(η)‖2SM2(P)

Φ(η)2a. (4.6)

Combining (4.5) with (4.6) yields the desired conclusion. �

Remark 4.7. The larger θ̂ is, the better estimate one can get for ϑg in (4.4). Further-
more, the parameter θ̂ comes from the interplay between the small jump intensity of
the underlying Lévy process and the regularity of the payoff function which affects the
convergence rate of the approximation error.

5. Proofs of the main results

5.1. Proofs of results in Subsection 3.1. We need the following auxiliary result.

Lemma 5.1. There are constants c(5.1), c(5.2) > 0 such that for any 0 � a < b � T , a.s.,

EFa

[ˆ b

a
σ(St)

2dt

]
� c2(5.1)(b− a)σ(Sa)

2, (5.1)

EFa

[ˆ b

a
|σ(St)− σ(Sa)|2dt

]
� c2(5.2)(b− a)2σ(Sa)

2. (5.2)

Proof. Fix a ∈ [0, T ). For any b ∈ (a, T ], a.s.,

EFa

[ˆ b

a
|σ(St)− σ(Sa)|2dt

]
� |σ|2Lip EFa

[ˆ b

a
|St − Sa|2dt

]
= |σ|2Lip EFa

[ˆ b

a

∣∣∣∣ˆ t

a
σ(Su−)

(
dZc

u +

ˆ
R0

z(NZ − πZ)(du, dz)

)
+

ˆ t

a
σ(Su−)Vudu

∣∣∣∣2 dt
]

� 2|σ|2Lip EFa

[ˆ b

a

(ˆ t

a
σ(Su−)

2K2
udu+

ˆ t

a
V 2
u du

ˆ t

a
σ(Su−)

2du

)
dt

]
� c2(5.3)E

Fa

[ˆ b

a

ˆ t

a
σ(Su)

2dudt

]
, (5.3)

where in order to obtain the second inequality we use the conditional Itô isometry for
the martingale term and apply Hölder’s inequality for the finite variation term. The last
inequality comes from the fact that t �→ σ(St) has at most countable discontinuities, and

c2(5.3) := 2|σ|2Lip(K2
(2.6) + V 2

(2.6)). (5.4)
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Then, the triangle inequality implies that, a.s.,

EFa

[ˆ b

a
σ(St)

2dt

]
� 2(b− a)σ(Sa)

2 + 2EFa

[ˆ b

a
|σ(St)− σ(Sa)|2dt

]
� 2(b− a)σ(Sa)

2 + 2c2(5.3)E
Fa

[ˆ b

a

ˆ t

a
σ(Su)

2dudt

]
.

Now, for any A ∈ Fa, it holds that
ˆ b

a
E�Aσ(St)

2dt � 2(b− a)E�Aσ(Sa)
2 + 2c2(5.3)

ˆ b

a

ˆ t

a
E�Aσ(Su)

2dudt.

Since E
´ T
0 σ(Su)

2du <∞ due to (2.7), using Gronwall’s inequality yields
ˆ b

a
E�Aσ(St)

2dt � 2(b− a)E�Aσ(Sa)
2e

2c2(5.3)(b−a)
,

which verifies (5.1) with c2(5.1) := 2e
2c2(5.3)T . In order to obtain (5.2), we apply (5.1) to

the right-hand side of (5.3), and then we can let

c2(5.2) =
1
2c

2
(5.1)c

2
(5.3) = c2(5.3)e

2c2(5.3)T . (5.5)

�

Proof of Theorem 3.5. For ϑ ∈ Σadm
S and τ = (ti)

n
i=0 ∈ Tdet, we define the process 〈ϑ, τ〉,

which is adapted, has continuous and non-decreasing paths on [0, T ], by

〈ϑ, τ〉t :=
n∑

i=1

ˆ ti∧t

ti−1∧t

∣∣ϑu − ϑti−1

∣∣2 σ(Su)2du. (5.6)

From (5.7) below we see that 〈ϑ, τ〉 is “nearly” the predictable quadratic variation of
ERm(ϑ; τ) (this is the reason for (slightly abusively) using angle brackets in the notation
〈ϑ, τ〉) which is known as a useful tool for studying ERm(ϑ; τ) in the mean square sense.

For a ∈ [0, T ), applying conditional Itô’s isometry and Hölder’s inequality yields, a.s.,

EFa
[
|ERm

T (ϑ, τ)− ERm
a (ϑ, τ)|2

]
� 2EFa

⎡⎣ˆ T

a

∣∣∣∣∣ϑu− −
n∑

i=1

ϑti−1−�(ti−1,ti](u)

∣∣∣∣∣
2

σ(Su−)
2

(
K2

u +

ˆ T

a
V 2
r dr

)
du

⎤⎦
� 2(K2

(2.6) + V 2
(2.6))E

Fa

⎡⎣ˆ T

a

∣∣∣∣∣ϑu− −
n∑

i=1

ϑti−1−�(ti−1,ti](u)

∣∣∣∣∣
2

σ(Su−)
2du

⎤⎦
= 2(K2

(2.6) + V 2
(2.6))E

Fa

⎡⎣ˆ T

a

∣∣∣∣∣ϑu −
n∑

i=1

ϑti−1�(ti−1,ti](u)

∣∣∣∣∣
2

σ(Su)
2du

⎤⎦
= 2(K2

(2.6) + V 2
(2.6))E

Fa [〈ϑ, τ〉T − 〈ϑ, τ〉a] , (5.7)

where the first equality comes from the fact that the number of discontinuities of a
càdlàg function is at most countable and ϑ ∈ Σadm

S has no fixed-time discontinuity. We
recall from Remark 2.2 that one can use deterministic times instead of stopping times
in the definition of ‖ · ‖bmoΦ2 (P)

. Therefore, Theorem 3.5 is a direct consequence of (5.7)
and the following result.
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Proposition 5.2. Let Assumption 3.3 hold for some θ ∈ (0, 1]. Then, there exists a
constant c(5.8) > 0 such that for any τ ∈ Tdet and any a ∈ [0, T ), a.s.,

EFa [〈ϑ, τ〉T − 〈ϑ, τ〉a] � c2(5.8)‖τ‖θΦ2
a. (5.8)

Consequently, ‖〈ϑ, τ〉‖
BMOΦ2

1 (P)
� c2(5.8)‖τ‖θ.

Proof. By the monotonicity of Θ and (3.2), we have that for c(5.9) :=
√
2c(3.2) and for

any 0 � s < t < T , a.s.,

|ϑt − ϑs|2σ(St)2 � c2(5.9)

(
(T − t)θ−1 + (T − s)θ−1

)
Φ2
t . (5.9)

We aim to apply [18, Theorem 4.3] to obtain (5.8). To do this, let us define the
random measure

Π(ω, dt) := σ(St(ω))
2dt, ω ∈ Ω.

Then, it is clear that Π(ω, (0, t]) <∞ for any (ω, t) ∈ Ω×(0, T ). For 0 � s � a < b < T ,
the triangle inequality yields, a.s.,

EFa

[ˆ
(a,b]

|ϑt − ϑs|2Π(·, dt)
]
= EFa

[ˆ
(a,b]

|ϑt − ϑs|2σ(St)2dt
]

� 2EFa

[
|ϑa − ϑs|2

ˆ
(a,b]

σ(St)
2dt+

ˆ
(a,b]

|ϑt − ϑa|2σ(St)2dt
]

� 2EFa

[
|ϑa − ϑs|2Π(·, (a, b]) + c2(3.1)

ˆ
(a,b]

(b− t)Υ(·, dt)
]
.

Let τ = (ti)
n
i=0 ∈ Tdet and a ∈ [tk−1, tk) for k ∈ [1, n]. Applying [18, Theorem 4.3] yields

a constant c > 0 independent of τ and a such that, a.s.,

EFa [〈ϑ, τ〉T − 〈ϑ, τ〉a]

� c‖τ‖θ
(
EFa

[ˆ
(a,T )

(T − t)1−θΥ(·, dt) + (T − tk−1)
1−θ

tk − tk−1
|ϑa − ϑtk−1

|2
ˆ
(a,tk]

σ(St)
2dt

])

� c‖τ‖θ
(
c2(3.3)Φ

2
a + c2(5.1)

(T − tk−1)
1−θ

tk − tk−1
(tk − a)|ϑa − ϑtk−1

|2σ(Sa)2
)

� c‖τ‖θ
(
c2(3.3) + c2(5.1)c

2
(5.9)

(T − tk−1)
1−θ

tk − tk−1
(tk − a)

(
(T − a)θ−1 + (T − tk−1)

θ−1
))

Φ2
a

� c‖τ‖θ(c2(3.3) + 2c2(5.1)c
2
(5.9))Φ

2
a,

which implies (5.8) with c2(5.8) = c(c2(3.3)+2c2(5.1)c
2
(5.9)). For the “Consequently” part, since

〈ϑ, τ〉 is continuous, it holds that ‖〈ϑ, τ〉‖
BMOΦ2

1 (P)
= ‖〈ϑ, τ〉‖

bmoΦ
2

1 (P)
� c2(5.8)‖τ‖θ. �

5.2. Proofs of results in Subsections 3.2 and 3.3. We let ε > 0, κ � 0 and recall
ρ(ε, κ) = (ρi(ε, κ))i�0 in Definition 3.8. Due to (3.5) and the assumption σ(S−) > 0, it
holds that

|ΔS| > σ(S−)ε(T − ·)κ ⇔ |ΔZ| > ε(T − ·)κ.
Hence, we derive from (3.6) the relations

ρi(ε, κ) = inf {T � t > ρi−1(ε, κ) : |ΔZt| > ε(T − t)κ} ∧ T, i � 1. (5.10)
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Since Z is càdlàg and the underlying filtration satisfies the usual conditions (right conti-
nuity and completeness), it implies that ρi(ε, κ) are stopping times satisfying ρi−1(ε, κ) <
ρi(ε, κ) for 1 � i � N(3.7)(ε, κ).

For a non-negative Borel function h defined on R, denote

‖h(z) � ν‖L∞(P⊗λ) :=

∥∥∥∥(ω, t) �→ ˆ
R

h(z)νt(ω, dz)

∥∥∥∥
L∞(Ω×[0,T ],P⊗λ)

∈ [0,∞].

Then, condition (3.14) is re-written as

‖z2 � ν‖L∞(P⊗λ) <∞. (5.11)

Proposition 5.3. Let ε > 0, κ � 0 be real numbers. Then, for any α ∈ [0, 1κ), one has

‖N(3.7)(ε, κ)‖L2(P) � 1 +
√
C(5.13) + C(5.13), (5.12)

where

C(5.13) := T‖�{|z|>1} � ν‖L∞(P⊗λ) + ε−α T 1−ακ

21−ακ − 1
‖�{|z|�1}|z|α � ν‖L∞(P⊗λ). (5.13)

Proof. We may assume that C(5.13) <∞, otherwise the desired inequality is trivial.
Step 1. We show that, a.s.,ˆ T

0

ˆ
R

�{|z|>ε(T−t)κ}πZ(dt, dz) � C(5.13).

One decomposesˆ T

0

ˆ
R

�{|z|>ε(T−t)κ}πZ(dt, dz)

=

ˆ T

0

ˆ
R

�{|z|>1∨(ε(T−t)κ)}πZ(dt, dz) +
ˆ T

0

ˆ
R

�{1�|z|>ε(T−t)κ}πZ(dt, dz),

where the first term in the right-hand side is upper bounded by T‖�{|z|>1} � ν‖L∞(P⊗λ)

a.s. The second term can be estimated as follows, a.s.,ˆ T

0

ˆ
R

�{1�|z|>ε(T−t)κ}πZ(dt, dz) =
ˆ T

0

ˆ
R

�{1�|z|>ε(T−t)κ}νt(dz)dt

�
∞∑
n=0

ˆ T (1− 1
2n+1 )

T (1− 1
2n

)

ˆ
R

�{1�|z|>ε(T/2n+1)κ}νt(dz)dt

�
∞∑
n=0

ˆ T (1− 1
2n+1 )

T (1− 1
2n

)

ˆ
|z|�1

( |z|
ε(T/2n+1)κ

)α

νt(dz)dt

= ε−αT−ακ
∞∑
n=0

(2n+1)ακ
ˆ T (1− 1

2n+1 )

T (1− 1
2n

)

ˆ
|z|�1

|z|ανt(dz)dt

� ε−αT 1−ακ
∞∑
n=0

(2n+1)ακ−1‖�{|z|�1}|z|α � ν‖L∞(P⊗λ)

= ε−α T 1−ακ

21−ακ − 1
‖�{|z|�1}|z|α � ν‖L∞(P⊗λ).

Step 2. Combining Step 1 with [26, Ch.II, Proposition 1.28] allows us to write, a.s.,´ T
0

´
R
�{|z|>ε(T−t)κ}NZ(dt, dz) =

´ T
0

´
R
�{|z|>ε(T−t)κ}[(NZ − πZ)(dt, dz) + πZ(dt, dz)]. Since
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N(3.7)(ε, κ) � 1 +
´ T
0

´
R
�{|z|>ε(T−t)κ}NZ(dt, dz) by (5.10), we have

‖N(3.7)(ε, κ)‖L2(P) � 1 +

∥∥∥∥ˆ T

0

ˆ
R

�{|z|>ε(T−t)κ}NZ(dt, dz)

∥∥∥∥
L2(P)

� 1 +

∥∥∥∥ˆ T

0

ˆ
R

�{|z|>ε(T−t)κ}(NZ − πZ)(dt, dz)

∥∥∥∥
L2(P)

+

∥∥∥∥ˆ T

0

ˆ
R

�{|z|>ε(T−t)κ}πZ(dt, dz)

∥∥∥∥
L2(P)

= 1 +

∥∥∥∥ˆ T

0

ˆ
R

�{|z|>ε(T−t)κ}πZ(dt, dz)

∥∥∥∥
1
2

L1(P)

+

∥∥∥∥ˆ T

0

ˆ
R

�{|z|>ε(T−t)κ}πZ(dt, dz)

∥∥∥∥
L2(P)

� 1 +
√
C(5.13) + C(5.13),

where one uses [26, Ch.II, Theorem 1.33(a)] to derive the equality. �

5.2.1. Proof of Proposition 3.13. Denote κ := 1−θ
2 ∈ [0, 12). We first consider the partic-

ular case when Q = P, r =∞ and q = 2. By Definition 3.9(1),

n+ 1 = #τn � #τn " ρ (εn, κ) � n+ 1 +N(3.7) (εn, κ) .

Thus,

n+ 1 � ‖#τn " ρ (εn, κ)‖L2(P)
� n+ 1 +

∥∥N(3.7) (εn, κ)
∥∥
L2(P)

.

In (5.13), substituting α = 2 and using infn�1
√
nεn > 0, we obtain

C(5.13) = T‖�{|z|>1} � ν‖L∞(P⊗λ) + ε−2
n

T 1−2κ

21−2κ − 1
‖�{|z|�1}z

2 � ν‖L∞(P⊗λ) � cn

for a constant c > 0 independent of n. Using (5.12) gives the desired conclusion.
In the next step we assume that Q� P is a probability measure with dQ/dP ∈ Lr(P).

Since 1
2/q +

1
r = 1, applying Hölder’s inequality yields

‖#τn " ρ (εn, κ)‖Lq(Q) � ‖#τn " ρ (εn, κ)‖L2(P)
‖dQ/dP‖

1
q

Lr(P)
,

and hence (3.16) follows. �

5.2.2. Proof of Theorem 3.10. Again, we denote κ := 1−θ
2 ∈ [0, 12).

(1) Step 1. We handle the correction term in (3.8) and the corresponding error process.
For ε > 0, by the same arguments as in the proof of Step 1 of Proposition 5.3, one has

E

ˆ T

0

ˆ
R

|z|�{|z|>ε(T−t)κ}νt(dz)dt

= E

ˆ T

0

ˆ
|z|>1

|z|�{|z|>ε(T−t)κ}νt(dz)dt+ E

ˆ T

0

ˆ
|z|�1

|z|�{|z|>ε(T−t)κ}νt(dz)dt

� T‖�{|z|>1}|z| � ν‖L∞(P⊗λ) + ε−2 T 1−2κ

21−2κ − 1
‖�{|z|�1}z

2 � ν‖L∞(P⊗λ)

<∞,

where the finiteness holds due to (5.11). This allows us to decomposeˆ ·

0

ˆ
R0

z(NZ − πZ)(du, dz) = Z� + Z> − γ>,

where

Z� :=

ˆ ·

0

ˆ
R0

z�{|z|�ε(T−u)κ}(NZ − πZ)(du, dz),
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Z> :=

ˆ ·

0

ˆ
R

z�{|z|>ε(T−u)κ}NZ(du, dz),

γ> :=

ˆ ·

0

ˆ
R

z�{|z|>ε(T−u)κ}νu(dz)du.

Recall ϑτ in Definition 3.9. Since (5.11) holds in our context, applying Proposition 5.3
with α = 2 yields N(3.7)(ε, κ) <∞ a.s. Hence, outside a set of probability zero, we have
that, for all t ∈ [0, T ],∑

ρi(ε,κ)∈[0,t]∩[0,T )

(
ϑρi(ε,κ)− − ϑτρi(ε,κ)

)
ΔSρi(ε,κ)

=
∑

ρi(ε,κ)∈[0,t]∩[0,T )

(
ϑρi(ε,κ)− − ϑτρi(ε,κ)

)
σ
(
Sρi(ε,κ)−

)
ΔZρi(ε,κ)

=

ˆ
[0,t]∩[0,T )

(ϑu− − ϑτu)σ(Su−)dZ
>
u .

By the representation of Z in (2.4), one can decompose

dSt = σ(St−)dZt = σ(St−)

(
dZc

t + Vtdt+

ˆ
R0

z(NZ − πZ)(dt, dz)

)
= σ(St−)

(
dZc

t + Vtdt+ dZ�
t + dZ>

t − dγ>t
)
.

We derive from the arguments above, together with the fact ΔZ>
T = ΔZT = 0 a.s., that

Eadj(ϑ, τ |ε, κ) =
ˆ ·

0
(ϑu− − ϑτu)dSu −

∑
ρi(ε,κ)∈[0,·]∩[0,T )

(
ϑρi(ε,κ)− − ϑτρi(ε,κ)

)
ΔSρi(ε,κ)

=

ˆ ·

0
(ϑu− − ϑτu)σ(Su−)(dZ

c
u + Vudu+ dZ�

u + dZ>
u − dγ>u )−

ˆ ·

0
(ϑu− − ϑτu)σ(Su−)dZ

>
u

=

ˆ ·

0
(ϑu− − ϑτu)σ(Su−)(dZ

c
u + Vudu+ dZ�

u )

−
ˆ ·

0
(ϑu− − ϑτu)σ(Su−)

ˆ
R

z�{|z|>ε(T−u)κ}νu(dz)du. (5.14)

Let us define the error processes ES(ϑ, τ |ε, κ) induced from the “small jumps” part and
ED(ϑ, τ |ε, κ) involved with the “drift” part by

ES(ϑ, τ |ε, κ) :=
ˆ ·

0
(ϑu− − ϑτu)σ(Su−)(dZ

c
u + Vudu+ dZ�

u ),

ED(ϑ, τ |ε, κ) :=
ˆ ·

0
(ϑu− − ϑτu)σ(Su−)

ˆ
R

z�{|z|>ε(T−u)κ}νu(dz)du.

The triangle inequality applied to (5.14) gives

‖Eadj(ϑ, τ |ε, κ)‖
BMOΦ

2 (P)
� ‖ES(ϑ, τ |ε, κ)‖

BMOΦ
2 (P)

+ ‖ED(ϑ, τ |ε, κ)‖
BMOΦ

2 (P)
. (5.15)

Step 2. We investigate the right-hand side of (5.15).
Step 2.1. We consider ES(ϑ, τ |ε, κ). Since Φ ∈ SM2(P) by assumption, Proposi-

tion 7.1(2) implies that Φ ∈ SM2(P). Then, Lemma 2.3 asserts

‖ES(ϑ, τ |ε, κ)‖
BMOΦ

2 (P)
∼c(5.16) ‖ES(ϑ, τ |ε, κ)‖

bmoΦ2 (P)
+ |ΔES(ϑ, τ |ε, κ)|Φ. (5.16)



APPROXIMATION OF STOCHASTIC INTEGRALS WITH JUMPS IN WEIGHTED BMO 23

Since ϑ, σ(S) and Φ are càdlàg on [0, T ), one can find an Ω0 with P(Ω0) = 1 such that
(5.9) holds for all (ω, t) ∈ Ω0 × [0, T ). This implies that, for all 0 � s < t < T and
ω ∈ Ω0,

|ϑt − ϑs|σ(St) �
√
2c(5.9)(T − t)−κΦt.

Due to (2.5), one has πZ(ω, {t}×R0) = 0 for any (ω, t) ∈ Ω× [0, T ]. Then, it holds that∣∣ΔZ�
t

∣∣ = ∣∣∣∣ˆ
R0

z�{|z|�ε(T−t)κ}NZ({t}, dz)−
ˆ
R0

z�{|z|�ε(T−t)κ}πZ({t}, dz)
∣∣∣∣ � ε(T − t)κ

for all t ∈ [0, T ] a.s. Moreover, since ΔES(ϑ, τ |ε, κ) = (ϑ− − ϑτ )σ(S−)ΔZ�, we obtain
another Ω1 with P(Ω1) = 1 (with keeping ΔZ�

T = 0 a.s. in mind) such that for all
(ω, t) ∈ Ω1 × [0, T ],

|ΔES
t (ϑ, τ |ε, κ)| =

∣∣(ϑt− − ϑτt )σ(St−)ΔZ
�
t

∣∣ � √
2c(5.9)(T − t)−κΦt−ε(T − t)κ

=
√
2c(5.9)εΦt− �

√
2c(5.9)εΦt.

According to the definition of | · |Φ given in (2.1), one then gets

|ΔES(ϑ, τ |ε, κ)|Φ �
√
2c(5.9)ε. (5.17)

Let us continue with ‖ES(ϑ, τ |ε, κ)‖
bmoΦ2 (P)

. We apply the conditional Itô isometry for
the martingale component and apply Hölder’s inequality for the finite variation compo-
nent of ES(ϑ, τ |ε, κ) to derive that, for a ∈ [0, T ), a.s.,

EFa
[
|ES

T (ϑ, τ |ε, κ)− ES
a (ϑ, τ |ε, κ)|2

]
� 2EFa

[ˆ T

a
|ϑu− − ϑτu|2σ(Su−)2

(
d〈Zc〉u +

ˆ
R

�{|z|�ε(T−u)κ}z
2νu(dz)du

)]
+ 2EFa

[ˆ T

a
|ϑu− − ϑτu|2σ(Su−)2du

ˆ T

a
V 2
u du

]
� 2(K2

(2.6) + V 2
(2.6))E

Fa [〈ϑ, τ〉T − 〈ϑ, τ〉a]
� 2(K2

(2.6) + V 2
(2.6))c

2
(5.8)‖τ‖θΦ2

a, (5.18)

where 〈ϑ, τ〉 is given in (5.6), and where we use the fact that a càdlàg function has at
most countably many discontinuities to obtain the second inequality. Combining (5.16)
and (5.17) with (5.18) yields

‖ES(ϑ, τ |ε, κ)‖
BMOΦ

2 (P)
� c(5.16)

(√
2c(5.9)ε+

√
2(K2

(2.6) + V 2
(2.6))c(5.8)

√
‖τ‖θ

)
. (5.19)

Step 2.2. We consider ED(ϑ, τ |ε, κ). Since ED(ϑ, τ |ε, κ) is continuous, it holds that

‖ED(ϑ, τ |ε, κ)‖
BMOΦ

2 (P)
= ‖ED(ϑ, τ |ε, κ)‖

bmoΦ2 (P)
.

Now, for any a ∈ [0, T ), we use Hölder’s inequality to get, a.s.,

EFa
[
|ED

T (ϑ, τ |ε, κ)− ED
a (ϑ, τ |ε, κ)|2

]
� EFa

[(ˆ T

a

∣∣∣∣ˆ
R

z�{|z|>ε(T−u)κ}νu(dz)

∣∣∣∣2 du
)(ˆ T

a
|ϑu− − ϑτu|2σ(Su−)2du

)]
=: EFa

[
I(5.20)II(5.20)

]
. (5.20)
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For the first factor I(5.20), since ‖�{|z|�1}|z|α � ν‖L∞(P⊗λ) <∞ by (3.10), one has, a.s.,

1

2
I(5.20) �

ˆ T

a

∣∣∣∣∣
ˆ
|z|>1∨(ε(T−u)κ)

zνu(dz)

∣∣∣∣∣
2

du+

ˆ T

a

∣∣∣∣∣
ˆ
1�|z|>ε(T−u)κ

|z|α|z|1−ανu(dz)

∣∣∣∣∣
2

du

� (T − a)‖�{|z|>1}|z| � ν‖2L∞(P⊗λ) + ε2(1−α)

ˆ T

a

∣∣∣∣∣
ˆ
|z|�1

|z|ανu(dz)
∣∣∣∣∣
2

(T − u)2κ(1−α)du

� (T − a)‖�{|z|>1}|z| � ν‖2L∞(P⊗λ) + ‖�{|z|�1}|z|α � ν‖2L∞(P⊗λ)

(T − a)2κ(1−α)+1

2κ(1− α) + 1
ε2(1−α)

� c2(5.21)(1 + ε2(1−α)), (5.21)

where c(5.21) = c(5.21)(α, κ, T, ν) > 0 and one notices that 2κ(1 − α) + 1 > 0. For the
second factor II(5.20), we apply Proposition 5.2 to obtain, a.s.,

EFa
[
II(5.20)

]
= EFa [〈ϑ, τ〉T − 〈ϑ, τ〉a] � c2(5.8)‖τ‖θΦ2

a � c2(5.8)‖τ‖θΦ2
a.

Hence,

‖ED(ϑ, τ |ε, κ)‖
BMOΦ

2 (P)
�
√
2c(5.8)c(5.21)

√
1 + ε2(1−α)

√
‖τ‖θ

�
√
2c(5.8)c(5.21)(1 + ε1−α)

√
‖τ‖θ. (5.22)

Step 3. We plug (5.19) and (5.22) into (5.15) to derive (3.11).

(2) If (3.12) holds, then I(5.20) is upper bounded by Tc2(3.12). Hence,

‖ED(ϑ, τ |ε, κ)‖
BMOΦ

2 (P)
�
√
Tc(3.12)c(5.8)

√
‖τ‖θ. (5.23)

Combining (5.19), (5.23) with (5.15) yields (3.13). �

6. Itô’s chaos expansion and proof of Theorem 4.2

6.1. Exponential Lévy processes. Let X be a Lévy process with characteristics
(γ, σ, ν) as in Subsection 4.1. It is known that the ordinary exponential S = eX can be
represented as the Doléans–Dade exponential (or stochastic exponential) E(Z) of another
Lévy process Z (see, e.g., [1, Theorem 5.1.6]). This means that S = E(Z) and

dSt = St−dZt, S0 = 1. (6.1)

Remark 6.1. (a) The path relation of X and Z is given by

Zt = Xt +
σ2t

2
+
∑
0�s�t

(
eΔXs − 1−ΔXs

)
, ∀t ∈ [0, T ] a.s., (6.2)

which implies ΔZ = eΔX − 1.
(b) For the triplet (γZ , σZ , νZ) of Z, using [1, Theorem 5.1.6] (with the truncation

function x�{|x|�1} instead of x�{|x|<1}) yields that σZ = σ and

νZ =

ˆ
R

�{ex−1∈·}ν(dx), γZ = γ +
σ2

2
+

ˆ
R

(
(ex − 1)�{|ex−1|�1} − x�{|x|�1}

)
ν(dx).

Consequently, since limx→0
ex−1
x = 1, it holds for any α ∈ [0, 2] thatˆ

|z|�1
|z|ανZ(dz) <∞⇔

ˆ
|x|�1

|x|αν(dx) <∞. (6.3)
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(c) Let FZ = (FZ
t )t∈[0,T ] be the augmented natural filtration induced by Z. Then, we

can deduce from (6.2) that FZ
t = FX

t for all t ∈ [0, T ].

Let q ∈ [0,∞). Since νZ((−∞,−1]) = 0, by change of variables we getˆ
|z|>1

|z|qνZ(dz) =
ˆ
z>1

zqνZ(dz) =

ˆ
ex−1>1

(ex − 1)qν(dx).

Using |x+ y|q � (1 ∨ 2q−1)(|x|q + |y|q) and applying [33, Theorem 25.3] yield

E|Zt|q <∞, ∀t > 0⇔
ˆ
|z|>1

|z|qνZ(dz) <∞⇔
ˆ
|x|>1

eqxν(dx) <∞

⇔ EeqXt <∞, ∀t > 0. (6.4)

6.2. Itô’s chaos expansion. We present briefly the Malliavin calculus for Lévy pro-
cesses by means of Itô’s chaos expansion. For further details, the reader can refer to
[35, 30, 1] and the references therein.

We define the σ-finite measures μ on B(R) and � on B([0, T ]× R) by setting

μ(dx) := σ2δ0(dx) + x2ν(dx) and � := λ⊗ μ,

where δ0 is the Dirac measure at zero. For B ∈ B([0, T ] × R) with �(B) < ∞, the
random measure M is defined by

M(B) := σ

ˆ
{t∈[0,T ]:(t,0)∈B}

dWt + L2(P)- lim
n→∞

ˆ
B∩([0,T ]×{ 1

n
<|x|<n})

xÑ(dt, dx),

where W is the standard Brownian motion and Ñ(dt, dx) := N(dt, dx)− dtν(dx) is the
compensated Poisson random measure appearing in the Lévy–Itô decomposition of X
(see [1, Theorem 2.4.16]).

Set L2(μ
0) = L2(�

0) := R, and for n � 1 we denote

L2(μ
⊗n) := L2(R

n,B(Rn), μ⊗n),

L2(�
⊗n) := L2(([0, T ]× R)n,B(([0, T ]× R)n),�⊗n).

For n � 1, the multiple integral In : L2(�
⊗n) → L2(P) is defined by a standard ap-

proximation argument, where the multiple integral of a simple function is as follows:
For

ξmn :=
m∑
k=1

ak�Bk
1×···×Bk

n
,

where ak ∈ R, Bk
i ∈ B([0, T ]× R) with �(Bk

i ) <∞ and Bk
i ∩Bk

j = ∅ for k = 1, . . . ,m,
i, j = 1, . . . , n, i �= j and m � 1, we define

In(ξ
m
n ) :=

m∑
k=1

akM(Bk
1 ) · · ·M(Bk

n).

According to [24, Theorem 2], we have the following Itô chaos expansion

L2(Ω,FX
T ,P) =

∞⊕
n=0

{In(ξn) : ξn ∈ L2(�
⊗n)},

where I0(ξ0) := ξ0 ∈ R. For n � 1, the symmetrization ξ̃n of a ξn ∈ L2(�
⊗n) is

ξ̃n((t1, x1), . . . , (tn, xn)) :=
1

n!

∑
π

ξn((tπ(1), xπ(1)), . . . , (tπ(n), xπ(n))),
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where the sum is taken over all permutations π of {1, . . . , n}. It then turns out from
the definition of In that In(ξn) = In(ξ̃n) a.s. By the Itô chaos decomposition, ξ ∈
L2(P) if and only if there are ξn ∈ L2(�

⊗n) so that ξ =
∑∞

n=0 In(ξn) a.s., and this
expansion is unique if every ξn is symmetric, i.e. if ξn = ξ̃n. Furthermore, ‖ξ‖2L2(P)

=∑∞
n=0 n!‖ξ̃n‖2L2(�⊗n).

Definition 6.2. The Malliavin–Sobolev space D1,2 consists of all ξ =
∑∞

n=0 In(ξn) ∈
L2(P) satisfying

‖ξ‖2D1,2
:=

∞∑
n=0

(n+ 1)!‖ξ̃n‖2L2(�⊗n) <∞.

The Malliavin derivative operator D : D1,2 → L2(P ⊗�), where L2(P ⊗�) := L2(Ω ×
[0, T ]× R,F ⊗ B([0, T ]× R),P⊗�), is defined for ξ =

∑∞
n=0 In(ξn) ∈ D1,2 by

Dt,xξ :=
∞∑
n=1

nIn−1(ξ̃n((t, x), ·)), (ω, t, x) ∈ Ω× [0, T ]× R.

Proposition 6.3 ([27]). Let t ∈ (0, T ] and a Borel function f : R→ R such that f(Xt) ∈
L2(P). Then, f(Xt) ∈ D1,2 if and only if the following two assertions hold:

(a) when σ > 0, f has a weak derivative4 f ′w on R with f ′w(Xt) ∈ L2(P),

(b) the map (s, x) �→ f(Xt+x)−f(Xt)
x �[0,t]×R0

(s, x) belongs to L2(P⊗�).
Furthermore, if f(Xt) ∈ D1,2, then for P⊗�-a.e. (ω, s, x) ∈ Ω× [0, T ]× R one has

Ds,xf(Xt) = f ′w(Xt)�[0,t]×{0}(s, x) +
f(Xt + x)− f(Xt)

x
�[0,t]×R0

(s, x),

where we set, by convention, f ′w := 0 whenever σ = 0.

This proposition was established in [27, Corollary 3.1 in the second article of this
thesis] and it provides an equivalent condition such that a functional of Xt belongs to
D1,2. For X being the Brownian motion, see [29, Proposition V.2.3.1], and for X without
a Brownian component, see [16, Lemma 3.2].

6.3. Preparation for the proof of Theorem 4.2. Since we shall work simultaneously
with the two Lévy processes X and Z (under P) for which it holds eX = E(Z) as
introduced in Subsection 6.1, we agree on the following convention to avoid confusions
and determine clearly the referred process.

Convention 6.4. For Y ∈ {X,Z}, the notations γY , σY , νY , NY , μY , �Y , MY , IY ,
DY , DY

1,2 introduced in Subsection 4.1 and Subsection 6.2 are assigned to Y .

The following lemma shows that X and Z generate the same Malliavin–Sobolev space.

Lemma 6.5. One has DX
1,2 = DZ

1,2.

Proof. We define a bijection � : R→ (−1,∞) by

�(x) := ex − 1, x ∈ R.

4A locally integrable function h is called a weak derivative (unique up to a λ-null set) of a locally
integrable function f on R if

´
R
f(x)φ′(x)dx = − ´

R
h(x)φ(x)dx for any smooth function φ with compact

support in R. If such an h exists, then we denote f ′
w := h.



APPROXIMATION OF STOCHASTIC INTEGRALS WITH JUMPS IN WEIGHTED BMO 27

It is clear that �(x) = 0 ⇔ x = 0. In the sequel, we agree on the convention e0−1
0 := 1

and ln(0+1)
0 := 1. The relation between νX and νZ (see Remark 6.1) implies that, for

any Borel function w � 0,ˆ
(−1,∞)

w(z)μZ(dz) =

ˆ
R

w(�(x))

∣∣∣∣�(x)x
∣∣∣∣2 μX(dx). (6.5)

Fix n � 1. Let us define the operator

Ψn : L2(�
⊗n
X )→ L2(�

⊗n
Z )

ξXn �→ ξZn

by setting, for ((t1, z1), . . . , (tn, zn)) ∈ ([0, T ]× (−1,∞))n, that

ξZn ((t1, z1), . . . , (tn, zn)) := ξXn ((t1, �
−1(z1)), . . . , (tn, �

−1(zn)))
n∏

i=1

�−1(zi)

zi
, (6.6)

and let ξZn := 0 otherwise. We now show that Ψn is well-defined. Denote

�
⊗n
X (dt, dx) :=�X(dt1, dx1) · · ·�X(dtn, dxn).

By an induction argument using (6.5), together with Fubini’s theorem, one has

‖ξZn ‖2L2(�
⊗n
Z )

=

ˆ
([0,T ]×R)n

∣∣∣∣∣ξZn ((t1, �(x1)), . . . , (tn, �(xn)))
n∏

i=1

�(xi)

xi

∣∣∣∣∣
2

�
⊗n
X (dt, dx)

=

ˆ
([0,T ]×R)n

∣∣∣∣∣ξXn ((t1, x1), . . . , (tn, xn))
n∏

i=1

xi
�(xi)

∣∣∣∣∣
2 ∣∣∣∣∣

n∏
i=1

�(xi)

xi

∣∣∣∣∣
2

�
⊗n
X (dt, dx)

= ‖ξXn ‖2L2(�
⊗n
X )

,

which ensures ξZn ∈ L2(�
⊗n
Z ), and thus IZn (ξZn ) exists as an element in L2(P). Further-

more, as a by-product of the arguments above, the operator Ψn is linear and bounded,
thus it is continuous.

We next show for any ξXn ∈ L2(�
⊗n
X ) that, a.s.,

IXn (ξXn ) = IZn (Ψn(ξ
X
n )) = IZn (ξ

Z
n ). (6.7)

We prove (6.7) only for n = 1 since it follows for n � 2 in the same way. Let (a, b] ⊂ [0, T ],
and let B ∈ B((−1,∞)) with 0 /∈ B. Then, 0 /∈ �−1(B). We derive from (6.2) that
ΔZ = �(ΔX), and hence, a.s.,ˆ

[0,T ]×R0

�(a,b]×B(s, x)xNX(ds, dx) =
∑

a<s�b
ΔXs∈B

ΔXs =
∑

a<s�b
ΔZs∈�(B)

�−1(ΔZs)

=

ˆ
(a,b]×�(B)

�−1(z)NZ(ds, dz) =

ˆ
[0,T ]×R0

Ψ1(�(a,b]×B)(s, z)zNZ(ds, dz).

As a consequence, the expected values of both sides are equal, and hence, a.s.,

IX1 (�(a,b]×B) = IZ1 (Ψ1(�(a,b]×B)).

Recall that the Gaussian components of X and Z coincide pathwise. Hence, due to
the denseness in L2(�X) of the linear hull of {�(a,b]×{0},�(a,b]×B : (a, b] ⊂ [0, T ], B ∈
B(R), 0 /∈ B}, together with the continuity of IX1 , IZ1 and Ψ1, we deduce that, a.s.,

IX1 (ξX1 ) = IZ1 (Ψ1(ξ
X
1 )) = IZ1 (ξ

Z
1 ).
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Finally, let ξ ∈ DX
1,2 and suppose that ξ =

∑∞
n=0 I

X
n (ξ̃Xn ), where ξ̃Xn ∈ L2(�

⊗n
X )

are symmetric. By the definition of Ψn, the function Ψn(ξ̃
X
n ) is also symmetric. Since

FZ
T = FX

T as showed in Remark 6.1, the uniqueness of chaos expansion and (6.7) lead
to, a.s.,

ξ = Eξ +
∞∑
n=1

IXn (ξ̃Xn ) = Eξ +
∞∑
n=1

IZn (ξ̃
Z
n ). (6.8)

Since ‖ξ̃Xn ‖2L2(�
⊗n
X )

= ‖ξ̃Zn ‖2L2(�
⊗n
Z )

, it implies that ξ ∈ DZ
1,2, and hence, DX

1,2 ⊆ DZ
1,2.

By exchanging the role of � and �−1, together with the fact that νX = νZ ◦ (�−1)−1,
the converse inclusion DZ

1,2 ⊆ DX
1,2 follows. Therefore, DX

1,2 = DZ
1,2 as desired. �

We use Assumption 4.1 from now until the end of this section. Recall that Z is an
L2(P)-martingale with zero mean, hence one can write dZt =

´
R
MZ(dt, dz).

We approach the GKW decomposition of g(ST ) ∈ L2(P) by means of chaos expansion
with respect to the Lévy process Z in the way introduced in [15] as follows. First, it is
known that (see, e.g., [15, Definiton 1 and Lemma 1]), a.s.,

ST = 1 +
∞∑
n=1

IZn

(
�
⊗n
[0,T ]×R

n!

)
,

where the kernels in the chaos expansion of ST do not depend on the time variables.
According to [2, Theorem 4], this property is preserved for g(ST ) ∈ L2(P). Namely, a.s.,

g(ST ) =
∞∑
n=0

IZn

(
g̃n�

⊗n
[0,T ]

)
, (6.9)

where g̃n ∈ L̃2(μ
⊗n
Z ). For each n � 1, define the function h̃n−1 ∈ L̃2(μ

⊗(n−1)
Z ) by

h̃n−1(z1, . . . , zn−1) :=

ˆ
R

g̃n(z1, . . . , zn−1, z)
μZ(dz)

μZ(R)
. (6.10)

Definition 6.6. (1) Let ϕg = (ϕg
t )t∈[0,T ) be the càdlàg version of the L2(P)-martingale(

h̃0 +
∞∑
n=1

(n+ 1)IZn

(
h̃n�

⊗n
[0,t]

))
t∈[0,T )

,

where the infinite sum is taken in L2(P).
(2) Define the process ϑg ∈ CL([0, T )) by setting ϑg := ϕg/S.

Lemma 6.7. Let g(ST ) ∈ L2(P). Then ϑg− is a MVH strategy corresponding to g(ST ).

Proof. We use the functions g̃n, h̃n defined in (6.9)–(6.10). Since each element in L̃2(�
⊗n
Z )

is symmetric, we only need to define it on ((t1, z1), . . . , (tn, zn)) with 0 < t1 < · · · <
tn < T . Thus, for n � 2, we define k̃n ∈ L̃2(�

⊗n
Z ) by

k̃n((t1, z1), . . . , (tn, zn)) := h̃n−1(z1, . . . , zn−1) for 0 < t1 < · · · < tn < T,

and set k̃1(t, z) := h̃0. According to the argument in [15, Eqs. (7)–(10)], it holds that
the stochastic integral

´ T
0 ϕg

t−dZt is well-defined and
ˆ T

0
ϕg
t−dZt =

∞∑
n=1

IZn (k̃n).
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Let Lg = (Lg
t )t∈[0,T ] be the càdlàg version of the martingale closed by

Lg
T := g(ST )− Eg(ST )−

ˆ T

0
ϕg
t−dZt.

Then, g(ST ) can be re-written as

g(ST ) = Eg(ST ) +

ˆ T

0
ϕg
t−dZt + Lg

T = Eg(ST ) +
∞∑
n=1

IZn (k̃n) + Lg
T .

We now show that Lg is strongly orthogonal to Z. For t ∈ (0, T ], one has, a.s.,

Lg
t =

∞∑
n=1

IZn

(
g̃n�

⊗n
[0,t]

)
−

∞∑
n=1

IZn

(
k̃n�

⊗n
[0,t]

)
=

∞∑
n=1

IZn

(
(g̃n − k̃n)�

⊗n
[0,t]

)
.

Since Zt =
´ t
0 dZs =

´ t
0

´
R
MZ(ds, dz), one has for any t ∈ (0, T ] and n � 1 that, a.s.,〈

IZn

(
(g̃n − k̃n)�

⊗n
[0,·]

)
, Z
〉
t
= n

ˆ t

0

ˆ
R

IZn−1

(
(g̃n(·, z)− k̃n(·, (s, z)))�⊗(n−1)

[0,s]

)
μZ(dz)ds

= n

ˆ t

0
IZn−1

(ˆ
R

(g̃n(·, z)− k̃n(·, (s, z)))μZ(dz)�⊗(n−1)
[0,s]

)
ds

= 0,

where one can see that the second equality holds by testing with multiple integrals.
Since the infinite sum in the chaos representation of Lg

t is taken in L2(P), we conclude
that 〈Lg, Z〉 = 0. Hence, it follows from ϑgt−dSt = ϕg

t−dZt that g(ST ) = Eg(ST ) +´ T
0 ϑgt−dSt + Lg

T is the GKW decomposition of g(ST ). �

6.4. Proof of Theorem 4.2. We verify that the process ϑg in Definition 6.6 satisfies
the requirements. The assertion (1) and the martingale property of ϑgS are clear by
the definition of ϑg and Lemma 6.7. For the latter part of (2), since ϕg and S are
martingales adapted to the quasi-left continuous filtration FX , it implies that ϕg

t = ϕg
t−

a.s. and St = St− a.s. for each t ∈ [0, T ) (see [31]). Therefore, ϑgt = ϑgt− a.s. for each
t ∈ [0, T ).

(3) Recall from Lemma 6.5 that DX
1,2 = DZ

1,2. We have in Definition 6.6 and Lemma 6.7
the strategy given as chaos expansion with respect to Z. In order to get the explicit
representation (4.2), we change it into a representation with respect to X where we can
use Proposition 6.3.

Step 1. Let ξ ∈ DZ
1,2 have the expansion (6.8). We first write the Malliavin derivative

of ξ as the element in L2(P⊗�Z) and then integrate it with respect to �Z to obtain,
a.s., ˆ T

0

ˆ
R

(
DZ

s,zξ
)
�Z(ds, dz)

=

ˆ T

0

ˆ
R

(
L2(P⊗�Z)- lim

N→∞

N∑
n=1

nIZn−1(ξ̃
Z
n ((s, z), ·))

)
�Z(ds, dz)

= L2(P)- lim
N→∞

N∑
n=1

ˆ T

0

ˆ
R

nIZn−1(ξ̃
Z
n ((s, z), ·))�Z(ds, dz) (6.11)

= L2(P)- lim
N→∞

N∑
n=1

ˆ T

0

ˆ
R

nIZn−1(ξ̃
Z
n ((s, e

x − 1), ·))
∣∣∣∣ex − 1

x

∣∣∣∣2�X(ds, dx)
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= L2(P)- lim
N→∞

N∑
n=1

ˆ T

0

ˆ
R

nIXn−1(ξ̃
X
n ((s, x), ·))e

x − 1

x
�X(ds, dx) (6.12)

=

ˆ T

0

ˆ
R

(
L2(P⊗�X)- lim

N→∞

N∑
n=1

nIXn−1(ξ̃
X
n ((s, x), ·))

)
ex − 1

x
�X(ds, dx) (6.13)

=

ˆ T

0

ˆ
R

(
DX

s,xξ
) ex − 1

x
�X(ds, dx), (6.14)

where one uses the fact that �Z([0, T ] × R) =
´ T
0

´
R

∣∣ ex−1
x

∣∣2�X(ds, dx) < ∞ to derive
(6.11) and (6.13). In order to achieve (6.12), we apply the definition of Ψn−1 in (6.6)
and then use (6.7) with the convention that Ψ0 is the identical map on R as follows

ξ̃Zn ((s, e
x − 1), (s1, z1), . . . , (sn−1, zn−1))

= ξ̃Xn ((s, x), (s1, ln(z1 + 1)), . . . , (sn−1, ln(zn−1 + 1)))
n−1∏
i=1

ln(zi + 1)

zi

x

ex − 1

=
x

ex − 1

(
Ψn−1

(
ξ̃Xn ((s, x), ·)

)
((s1, z1), . . . , (sn−1, zn−1))

)
.

Step 2. For x ∈ R, t ∈ (0, T ), we define

f(x) := g(ex) and F (t, x) := G(t, ex).

It turns out that F (t,Xt) = EFt [f(XT )] a.s. We then derive from [18, Lemma D.1] that
F (t,Xt) ∈ DX

1,2. Applying Proposition 6.3, we obtain

DX
s,xF (t,Xt) = ∂xF (t,Xt)�[0,t]×{0}(s, x) +

F (t,Xt + x)− F (t,Xt)

x
�[0,t]×R0

(s, x)

(6.15)

for P ⊗�X -a.e. (ω, s, x) ∈ Ω × [0, T ] × R. We multiply both sides of (6.15) with ex−1
x

and then integrate them with respect to �X to obtain, a.s.,
ˆ T

0

ˆ
R

(
DX

s,xF (t,Xt)
ex − 1

x

)
�X(ds, dx)

= t

ˆ
R

(
∂xF (t,Xt)�{x=0} +

F (t,Xt + x)− F (t,Xt)

x

ex − 1

x
�{x �=0}

)
μX(dx)

= t

(
σ2St∂yG(t, St) +

ˆ
R

(G(t, exSt)−G(t, St))(e
x − 1)νX(dx)

)
. (6.16)

On the other hand, for the representation of g(ST ) given in (6.9), taking the conditional
expectation of g(ST ) with respect to Ft yields, a.s.,

G(t, St) = EFt [g(ST )] =
∞∑
n=0

IZn

(
g̃n�

⊗n
[0,t]

)
.

Since G(t, St) ∈ DZ
1,2, we write the chaos representation of the Malliavin derivative of

G(t, St) with respect to the underlying process Z as in Definition 6.2, and then, integrate
that with respect to the measure �Z to obtain, a.s.,
ˆ T

0

ˆ
R

(
DZ

s,zG(t, St)
)
�Z(ds, dz) =

ˆ T

0

ˆ
R

( ∞∑
n=1

nIZn−1

(
g̃n(·, z)�⊗(n−1)

[0,t] �[0,t](s)
))

�Z(ds, dz)
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=

∞∑
n=1

nIZn−1

(ˆ T

0

ˆ
R

g̃n(·, z)�⊗(n−1)
[0,t] �[0,t](s)�Z(ds, dz)

)

= t
∞∑
n=1

nIZn−1

((ˆ
R

g̃n(·, z)μZ(dz)
)
�
⊗(n−1)
[0,t]

)
= tc2(4.2)ϑ

g
tSt, (6.17)

where the last equality comes from (6.10), Definition 6.6, and μZ(R) = c2(4.2). Applying
Step 1 for ξ = F (t,Xt) = G(t, St), we derive from (6.14) that, a.s.,ˆ T

0

ˆ
R

(
DX

s,xF (t,Xt)
ex − 1

x

)
�X(ds, dx) =

ˆ T

0

ˆ
R

(
DZ

s,zG(t, St)
)
�Z(ds, dz). (6.18)

Combining (6.16), (6.17) with (6.18), we get (4.2).

7. Technical results I: Regularity of the weight processes Φ and Φ(η)

We recall Φ from (3.9) and Definition 2.1.

Proposition 7.1. (1) Let p, q, r ∈ (0,∞) with 1
r = 1

p + 1
q . Then for any Φ,Ψ ∈

CL+([0, T ]),
‖ΦΨ‖SMr(P) � ‖Φ‖SMp(P)‖Ψ‖SMq(P).

(2) If Φ ∈ SMp(P) for some p ∈ (0,∞), then Φ ∈ SMp(P) with

‖Φ‖SMp(P) �
{
3‖Φ‖SMp(P) + 1 if p ∈ [1,∞)

(3‖Φ‖pSMp(P)
+ 1)

1
p if p ∈ (0, 1).

Proof. Assertion (1) is given in [18, Proposition A.2]. We now prove (2). Let a ∈ [0, T )
be arbitrary. For p ∈ [1,∞), applying the conditional Minkovski inequality yields, a.s.,(
EFa

[
supt∈[a,T ]Φ

p
t

]) 1
p �

(
EFa

[
supt∈[a,T ]Φ

p
t

]) 1
p
+
(
EFa

[
sups∈[0,T ] |ΔΦs|p

]) 1
p

� ‖Φ‖SMp(P)Φa + sups∈[0,a] |ΔΦs|+
(
EFa

[
supt∈(a,T ] |ΔΦt|p

]) 1
p

� ‖Φ‖SMp(P)Φa + sups∈[0,a] |ΔΦs|+ 2
(
EFa

[
supt∈(a,T ]Φ

p
t

]) 1
p

� (3‖Φ‖SMp(P) + 1)Φa.

For p ∈ (0, 1), we use the same argument as in the previous case where one applies
the inequality |x+ y|p � |x|p + |y|p for x, y ∈ R to obtain, a.s.,

EFa

[
supt∈[a,T ]Φ

p
t

]
� (3‖Φ‖pSMp(P)

+ 1)Φp
a.

Hence, the desired conclusion follows. �

Recall the Lévy process X with characteristic triplet (γ, σ, ν) and exponent ψ men-
tioned in Subsection 4.1. Recall Φ(η) from (4.3) and S = eX .

Proposition 7.2. If
´
|x|>1 e

qxν(dx) < ∞ for some q ∈ (1,∞), then Φ(η) ∈ SMq(P)

for all η ∈ [0, 1]. Moreover,

‖Φ(η)‖qSMq(P)
� eT |ψ(−i)|(2q+1)21−η

(
q

q − 1

)2q

‖ST ‖qLq(P)
.
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Proof. The first step considers the particular case when S is a martingale, and the
general case is handled in the second step.

Step 1. Assume that S is a P-martingale. By (6.4), the assumption
´
|x|>1 e

qxν(dx) <

∞ implies eXt ∈ Lq(P) for all t > 0. Denote cq := ( q
q−1)

q and define M = (Mt)t∈[0,T ] by

Mt := supu∈[0,t] e
Xt−Xu .

We show that M is a positive Lq(P)-submartingale. The adaptedness and positivity are
clear. Pick a t ∈ (0, T ]. Since (Xt − Xt−u)u∈[0,t] is càglàd (left-continuous with right
limits) and (Xu)u∈[0,t] is càdlàg, and both processes have the same finite-dimensional
distribution, applying Doob’s maximal inequality yields

EM q
t = E

[
supu∈[0,t] e

q(Xt−Xu)
]
= E

[
supu∈[0,t] e

q(Xt−Xt−u)
]

(7.1)

= E
[
supu∈[0,t] e

qXu

]
� cqEe

qXt <∞.

For 0 � s � t � T one has, a.s.,

EFs [Mt] � EFs

[
supu∈[0,s] e

Xt−Xu

]
= supu∈[0,s] e

Xs−XuEeXt−Xs =Ms,

where we use EeXt−Xs = ESt−s = 1.
We observe that the process Φ(η) can be re-written as

Φ(η)t = eηXt sups∈[0,t] e
(1−η)(Xt−Xs) = eηXtM1−η

t .

Let us fix η ∈ (0, 1) and a ∈ [0, T ]. For eηX = (eηXt)t∈[0,T ], applying Doob’s maximal
inequality and Jensen’s inequality we obtain that, a.s.,

EFa

[
supt∈[a,T ](e

ηXt)
q
η

]
= eqXaE

[
supt∈[a,T ] e

q(Xt−Xa)
]
� cqe

qXaEeq(XT−Xa)

= cqe
qXaEeqXT−a � cqe

qXaEeqXT ,

which implies

‖eηX‖SMq/η(P) � (cqEe
qXT )

η
q .

For M1−η = (M1−η
t )t∈[0,T ], one has that, a.s.,

EFa

[
supt∈[a,T ](M

1−η
t )

q
1−η

]
= EFa

[
supt∈[a,T ]M

q
t

]
� cqE

Fa
[
M q

T

]
� cqE

Fa

[
sups∈[0,a] e

q(XT−Xs)
]
+ cqE

Fa

[
sups∈[a,T ] e

q(XT−Xs)
]

= cq sups∈[0,a] e
q(Xa−Xs)Eeq(XT−Xa) + cqE

[
sups∈[a,T ] e

q(XT−Xs)
]

� 2cq sups∈[0,a] e
q(Xa−Xs)E

[
sups∈[a,T ] e

q(XT−Xs)
]

�
(
2cqE

[
sups∈[0,T ] e

q(XT−Xs)
])
M q

a

�
(
2c2qEe

qXT
)
M q

a ,

where the conditional Doob maximal inequality is applied for the positive sub-martingale
M to obtain the first inequality, and the last one comes from (7.1). Hence,

‖M1−η‖SMq/(1−η)(P) � (2c2qEe
qXT )

1−η
q .
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Applying Proposition 7.1(1) with 1
q = 1

q/η + 1
q/(1−η) , we obtain

‖Φ(η)‖SMq(P) � ‖eηX‖SMq/η(P)‖M
1−η‖SMq/(1−η)(P) � 2

1−η
q

(
q

q − 1

)2

‖ST ‖Lq(P) <∞,

which asserts Φ(η) ∈ SMq(P). When η = 0 or η = 1, the desired conclusion is straight-
forward as Φ(0) =M , Φ(1) = eX .

Step 2. In the general case, we define

S̃t := etψ(−i)St.

Then, it is known that S̃ is a martingale under P. Some standard calculations yield

e−T |ψ(−i)|Φ̃(η)t � Φ(η)t � eT |ψ(−i)|Φ̃(η)t,

where Φ̃(η)t := S̃t supu∈[0,t](S̃
η−1
u ). Applying Step 1 for P-martingale S̃ we derive that

Φ̃(η) ∈ SMq(P). Hence, for a ∈ [0, T ], one has, a.s.,

EFa

[
supt∈[a,T ]Φ(η)

q
t

]
� eqT |ψ(−i)|EFa

[
supt∈[a,T ] Φ̃(η)

q
t

]
� eqT |ψ(−i)|‖Φ̃(η)‖qSMq(P)

Φ̃(η)qa

� e2qT |ψ(−i)|21−η

(
q

q − 1

)2q

‖S̃T ‖qLq(P)
Φ(η)qa

� eT |ψ(−i)|(2q+1)21−η

(
q

q − 1

)2q

‖ST ‖qLq(P)
Φ(η)qa,

which proves the desired conclusion. �

8. Technical results II: Gradient type estimates for a Lévy semigroup

on Hölder spaces

This section provides some gradient type estimates in the Lévy setting for proving
Theorem 4.6, and they might also be of independent interest.

Let us introduce some notations. For a non-empty and open set U ⊆ R and for n � 1,
let Cn(U) denote the family of n times continuously differentiable functions on U , and
set C∞(U) := ∩n�1C

n(U). The space C∞
c (U) consists of all f ∈ C∞(U) with compact

support in U . When U = R, we let C∞
0 (R) denote the family of all f ∈ C∞(R) with

lim|x|→∞ f (n)(x) = 0 for all n � 0.
For s ∈ R, we define the weighted Lebesgue measure λs on B(R) by setting

λs(dx) := esxdx,

and let λ∞(dx) := λ0(dx) = dx be the usual Lebesgue measure.

8.1. Some integral estimates for Hölder functions. For a Borel function g and a
random variable Y such that E|g(yeY )| <∞ for all y > 0, we define

G(y) := Eg(yeY ), y > 0.

For later use, we establish in this part some estimates for |G(z) − G(y)|, where g is a
Hölder continuous function or a bounded Borel function.

The first result deals with g ∈ W̊ 1,q(R+) (see Definition 4.3).
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Proposition 8.1. Let q ∈ [1,∞] and η := 1− 1
q ∈ [0, 1]. If g ∈ W̊ 1,q(R+) and if Y has

a density p ∈ Lr(R, ληr) for some r ∈ [1, 1η ], then for any z, y > 0,

|G(z)−G(y)| �
(
|g|W̊ 1,q(R+)‖p‖Lr(R,ληr)

)
|z − y|η |ln z − ln y|1−

1
r ,

where we set, by convention, 00 := 1, and set ηr := 1 if η = 0, r =∞.

Proof. Assume that g(y)− g(x) =
´ y
x h(u)du for h ∈ Lq(R+). Let q′, r′ ∈ [1,∞] be such

that 1
q +

1
q′ = 1 and 1

r +
1
r′ = 1. Since r ∈ [1, 1η ] = [1, q′], it implies that 1 � q � r′ �∞.

Denote B := q
r′ ∈ [0, 1] and A := 1 − B, where B := 1 if q = r′ = ∞. Then, with the

sign function sgn(x) := �{x�0} − �{x<0}, we have that

|G(z)−G(y)| =
∣∣∣∣ˆ

R

(g(zex)− g(yex))p(x)dx

∣∣∣∣
�
ˆ
R

|g(zex)− g(yex)|A|g(zex)− g(yex)|Bp(x)dx

� |g|AC0,η(R+)|z − y|Aη

ˆ
R

eAηx|g(zex)− g(yex)|Bp(x)dx

= |g|AC0,η(R+)|z − y|Aη

ˆ
R

e(A−1)ηx|g(zex)− g(yex)|Bp(x)eηxdx

� |g|AC0,η(R+)|z − y|Aη

(ˆ
R

e−xBηr′ |g(zex)− g(yex)|Br′dx

) 1
r′
(ˆ

R

|p(x)eηx|rdx
) 1

r

= |g|AC0,η(R+)‖p‖Lr(R,ληr)y
Bη|z − y|Aη

(ˆ ∞

0
u−qη−1|g(uz/y)− g(u)|qdu

) 1
r′

= |g|AC0,η(R+)‖p‖Lr(R,ληr)y
Bη|z − y|Aη

(ˆ ∞

0

∣∣∣∣∣
ˆ z

y

1
h(ux)dx

∣∣∣∣∣
q

du

) 1
r′

� |g|AC0,η(R+)‖p‖Lr(R,ληr)y
Bη|z − y|Aη

∣∣∣∣zy − 1

∣∣∣∣ q−1
r′
(ˆ ∞

0
sgn(z − y)

ˆ z
y

1
|h(ux)|qdxdu

) 1
r′

= |g|AC0,η(R+)‖p‖Lr(R,ληr)|z − y|1−
1
q |ln z − ln y|

1
r′ |g|B

W̊ 1,q(R+)

� |g|W̊ 1,q(R+)‖p‖Lr(R,ληr)|z − y|η |ln z − ln y|1−
1
r ,

where we apply Hölder’s inequality for the third and fourth inequality, and the last one
comes from |g|C0,η(R+) � |g|W̊ 1,q(R+). �

The following result is formulated for a bounded or Hölder continuous g.

Proposition 8.2. Let η ∈ [0, 1] and g ∈ C0,η(R+). If Y has a density p ∈ C1(R) ∩
L1(R, λη) with the derivative p′ ∈ L1(R) ∩ L1(R, λη), then for all z, y > 0,

|G(z)−G(y)| �
(
|g|C0,η(R+)‖p′‖1−η

L1(R)
inf
κ>0

∣∣∣∣ˆ
R

|ex − κ||p′(x)|dx
∣∣∣∣η) |zη − yη|

η
, (8.1)

where we set, by convention, |z0−y0|
0 := limη↓0

|zη−yη |
η = |ln z − ln y| when η = 0.

Proof. The assumption p ∈ L1(R, λη) means that EeηY <∞, and hence E|g(yeY )| <∞
for all y > 0. Let us pick a constant κ′ > 0 arbitrarily. By a change of variables,

G(z)−G(y) = Eg(zeY )− Eg(yeY )
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=

ˆ ∞

0
g(u)(p(lnu− ln z)− p(lnu− ln y))

du

u

=

ˆ ∞

0
(g(u)− g(κ′))(p(lnu− ln z)− p(lnu− ln y))

du

u
.

Since p ∈ C1(R), the fundamental theorem of calculus gives

G(z)−G(y)

=

ˆ ∞

0
(g(u)− g(κ′))

(
(ln y − ln z)

ˆ 1

0
p′(lnu− ln y + r(ln y − ln z))dr

)
du

u

= (ln y − ln z)

ˆ ∞

0
(g(u)− g(κ′))

(ˆ 1

0
p′(lnu− ln y + r(ln y − ln z))dr

)
du

u
.

Since |g(u)− g(κ′)| � |g|C0,η(R+)|u− κ′|η, where 00 := 1, we have

|G(z)−G(y)|

� |g|C0,η(R+) |ln z − ln y|
ˆ ∞

0
|u− κ′|η

ˆ 1

0
|p′(lnu− ln y + r(ln y − ln z))|drdu

u

= |g|C0,η(R+) |ln z − ln y|
ˆ 1

0

(ˆ ∞

0
|u− κ′|η|p′(lnu− ln y + r(ln y − ln z))|du

u

)
dr

= |g|C0,η(R+) |ln z − ln y|
ˆ 1

0

(ˆ
R

|exy1−rzr − κ′|η|p′(x)|dx
)
dr. (8.2)

If η = 0, then (8.1) is obvious in the view of (8.2). Let us now consider η ∈ (0, 1]. Thanks
to (8.2), G is locally Lipschitz on R+, which implies the absolute continuity of G on any
compact interval of R+. Consequently, G is differentiable λ-a.e. on R+. Let y > 0 be
such that G′(y) exists and is finite. We divide both sides of (8.2) by |z− y| and then let
z → y, where the dominated convergence theorem is applicable on the right-hand side
due to p′ ∈ L1(R) ∩ L1(R, λη), to derive that, for all κ′ > 0,

|G′(y)| � |g|C0,η(R+)y
−1

ˆ
R

|yex − κ′|η|p′(x)|dx.

Hence, for any κ > 0, we obtain by choosing κ′ = yκ that

|G′(y)| � |g|C0,η(R+)y
η−1

ˆ
R

|ex − κ|η|p′(x)|dx.

Now, for z, y > 0, using the fundamental theorem of (Lebesgue integral) calculus yields

|G(z)−G(y)| =
∣∣∣∣ˆ z

y
G′(u)du

∣∣∣∣ � sgn(z − y)

ˆ z

y
|G′(u)|du

� |g|C0,η(R+)sgn(z − y)

ˆ z

y
uη−1du

ˆ
R

|ex − κ|η|p′(x)|dx

= |g|C0,η(R+)
|zη − yη|

η

ˆ
R

|ex − κ|η|p′(x)|dx

�
(
|g|C0,η(R+)‖p′‖1−η

L1(R)

∣∣∣∣ˆ
R

|ex − κ||p′(x)|dx
∣∣∣∣η) |zη − yη|

η
,

where one applies Hölder’s inequality with 1
1/η +

1
1/(1−η) = 1 to obtain the last estimate.

By taking the infimum over κ > 0, (8.1) follows. �
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8.2. Hölder estimates for a Lévy semigroup. Let X = (Xt)t�0 be a Lévy process
with characteristic triplet (γ, σ, ν) and exponent ψ as in Subsection 4.1. Let us define

Dexp := {g : R+ → R Borel : E|g(yeXt)| <∞ for all y > 0, t � 0}.
It is clear that Dexp depends on the distribution of X. For example, if

´
|x|>1 e

rxν(dx) <

∞ for some r ∈ R, then any Borel function g with supy>0(1 + y)−r|g(y)| < ∞ belongs
to Dexp because of (6.4). For t � 0, define the mapping Pt : Dexp → Dexp by

Ptg(y) := Eg(yeXt).

Since Pt+s = Pt ◦ Ps for any s, t � 0, the family (Pt)t�0 is a semigroup on Dexp.
To be able to estimate the integral term of the MVH strategy formula (4.2), we aim

to establish an estimate for
|Ptg(z)− Ptg(y)|,

where g is bounded or Hölder continuous.
The following lemma provides an estimate for the L1(R)-norm of derivatives of tran-

sition densities.

Lemma 8.3. Let X be a Lévy process with characteristic exponent ψ. If

0 < lim inf
|u|→∞

|u|−αReψ(u) � lim sup
|u|→∞

|u|−αReψ(u) <∞ (8.3)

for some α ∈ (0, 2), then X has transition densities (pt)t>0 ⊂ C∞
0 (R) such that

supt∈(0,T ] t
1
α ‖∂xpt‖L1(R) <∞, T > 0.

Proof. See the proof of [18, Theorem 8.21]. �
Since we aim to apply Proposition 8.2, and in order to handle the quantity involving

the infimum in (8.1), we provide in Lemma 8.4 below estimates under assumptions which
are typically satisfied in applications.

Lemma 8.4. For some t > 0 such that Xt has a differentiable density pt on R, we define

Kt := inf
κ>0

ˆ
R

|ex − κ| |∂xpt(x)| dx ∈ [0,∞].

(1) If σ > 0, then Kt � 1
σ
√
t
‖eXt − 1‖L2(P) for all t > 0.

(2) If there is an mt ∈ R such that pt is non-decreasing on (−∞,mt) and non-increasing
on (mt,∞), then Kt � EeXt .

Proof. (1) Denote J := X−σW . Let pσWt be the density of σWt. Then, the independence
of σW and J implies pt = pσWt ∗ PJt for all t > 0. Choosing κ = 1 yields

Kt �
ˆ
R

|ex − 1| |∂xpt(x)| dx � 1

σ2t

ˆ
R

ˆ
R

|ex − 1| |x− y| pσWt (x− y)PJt(dy)dx

=
1

σ2t

ˆ
R

ˆ
R

|ex+y − 1| |x| pσWt (x)dxPJt(dy) =
1

σ2t
E
∣∣σWt

(
eσWt+Jt − 1

)∣∣
� 1

σt
‖Wt‖L2(P)‖eXt − 1‖L2(P) =

‖eXt − 1‖L2(P)

σ
√
t

.

(2) We may assume that EeXt < ∞, otherwise the inequality is obvious. By the
monotonicity of pt, one has pt(x)→ 0 as |x| → ∞, and for x > mt + 1,

expt(x) � ex
ˆ x

x−1
pt(u)du � ex

ˆ ∞

x−1
pt(u)du→ 0 as x→∞,
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where the limit holds due to EeXt < ∞. Now, choosing κ = emt and using integration
by parts, together with lim|x|→∞ expt(x) = 0, we have

Kt �
ˆ
R

|ex − emt | |∂xpt(x)| dx

=

ˆ mt

−∞
(emt − ex)∂xpt(x)dx+

ˆ ∞

mt

(ex − emt)(−∂xpt(x))dx

=

ˆ
R

expt(x)dx = EeXt . �

Proposition 8.5 is an extension of [18, Theorem 8.9] to the exponential Lévy setting.
Because of the weighted setting caused by the exponential Lévy process, it seems that
the interpolation techniques using in [18, Theorem 8.9] cannot be applied, at least in
a straightforward way. We recall the classes S1(α), S2(α) of stable-like Lévy measures
from Definition 4.4.

Proposition 8.5. Let g ∈ C0,η(R+) with η ∈ [0, 1]. Then, for T ∈ (0,∞) there exists a
constant c(8.4) > 0 such that for any z > 0, y > 0 and any t ∈ (0, T ] one has

|Ptg(z)− Ptg(y)| � c(8.4)Ut(y, z), (8.4)

where the cases for Ut(y, z) are provided as follows:

(1) If σ > 0 and
´
|x|>1 e

2xν(dx) <∞, then Ut(y, z) =
(
t
η−1
2

|zη−yη |
η

)
∧ |z − y|η.

(2) When σ = 0 and
´
|x|>1 e

xν(dx) <∞:

(a) If ν ∈ S1(α) for some α ∈ (0, 2), then Ut(y, z) =
(
t
η−1
α

|zη−yη |
η

)
∧ |z − y|η.

(b) If ν ∈ S2(α) for some α ∈ (0, 2) and g ∈ W̊ 1, 1
1−η (R+), then

Ut(y, z) =
(
t
η−1
α | ln z − ln y|1−η|z − y|η

)
∧ |z − y|η.

Here, we set 00 := 1 and |z0−y0|
0 := limη↓0

|zη−yη |
η = | ln z − ln y| by convention.

Proof. For r ∈ R, since e−tψ(−ir) = EerXt <∞ for all t > 0 if and only if
´
|x|>1 e

rxν(dx) <

∞, it follows from the integrability conditions for ν in items (1) and (2) that C0,η(R+) ⊆
Dexp for any η ∈ [0, 1]. Let T ∈ (0,∞). Then, the Hölder continuity of g implies that,
for any t ∈ [0, T ] and z > 0, y > 0,

|Ptg(z)− Ptg(y)| � |g|C0,η(R+)Ee
ηXt |z − y|η � |g|C0,η(R+)e

T |ψ(−iη)||z − y|η. (8.5)

(1) Set J := X − σW . Let pσWt (resp. pt) be the probability density of σWt (resp.
Xt). For t ∈ (0, T ], since pt = pσWt ∗ PJt , one has

‖∂xpt‖L1(R) = ‖∂xpσWt ∗ PJt‖L1(R) � ‖∂xpσWt ‖L1(R) =
√

2/(πσ2t).

It is clear that pt ∈ L1(R, λη), and similar computations as in the proof of Lemma 8.4(1)
show ∂xpt ∈ L1(R, λη). Hence, the assumptions for pt required in Proposition 8.2 are
satisfied. Furthermore, we have e−tψ(−i) = EeXt <∞ and e−tψ(−2i) = Ee2Xt <∞ for all
t ∈ (0, T ], and hence

E|eXt − 1|2 = Ee2Xt − 2EeXt + 1 = e−tψ(−2i) − 2e−tψ(−i) + 1,

which implies

c2(8.6) := supt∈(0,T ]

(
t−1E|eXt − 1|2

)
<∞. (8.6)
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Then, for η ∈ [0, 1], t ∈ (0, T ], z > 0, y > 0, combining (8.1) with Lemma 8.4(1) yields

|Ptg(z)− Ptg(y)| � |g|C0,η(R+)‖∂xpt‖1−η
L1(R)

cη(8.6)

ση
|zη − yη|

η
� c(8.7)t

η−1
2
|zη − yη|

η
, (8.7)

where c(8.7) := |g|C0,η(R+)c
η
(8.6)

1
σ (

2
π )

(1−η)/2. Then, (8.5) and (8.7) imply the assertion.

(2a) Let ν = ν1 + ν2 for ν1, ν2 as in Definition 4.4. Assume that X1 and X2 are inde-
pendent Lévy processes defined on (Ω̃, F̃ , P̃) with characteristics (0, 0, ν1) and (γ, 0, ν2)
respectively. Then, X and X1+X2 have the same finite-dimensional distribution. Since´
|x|>1 e

xνi(dx) �
´
|x|>1 e

xν(dx) <∞, i = 1, 2, it implies that ẼeX1
t <∞ and ẼeX

2
t <∞

for all t ∈ (0, T ].
Because of the conditions imposed on ν1, it is straightforward to check that (8.3)

is satisfied for the characteristic exponent of X1. According to Lemma 8.3, X1 has
transition densities (p1t )t>0 ⊂ C∞

0 (R) with ∂nxp1t ∈ ∩1�s�∞Ls(R) for all n � 0, t ∈ (0, T ]
and there is a constant c(8.8) > 0 such that

‖∂xp1t ‖L1(R) � c(8.8)t
− 1

α , t ∈ (0, T ]. (8.8)

Since X1 is selfdecomposable (see [33, Sec.53]), applying [33, Theorem 53.1] yields that
P̃X1

t
is unimodal for all t ∈ (0, T ]. Let mt be a mode of P̃X1

t
so that the density p1t of

X1
t is non-decreasing on (−∞,mt) and non-increasing on (mt,∞). Lemma 8.4(2) gives

inf
κ>0

ˆ
R

|ex − κ||∂xp1t (x)|dx � ẼeX
1
t , t ∈ (0, T ].

A similar argument as in the proof of Lemma 8.4(2) yields ∂xp1t ∈ L1(R, λη). Hence,
for t ∈ (0, T ] and z > 0, y > 0, using the independence of X1 and X2, together with
Proposition 8.2, we get

|Ptg(z)− Ptg(y)| = |Eg(zeXt)− Eg(yeXt)| = |Ẽg(zeX2
t eX

1
t )− Ẽg(yeX

2
t eX

1
t )|

� Ẽ

[(
|g|C0,η(R+)‖∂xp1t ‖1−η

L1(R)
inf
κ>0

∣∣∣∣ˆ
R

|ex − κ||∂xp1t (x)|dx
∣∣∣∣η) |(zeX2

t )η − (yeX
2
t )η|

η

]

�
(
|g|C0,η(R+)‖∂xp1t ‖1−η

L1(R)
|ẼeX1

t |η
) |zη − yη|

η
ẼeηX

2
t

� |EeXt |η|g|C0,η(R+)c
1−η
(8.8)t

η−1
α
|zη − yη|

η

� c(8.9)t
η−1
α
|zη − yη|

η
, (8.9)

where c(8.9) := eηT |ψ(−i)||g|C0,η(R+)c
1−η
(8.8). Combining (8.9) with (8.5) yields the assertion.

(2b) The assumption ν ∈ S2(α) means that (8.3) is satisfied. Hence, X has transition
densities (pt)t>0 ⊂ C∞

0 (R) with

supt∈(0,T ] t
1
α ‖∂xpt‖L1(R) <∞.

Since we aim to apply Proposition 8.1 with r = 1
η , let us first estimate ‖pt‖Lr(R,λ1)

for r = 1
η and η ∈ [0, 1]. For the case η ∈ (0, 1], we have

‖pt‖rLr(R,λ1)
=

ˆ
R

|pt(x)|rexdx � ‖pt‖r−1
L∞(R)Ee

Xt � eT |ψ(−i)|‖pt‖r−1
L∞(R).
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Since pt ∈ C∞
0 (R), it holds that ‖pt‖L∞(R) � ‖∂xpt‖L1(R). Hence, there exists a constant

c(8.10) > 0 such that

‖pt‖Lr(R,λ1) � c(8.10)t
η−1
α , t ∈ (0, T ]. (8.10)

Since ‖pt‖L∞(R,λ1) = ‖pt‖L∞(R), inequality (8.10) also holds for the case η = 0, r =∞.
Now we apply Proposition 8.1 with r = 1

η to obtain that, for t ∈ (0, T ], z > 0, y > 0,

|Ptg(z)− Ptg(y)| � |g|
W̊

1, 1
1−η (R+)

‖pt‖Lr(R,λ1)|z − y|η| ln z − ln y|1−η

� |g|
W̊

1, 1
1−η (R+)

c(8.10)t
η−1
α | ln z − ln y|1−η|z − y|η. (8.11)

Combining (8.11) with (8.5), we derive the desired conclusion. �

8.3. Estimate for the gradient in the GKW decomposition. Motivated by the
formula (4.2), for a Lévy measure � and a Borel function g let us write symbolically

Γ�(t, y) := σ2∂yPtg(y) +

ˆ
R

Ptg(e
xy)− Ptg(y)

y
(ex − 1)�(dx) (8.12)

for (t, y) ∈ R2
+, where we set ∂yPtg(y) := 0 if σ = 0. Although we choose � = ν for

(4.2), it is useful to consider the general � because it might have applications in various
contexts (e.g., see [38]).

Proposition 8.6(3)–(4) below are variants of [18, Theorem 8.12] in the exponential
Lévy setting. Here, the exponent of the time variable t in the estimates we obtain is the
same as in [18, Theorem 8.12]. Again, we recall S1(α), S2(α) from Definition 4.4.

Proposition 8.6. Let � be a Lévy measure and g ∈ C0,η(R+) with η ∈ [0, 1]. Assume
that

´
|x|>1 e

(η+1)x�(dx) < ∞. Then, for any T ∈ (0,∞) there is a constant c(8.13) > 0

such that

|Γ�(t, y)| � c(8.13)Vty
η−1, ∀(t, y) ∈ (0, T ]× R+, (8.13)

where the cases for Vt are provided as follows:

(1) If σ > 0 and
´
|x|>1 e

2xν(dx) <∞, then Vt = t
η−1
2 .

(2) If σ = 0,
´
|x|>1 e

ηxν(dx) <∞ and
´
|x|�1 |x|η+1�(dx) <∞, then Vt = 1.

(3) If σ = 0 and if the following two conditions hold:
(a) ν ∈ S1(α) for some α ∈ (0, 2) and

´
|x|>1 e

xν(dx) <∞,
(b) there is a β ∈ (1 + η, 2] such that

0 < sup
r∈(0,1]

rβ
ˆ
|x|�1

(∣∣∣x
r

∣∣∣2 ∧ ∣∣∣x
r

∣∣∣η+1
)
�(dx) <∞, (8.14)

then one has Vt = t
η+1−β

α .

(4) If σ = 0 and g ∈ W̊ 1, 1
1−η (R+), and if the following two conditions hold:

(a) ν ∈ S2(α) for some α ∈ (0, 2) and
´
|x|>1 e

xν(dx) <∞,
(b) there is a β ∈ (1 + η, 2] such that (8.14) is satisfied,
then one has Vt = t

η+1−β
α .

Here, the constant c(8.13) may depend on β in items (3) and (4).

Remark 8.7. Since |xr |2 ∧ |xr |η+1 � |xr |β for β ∈ (1 + η, 2], a sufficient condition for
(8.14) is that 0 <

´
|x|�1 |x|β�(dx) <∞.
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Proof of Proposition 8.6. In the sequel, we use the following inequality without men-
tioning it again:

|eηx − 1|
η

� eη|x|, ∀|x| � 1, η ∈ [0, 1],

where |e0x−1|
0 := limη↓0

|eηx−1|
η = |x|. Let us fix T ∈ (0,∞).

(1) Since σ > 0 and
´
|x|>1 e

2xν(dx) <∞, Proposition 8.5(1) implies that

|Ptg(z)− Ptg(y)| � c(8.4)

((
t
η−1
2
|zη − yη|

η

)
∧ |z − y|η

)
(8.15)

for all z > 0, y > 0, t ∈ (0, T ]. Moreover, since Ptg ∈ C∞(R+) due to σ > 0, we divide
both side of (8.15) by |z − y| and then let z → y to obtain that

|∂yPtg(y)| � c(8.4)t
η−1
2 yη−1, ∀(t, y) ∈ (0, T ]× R+.

Hence, we separate
´
R
=
´
|x|�1+

´
|x|>1 and apply (8.15) with z = yex to obtain

|Γ�(t, y)| � c(8.4)

(
σ2 +

ˆ
|x|�1

|eηx − 1|
η

|ex − 1|�(dx)
)
t
η−1
2 yη−1

+ c(8.4)y
η−1

ˆ
|x|>1

|ex − 1|η+1�(dx). (8.16)

Since 0 < σ2+
´
|x|�1

|eηx−1|
η |ex−1|�(dx) � σ2+eη+1

´
|x|�1 |x|2�(dx) <∞ and

´
|x|>1 |ex−

1|η+1�(dx) < ∞, together with inft∈(0,T ] t
η−1
2 > 0, the second term on the right-hand

side of (8.16) can be upper bounded by the first term up to a positive constant. Hence,
the desired conclusion follows.

(2) One has e−tψ(−ηi) = EeηXt <∞ for t > 0. The Hölder continuity of g implies that
|Ptg(e

xy)− Ptg(y)| � |g|C0,η(R+)Ee
ηXt |ex − 1|ηyη, and hence

|Γ�(t, y)| � |g|C0,η(R+)Ee
ηXtyη−1

ˆ
R

|ex − 1|η+1�(dx)

� |g|C0,η(R+)e
T |ψ(−ηi)|

(
eη+1

ˆ
|x|�1

|x|η+1�(dx) +

ˆ
|x|>1

|ex − 1|η+1�(dx)

)
yη−1,

which implies the assertion.

(3) Let t ∈ (0, T ] and y > 0. We separate
´
R

=
´
|x|�1+

´
|x|>1, and then apply

Proposition 8.5(2a) with z = yex to obtain

|Γ�(t, y)| � c(8.4)y
η−1

(ˆ
|x|�1

((
t
η−1
α
|eηx − 1|

η

)
∧ |ex − 1|η

)
|ex − 1|�(dx)

+

ˆ
|x|>1

|ex − 1|η+1�(dx)

)
� c(8.4)y

η−1

(
eη+1t

η+1
α

ˆ
|x|�1

(∣∣∣ x
t1/α

∣∣∣2 ∧ ∣∣∣ x
t1/α

∣∣∣η+1
)
�(dx)

+

ˆ
|x|>1

|ex − 1|η+1�(dx)

)

� c(8.4)y
η−1

(
c(8.17)t

η+1−β
α +

ˆ
|x|>1

|ex − 1|η+1�(dx)

)
, (8.17)
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where c(8.17) := eη+1(T
β−2
α ∨ T β−η−1

α ) supr∈(0,1] r
β
´
|x|�1(|xr |2 ∧ |xr |η+1)�(dx) ∈ (0,∞) by

(8.14). Since inf(t,β)∈(0,T ]×(1+η,2] t
η+1−β

α > 0, the desired conclusion follows from (8.17).

(4) Let t ∈ (0, T ] and y > 0. We apply Proposition 8.5(2b) with z = yex and use the
same argument as in the proof of item (3) to obtain

|Γ�(t, y)| � c(8.4)y
η−1

(ˆ
|x|�1

((
t
η−1
α |x|1−η|ex − 1|η

)
∧ |ex − 1|η

)
|ex − 1|�(dx)

+

ˆ
|x|>1

|ex − 1|η+1�(dx)

)

� c(8.4)y
η−1

(
c(8.17)t

η+1−β
α +

ˆ
|x|>1

|ex − 1|η+1�(dx)

)
.

Again, a similar argument as in the one after inequality (8.17) yields the assertion. �
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EXPLICIT FÖLLMER–SCHWEIZER DECOMPOSITION AND

DISCRETE-TIME HEDGING IN EXPONENTIAL LÉVY MODELS

NGUYEN TRAN THUAN

Abstract. In a financial market driven by an exponential Lévy process, an explicit
representation is shown for the Föllmer–Schweizer decomposition of European type
options, implying a closed-form expression of the corresponding local risk-minimizing
strategies. Using a jump-adjusted approximation scheme, the error caused by dis-
cretizing the local risk-minimizing strategies is investigated in dependence of proper-
ties of the Lévy measure, the regularity of the pay-off function and the chosen random
discretization times. The rate of this error as the number of expected discretization
times increases is measured in weighted BMO spaces, implying also Lp-estimates.
Moreover, the effect of a change of measure satisfying a reverse Hölder inequality is
addressed.

1. Introduction

This article is concerned with hedging problems in financial markets driven by expo-
nential Lévy processes. We investigate two problems corresponding to two typical types
of risks for hedging an option. The first one comes from the incompleteness of the mar-
ket. We consider the semimartingale setting and aim to determine an explicit form for
the Föllmer–Schweizer decomposition of European type options which provides directly
a closed form for the local risk-minimizing strategies (a similar closed form expression
in the martingale setting has been established in [8, 19, 36, 37]). The second type of risk
is due to the impossibility of continuously rebalancing a hedging portfolio which leads
to the discrete-time hedging. The discretization error we measure in weighted bounded
mean oscillation spaces from which one can achieve good distributional tail estimates
such as a pth-order polynomial decay, p ∈ (2,∞).

Let us introduce some notations to state the main results. Let T ∈ (0,∞) be a
fixed time horizon and X = (Xt)t∈[0,T ] a Lévy process defined on a complete filtered
probability space (Ω,F ,P,F), where F = (Ft)t∈[0,T ] is the augmented natural filtration
of X which satisfies the usual conditions (right continuity and completeness). Assume
that F = FT . Let σ � 0 be the coefficient of the standard Brownian component and
ν the Lévy measure of X (see (2.1)). We assume that the underlying discounted price
process is modelled by the exponential S = eX .

1.1. Explicit Föllmer–Schweizer (FS) decomposition. Because models with jumps
typically correspond to incomplete markets, in general there is no hedging strategy which
is self-financing and replicates an option at maturity. Hence, one has to look for cer-
tain strategies that minimize some types of risk. In the current work, we choose the
quadratic hedging approach which is a popular method to deal with the problem in
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models with jumps. We refer the reader to the survey article [34] for this approach.
Two typical types of quadratic hedging strategies are the local risk-minimizing (LRM)
strategies and the mean-variance hedging (MVH) strategies. Roughly speaking, the
LRM strategy is mean-self-financing, replicates an option at maturity and minimizes
the riskiness of the cost process locally in time, while the MVH strategy is self-financing
and minimizes the global hedging error in the mean square sense. Both types of those
strategies are intimately related to the so-called FS decomposition. Namely, in our (ex-
ponential Lévy) setting, the FS decomposition gives directly the LRM strategy, and the
MVH strategy can be determined based on this decomposition. This article discusses
the FS decomposition and focuses on the LRM strategies only.

Assume that S is square integrable so that it is a semimartingale satisfying the
structure condition, and that the mean-variance trade-off process of S is deterministic
and bounded (see Remark 4.3). Then, the FS decomposition of an H ∈ L2(P) is of the
form

H = H0 +

ˆ T

0
ϑHt dSt + LH

T , (1.1)

where H0 ∈ R, ϑH is an admissible integrand (specified in (4.2)), and LH is an L2(P)-
martingale starting at zero which is orthogonal to the martingale part of S. The inte-
grand ϑH is called the LRM strategy of H, and it is unique up to a P⊗λ-null set where
λ is the Lebesgue measure. A key tool to study the FS decomposition is the minimal
(signed) local martingale measure for S (see [33]), and we denote this signed measure by
P∗ from now on. Recently, [6, Theorem 4.3] indicated that under a regularity condition
for P∗, we can determine the LRM strategy ϑH based on the martingale representation
of H with respect to P∗.

There are many works interested in finding an explicit representation for the FS
decomposition and the LRM strategy in the semimartingale framework (see, e.g., [2,
16, 17, 20, 36]). In the exponential Lévy setting and in the case of a European type
option H = g(ST ), Hubalek et al. [17] assumed that the function g can be represented
as an integral transform of finite complex measures from which one can determine a
closed form for the LRM strategy. The key idea of this approach is the separation of
the function g and the underlying price process S by using a kind of inverse Fourier
transform. An advantage of this method is that one gains much flexibility for choosing
the underlying Lévy process where there is no extra regularity required for the driving
process S except some mild integrability.

As our first main result, Theorem 1.1 below provides a closed form for the LRM
strategy ϑH of an H = g(ST ). To obtain this result, except of some mild integrability
conditions, we neither assume any regularity for the payoff function g nor require any
extra condition for the small jump behavior of X. However, the price one has to pay is
the condition that P∗ exists as a true probability measure (see Assumption 4.5) which
leads to a constraint for the characteristics of X. This result might be regarded as a
counterpart of [17, Proposition 3.1] in which only the square integrability is required
for S while the function g are supposed to be the integral transform of finite complex
measures. The notation E∗ below means the expectation with respect to P∗.

Theorem 1.1. Assume that X is not a.s. deterministic and S = eX is square P-
integrable. Under Assumption 4.5, if g : (0,∞)→ R is a Borel function with E∗|g(ySt)| <
∞ for all (t, y) ∈ [0, T ]× (0,∞) and g(ST ) ∈ L2(P) ∩ L2(P

∗), then the following asser-
tions hold:
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(1) The LRM strategy ϑH corresponding to H = g(ST ) is of the form

ϑHt =
1

‖(σ, ν)‖

(
σ2∂yG

∗(t, St−) +
ˆ
R

G∗(t, exSt−)−G∗(t, St−)
St−

(ex − 1)ν(dx)

)
(1.2)

for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ], where ‖(σ, ν)‖ := σ2 +
´
R
(ex − 1)2ν(dx) ∈ (0,∞),

G∗(t, y) := E∗g(yST−t), and we set ∂yG
∗ := 0 when σ = 0 by convention.

(2) There exists a process ϑ̃g which is adapted and càdlàg on [0, T ), satisfies ϑ̃g− = ϑH

for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ), and ϑ̃gS is a P∗-martingale.

According to Theorem 1.1(2), ϑ̃g− is also a LRM strategy of H = g(ST ), and one
can determine it at every time t ∈ [0, T ) as showed in Remark 4.6 below. Furthermore,

the càdlàg property of ϑ̃g is useful to design some Riemann-type approximations for´ T
0 ϑ̃gt−dSt. For example, an approximation scheme based on tracking jumps of ϑ̃g has
been constructed in [30]. We also employ the càdlàg version of the LRM strategy for
the discrete-time hedging problem in Section 5. Such a path regularity for the integrand
in the martingale setting was also studied in [24].

Some formulas resembling (1.2) have been established in [19, Formula (2.12)], [8,
Formula (4.1)], [36, Formula (45)], or in [37, Formula (4.2)]. But in fact they are
different. The formulas in [19, 8, 36, 37] were obtained by projecting H orthogonally
down to the space of stochastic integrals driven by a (local) martingale, while the formula
(1.2) is derived from the FS decomposition which is a different orthogonal decomposition
in the semimartingale framework.

The proof of Theorem 1.1 is provided in Section 4, and the main tool we use is
Proposition 1.2 where the square integrability of eX is not necessarily assumed. We

denote byW the standard Brownian motion and by Ñ the compensated Poisson random
measure appearing in the Lévy–Itô decomposition of X (see, e.g., [1, Theorem 2.4.16]).

Proposition 1.2. Let f : R → R be a Borel function such that E|f(x +Xt)| < ∞ for
all (t, x) ∈ [0, T ]× R. If f(XT ) ∈ L2(P), then

E

ˆ T

0
|σ∂xF (t,Xt−)|2dt+ E

ˆ T

0

ˆ
R

|F (t,Xt− + x)− F (t,Xt−)|2ν(dx)dt <∞

and, a.s.,

f(XT ) = Ef(XT ) +

ˆ T

0
σ∂xF (t,Xt−)dWt

+

ˆ T

0

ˆ
R\{0}

(F (t,Xt− + x)− F (t,Xt−))Ñ(dt, dx), (1.3)

where F (t, x) := Ef(x+XT−t) for (t, x) ∈ [0, T ]× R, and we set ∂xF := 0 if σ = 0.

Proposition 1.2 provides a martingale representation for functionals of XT in which
the integrands with respect to the Brownian part and the jump part are determined
explicitly. Its proof is given in Section 3 by using Malliavin calculus. We also remark
here that (1.3) is a Clark–Ocone type formula but f(XT ) is not necessarily differentiable
in the Malliavin sense.

Proposition 1.2 extends [8, Proposition 7] in which the function f has a polynomial
growth and X satisfies a certain condition. A similar representation to (1.3) in a general
framework (with different assumptions from ours) can be found in the proof of [19,
Theorem 2.4]. On the other hand, when f(XT ) is Malliavin differentiable then one
can use the Clark–Ocone formula (see, e.g., [2, 3, 23]) to obtain its explicit martingale
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representation. However, the Malliavin differentiability of f(XT ) fails to hold in many
contexts. For example, if f(x) = �[K,∞)(x) for some K ∈ R, and if X is of infinite
variation and XT has a density satisfying a mild condition, then f(XT ) is not Malliavin
differentiable (see [22, Theorem 6(b)]).

1.2. Discrete-time hedging in weighted bounded mean oscillation (BMO)
spaces. We investigate the discrete-time approximation problem for stochastic inte-
grals driving by the exponential Lévy process S. Let E = (Et)t∈[0,T ] be the error given
by

Et :=

ˆ t

0
ϑu−dSu −At, t ∈ [0, T ],

where ϑ is an admissible integrand and A = (At)t∈[0,T ] is an approximation scheme for
the stochastic integral. In mathematical finance, the stochastic integral can be inter-
preted as the theoretical hedging portfolio which is continuously readjusted. However,
in practice one can only rebalance the portfolio finitely many times, and this leads to a
discretization of the stochastic integral, represented by A.

In case that A = ARm is the Riemann approximation process, the caused error
E = ERm and its convergence rate have been investigated in the L2-sense in several
works. When S is assumed to be a martingale, the error was examined in [5, 11]. The
error was also considered in a more general setting in [30] where the driving process
is a local martingale with jumps. In general, the L2-approach for the error yields a
second-order polynomial decay for its distributional tail by Markov’s inequality.

In the second part of this article, we aim to improve the distributional tail estimate for
the approximation error by means of the weighted bounded mean oscillation (weighted
BMO) approach. Moreover, the driving process S is not necessarily a (local) martingale
but a semimartingale. To do this, we use the approximation scheme introduced in [37],
the so-called jump adjusted method which was constructed by tracking jumps of the
driving process S. Moreover, we show how the theory of weighted BMO spaces can be
used to obtain Lp-estimates, p ∈ (2,∞), for the corresponding error. This approach also
allows a change of the underlying measure which leaves the error estimates unchanged
provided the change of measure satisfies a reverse Hölder inequality (see Proposition 5.3).
The latter is frequently encountered in mathematical finance, and it is particularly
useful here to switch the approximation problem between the martingale setting and
the semimartingale setting.

The main results of the second part are Theorems 5.7 and 5.12 below. In Theorem 5.7,
we provide several estimates for the error measured in weighted BMO-norms and de-
scribe a situation so that the Lp-estimate can be achieved for p ∈ (2,∞). Theorem 5.12
serves as an application of Theorem 5.7 where we consider the approximation problem
for the stochastic integral term in (1.1) and the chosen integrand is the LRM strategy
of a European type option. The results show how the interplay between the regularity
of payoff functions and the small jumps intensity of the underlying Lévy process affects
the convergence rate.

1.3. Structure of the article. We introduce the notation and recall Malliavin–Sobolev
spaces and exponential Lévy processes in Section 2. The proof of Proposition 1.2 is con-
tained in Section 3. Section 4 is devoted to prove Theorem 1.1. Section 5 presents the
discrete-time hedging problem with the weighted BMO-approach for exponential Lévy
models. Some technical results used in this article are given in Appendix A.
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2. Preliminaries

2.1. General notations. Denote R+ := (0,∞) and R0 := R\{0}. For a, b ∈ R, we set
a∨ b := max{a, b} and a∧ b := min{a, b}. For A,B � 0 and c � 1, by A ∼c B we mean
1
cA � B � cA. Subindexing a symbol by a label indicates the place where that symbol
appears (e.g., c(5.1) refers to formula (5.1)).

Let B(R) be the Borel σ-algebra on R. The Lebesgue measure on B(R) is denoted by
λ, and we also write dx instead of λ(dx) for simplicity. For p ∈ [1,∞] and A ∈ B(R),
the space Lp(A) consists of all p-order integrable Borel functions on A with respect to
λ, where the essential supremum is taken when p = ∞. For a measure μ on B(R), its
support is defined by

suppμ := {x ∈ R : μ((x− ε, x+ ε)) > 0, ∀ε > 0}.
Let (Ω,F ,P) be a probability space and ξ : Ω→ R a random variable. Denote by Pξ

the push-forward measure of P with respect to ξ. If ξ is integrable (non-negative), then
the (generalized) conditional expectation of ξ given a sub-σ-algebra G ⊆ F is denoted
by EG[ξ]. We set Lp(P) := Lp(Ω,F ,P).

For a non-empty and open interval U ⊆ R, let C∞(U) denote the family of all
functions f which have derivatives of all orders on U .

2.2. Notation for stochastic processes. Let T > 0 be a fixed finite time horizon, and
let (Ω,F ,P) be a complete probability space equipped with a right continuous filtration
F = (Ft)t∈[0,T ]. Assume that F0 is generated by P-null sets only. The conditions imposed
on F allow us to assume that every martingale adapted to this filtration is càdlàg (right
continuous with left limits). We use the following notations and conventions where

I = [0, T ] or I = [0, T ).

– For processes X = (Xt)t∈I and Y = (Yt)t∈I, we write X = Y to indicate that Xt = Yt
for all t ∈ I a.s., and similarly when the relation “=” is replaced by some other
standard relations such as “�”, “�”, etc.

– For a càdlàg process X = (Xt)t∈I, the process X− = (Xt−)t∈I is defined by setting
X0− := X0 and Xt− := lim0<s↑tXs for t ∈ I\{0}. We set ΔX := X −X−.

– CL(I) denotes the family of all càdlàg and F-adapted processes.

– CL0(I) (resp. CL
+(I)) consists of all X ∈ CL(I) with X0 = 0 a.s. (resp. X � 0).

– For p ∈ [1,∞] and X ∈ CL([0, T ]), we set ‖X‖Lp(P) := ‖ supt∈[0,T ] |Xt|‖Lp(P).

– P is the predictable σ-algebra1 on Ω× [0, T ] and P̃ := P ⊗ B(R).
We recall some notions regarding semimartingales on the finite time interval [0, T ].

– A processM ∈ CL([0, T ]) is called a local (resp. locally square integrable) martingale
if there is a sequence of non-decreasing stopping times (ρn)n�1 taking values in [0, T ]
such that P(ρn < T ) → 0 as n → ∞ and the stopped process Mρn = (Mt∧ρn)t∈[0,T ]

is a martingale (resp. square integrable martingale) for all n � 1. Let M0
2(P) be the

space of all square integrable P-martingales M = (Mt)t∈[0,T ] with M0 = 0 a.s.

– A process S ∈ CL([0, T ]) is called a semimartingale if S can be written as a sum of
a local martingale and a process of finite variation a.s. The quadratic covariation of
two semimartingales S and R is denoted by [S,R]. The predictable Q-compensator
of [S,R], if it exists, is denoted by 〈S,R〉Q, where Q is a probability measure. We will
omit the reference measure if there is no risk of confusion.

1P is the σ-algebra generated by {A× {0} : A ∈ F0} ∪ {A× (s, t] : 0 � s < t � T,A ∈ Fs}.
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– Let M , N be locally square integrable martingales under a probability measure Q.
Then, M and N are said to be Q-orthogonal if [M,N ] is a local martingale under Q,
or equivalently, 〈M,N〉Q = 0.

2.3. Lévy process and Itô’s chaos expansion. Let X = (Xt)t∈[0,T ] be a real-valued
Lévy process on a complete probability space (Ω,F ,P), i.e. X0 = 0, X has independent
and stationary increments and X has càdlàg paths. Let F = (Ft)t∈[0,T ] denote the
augmented natural filtration generated by X. From now on, we assume that F =
FT . According to the Lévy–Khintchine formula (see, e.g., [31, Theorem 8.1]), the
characteristic exponent ψ of X, which is defined by

EeiuXt = e−tψ(u), u ∈ R, t ∈ [0, T ],

is of the form

ψ(u) = −iγu+
σ2u2

2
−
ˆ
R

(
eiux − 1− iux�{|x|�1}

)
ν(dx), u ∈ R. (2.1)

Here, γ ∈ R, while σ � 0 is the coefficient of the Brownian component, and ν : B(R)→
[0,∞] is a Lévy measure (i.e. ν({0}) := 0 and

´
R
(x2 ∧ 1)ν(dx) < ∞). The triplet

(γ, σ, ν) is also called the characteristics of X. To indicate explicitly the characteristics
of X under P, we write

(X|P) ∼ (γ, σ, ν) or (X|P) ∼ ψ.

We present briefly the Malliavin calculus for Lévy processes by means of Itô’s chaos
expansion which is the main tool to prove Proposition 1.2. For further details, we refer
to [35, 27, 28, 1] and the references therein. Define the σ-finite measures μ on B(R) and
� on B([0, T ]× R) by setting

μ(dx) := σ2δ0(dx) + x2ν(dx) and � := λ⊗ μ,

where δ0 is the Dirac measure at zero. For B ∈ B([0, T ] × R) with �(B) < ∞, the
random measure M is defined by

M(B) := σ

ˆ
{t∈[0,T ]:(t,0)∈B}

dWt + L2(P)- lim
n→∞

ˆ
B∩([0,T ]×{ 1

n
<|x|<n})

xÑ(dt, dx),

where W is the standard Brownian motion and Ñ is the compensated Poisson random
measure appearing in the Lévy–Itô decomposition of X (see, e.g., [1, Theorem 2.4.16]).

Set L2(μ
0) = L2(�

0) := R. For n � 1, we denote

L2(μ
⊗n) := L2(R

n,B(Rn), μ⊗n),

L2(�
⊗n) := L2(([0, T ]× R)n,B(([0, T ]× R)n),�⊗n).

The multiple integral In : L2(�
⊗n)→ L2(P) is defined in the sense of Itô [18] by using

an approximation argument, where it is given for simple functions as follows: For

ξmn :=
m∑
k=1

ak�Bk
1×···×Bk

n
,

where ak ∈ R, Bk
i ∈ B([0, T ]× R) with �(Bk

i ) <∞ and Bk
i ∩Bk

j = ∅ for k = 1, . . . ,m,
i, j = 1, . . . , n, i �= j and m � 1, we define

In(ξ
m
n ) :=

m∑
k=1

akM(Bk
1 ) · · ·M(Bk

n).
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Then, [18, Theorem 2] asserts the following Itô chaos expansion

L2(P) =

∞⊕
n=0

{In(ξn) : ξn ∈ L2(�
⊗n)},

where I0(ξ0) := ξ0 ∈ R. For n � 1, the symmetrization ξ̃n of a ξn ∈ L2(�
⊗n) is

ξ̃n((t1, x1), . . . , (tn, xn)) :=
1

n!

∑
π

ξn((tπ(1), xπ(1)), . . . , (tπ(n), xπ(n))),

where the sum is taken over all permutations π of {1, . . . , n}, so that In(ξn) = In(ξ̃n) a.s.
The Itô chaos decomposition verifies that ξ ∈ L2(P) if and only if there are ξn ∈ L2(�

⊗n)
such that ξ =

∑∞
n=0 In(ξn) a.s., and this expansion is unique if every ξn is symmetric,

i.e. ξn = ξ̃n. Furthermore, ‖ξ‖2L2(P)
=
∑∞

n=0 n!‖ξ̃n‖2L2(�⊗n).

Definition 2.1. Let D1,2 be the Malliavin–Sobolev space of all ξ =
∑∞

n=0 In(ξn) ∈
L2(P) such that

‖ξ‖2D1,2
:=

∞∑
n=0

(n+ 1)!‖ξ̃n‖2L2(�⊗n) <∞.

The Malliavin derivative operator D : D1,2 → L2(P⊗�), where L2(P⊗�) := L2(Ω×
[0, T ]× R,F ⊗ B([0, T ]× R),P⊗�), is defined for ξ =

∑∞
n=0 In(ξn) ∈ D1,2 by

Dt,xξ :=

∞∑
n=1

nIn−1(ξ̃n((t, x), ·)), (ω, t, x) ∈ Ω× [0, T ]× R.

2.4. Exponential Lévy processes. Let X be a Lévy process with (X|P) ∼ (γ, σ, ν).
The stochastic exponential of X, denoted by E(X), is the càdlàg process that satisfies
the stochastic differential equation (SDE)

dE(X) = E(X)−dX, E(X)0 = 1.

We apply [1, Theorem 5.1.6] with the truncation function x�{|x|�1} instead of x�{|x|<1}
to obtain that if E(X) > 0, then there exists a Lévy process Y with (Y |P) ∼ (γY , σY , νY )
such that E(X) = eY , where σY = σ and

νY (B) =

ˆ
R

�{ln(1+x)∈B}ν(dx), B ∈ B(R),

γY = γ − σ2

2
+

ˆ
R

(
�{| ln(1+x)|�1} ln(1 + x)− x�{|x|�1}

)
ν(dx).

Conversely, there is a Lévy process Z with (Z|P) ∼ (γZ , σZ , νZ) such that eX = E(Z).
Moreover, one has σZ = σ and

νZ(B) =

ˆ
R

�{ex−1∈B}ν(dx), B ∈ B(R),

γZ = γ +
σ2

2
+

ˆ
R

(
(ex − 1)�{|ex−1|�1} − x�{|x|�1}

)
ν(dx).

3. Martingale representation with explicit integrands

This section is devoted to prove Proposition 1.2 by using Malliavin calculus. There
are two key observations: first, the kernels in the chaos expansion of f(XT ) ∈ L2(P)
do not depend on the time variables which implies the Malliavin differentiability of
EFt[f(XT )] for any t ∈ [0, T ) (see Lemma 3.3); secondly, the Malliavin derivative of a
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functional of Xt, provided it is Malliavin differentiable, can be expressed in an explicit
form (see Lemma 3.2).

In this section, we assume (X|P) ∼ (γ, σ, ν). The following lemma is taken from [15,
Example 8.18(1)].

Lemma 3.1 ([15]). Assume σ > 0. Let f : R→ R be a Borel function with E|f(XT )|q <
∞ for some q > 1. Then, E|f(x+XT−t)| <∞ for all (t, x) ∈ [0, T ]×R, and the function
x �→ F (t, x) := Ef(x+XT−t) belongs to C∞(R) for any t ∈ [0, T ). Furthermore,

EFs[∂xF (t,Xt)] = ∂xF (s,Xs) a.s.

for any 0 � s < t < T .

Lemma 3.2 below was obtained in [21, Corollary 3.1 in the second article of this
thesis] and it provides an equivalent condition such that a functional of Xt belongs to
D1,2. We refer to [25, Proposition V 2.3.1] when X is a Brownian motion and refer to
[12, Lemma 3.2] when X has no Brownian component.

Lemma 3.2 ([21]). Let t ∈ (0, T ] and a Borel function f : R→ R with f(Xt) ∈ L2(P).
Then, f(Xt) ∈ D1,2 if and only if the following two assertions hold:

(a) when σ > 0, f has a weak derivative2 f ′w on R with f ′w(Xt) ∈ L2(P),

(b) the map (s, x) �→ f(Xt+x)−f(Xt)
x �[0,t]×R0

(s, x) belongs to L2(P⊗�).

Furthermore, if f(Xt) ∈ D1,2, then for P⊗�-a.e. (ω, s, x) ∈ Ω× [0, T ]× R one has

Ds,xf(Xt) = f ′w(Xt)�[0,t]×{0}(s, x) +
f(Xt + x)− f(Xt)

x
�[0,t]×R0

(s, x),

where we set, by convention, f ′w := 0 when σ = 0.

Lemma 3.3. Let f : R→ R be a Borel function with f(XT ) ∈ L2(P).

(1) There are symmetric f̃n ∈ L2(μ
⊗n) such that f(XT ) =

∑∞
n=0 In(f̃n�

⊗n
[0,T ]) a.s.

(2) For t ∈ [0, T ), one has EFt[f(XT )] =
∑∞

n=0 In(f̃n�
⊗n
[0,t]) a.s. and EFt[f(XT )] ∈ D1,2.

(3) For t ∈ (0, T ), it holds

E

(
|σ∂xF (t,Xt)|2 +

ˆ
R

|F (t,Xt + x)− F (t,Xt)|2ν(dx)
)
<∞, (3.1)

where F (t, x) := Ef(x +XT−t) if σ > 0, and in the case σ = 0 we let F (t, ·) be a
Borel function such that F (t,Xt) = EFt[f(XT )] a.s. and set ∂xF := 0.

Proof. Items (1) and (2) are due to [15, Lemma D.1]. For item (3), it is clear for the case
σ = 0 that (3.1) is implied by Lemma 3.2. Let us turn to the case σ > 0. According
to Lemma 3.1, one has F (t, ·) ∈ C∞(R), and hence (F (t, ·))′w = ∂xF (t, ·) a.e. with
respect to the Lebesgue measure λ. Since the law of Xt is absolutely continuous with
respect to λ, it holds that (F (t, ·))′w(Xt) = ∂xF (t,Xt) a.s. Then, (3.1) follows from
Lemma 3.2. �

We are now in a position to prove Proposition 1.2.

2A locally integrable function h is called a weak derivative of a locally integrable funtion f on R if´
R
f(x)φ′(x)dx = − ´

R
h(x)φ(x)dx for all smooth functions φ with compact support in R. When such

an h exists (unique up to a λ-null set), then we denote f ′
w := h.
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Proof of Proposition 1.2. For (t, x) ∈ [0, T ]× R, denote

ΔF (t, x) := ∂xF (t,Xt−)�{x=0} +
F (t,Xt− + x)− F (t,Xt−)

x
�{x�=0}, (3.2)

where we recall that ∂xF := 0 if σ = 0 by convention. The assumption E|f(x+Xt)| <∞
for all (t, x) ∈ [0, T ]× R implies that (F (t,Xt + x)− F (t,Xt))t∈[0,T ] is a martingale for
each x ∈ R. Moreover, in the case σ > 0, the assumption f(XT ) ∈ L2(P) and Lemma 3.1
imply that F (t, ·) ∈ C∞(R) for all t ∈ [0, T ) and (∂xF (t,Xt))t∈[0,T ) is a martingale.

Step 1. We show that for any t ∈ (0, T ),

C(t) := E

ˆ t

0

ˆ
R

|ΔF (s, x)|2�(ds, dx) <∞.

Observe that (t, x) �→ F (t, x) is Borel measurable by Fubini’s theorem. In addition,

since X− is predictable, we infer that (ω, t, x) �→ F (t,Xt−(ω) + x) is P̃-measurable.

Therefore, ΔF given in (3.2) is P̃-measurable.
Remark that Xs = Xs− a.s. for each s ∈ [0, T ]. Using Fubini’s theorem and the
martingale property, together with (3.1), we obtain for any t ∈ (0, T ) that

C(t) = E

ˆ t

0
|σ∂xF (s,Xs)|2ds+ E

ˆ t

0

ˆ
R

|F (s,Xs + x)− F (s,Xs)|2ν(dx)ds

� t

(
E|σ∂xF (t,Xt)|2 + E

ˆ
R

|F (t,Xt + x)− F (t,Xt)|2ν(dx)
)

<∞.

Hence, the stochastic integral
´ t
0

´
R
ΔF (s, x)M(ds, dx) exists as an element in L2(P).

Step 2. Fix t ∈ (0, T ). We prove that, a.s.,

F (t,Xt) = Ef(XT ) +

ˆ t

0

ˆ
R

ΔF (s, x)M(ds, dx). (3.3)

The representation (3.3) can be regarded as a consequence of the Clark–Ocone formula.
However, this formula seems to be considered either when the Lévy process X is square
integrable or when X has no Brownian component (i.e. σ = 0) (see, e.g., [3, 23, 27, 28,
35]). So, for the reader’s convenience, we present here a complete proof for (3.3) where
neither square integrability nor σ = 0 is assumed. Due to the denseness of the simple
multiple stochastic integrals in L2(P) (see [10, Lemma 2.1]), in order to obtain (3.3) it
is sufficient to check that

E [Im(km)F (t,Xt)] = E

[
Im(km)

ˆ t

0

ˆ
R

ΔF (s, x)M(ds, dx)

]
(3.4)

for all m � 1 and all functions km of the form

km = �B1×···×Bm , (3.5)

where Bi = (si, ti] × (ai, bi] in which (ai, bi] are finite intervals and the time intervals
(si, ti] ⊂ [0, t] satisfy ti−1 � si, i = 2, . . . ,m.

Since F (t,Xt) ∈ D1,2 by Lemma 3.3(2), applying Lemma 3.2 we have for P⊗�-a.e.
(ω, s, x) ∈ Ω× [0, T ]× R,

Ds,xF (t,Xt) = ∂xF (t,Xt)�[0,t]×{0}(s, x) +
F (t,Xt + x)− F (t,Xt)

x
�[0,t]×R0

(s, x). (3.6)

Moreover, for each (s, x) ∈ [0, t]× R, the martingale property implies that, a.s.,

EFs

[
∂xF (t,Xt)�{x=0} +

F (t,Xt + x)− F (t,Xt)

x
�{x �=0}

]
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= ∂xF (s,Xs)�{x=0} +
F (s,Xs + x)− F (s,Xs)

x
�{x �=0}

= ΔF (s, x),

where the second equality comes from the fact that Xs = Xs− a.s.
We let f(XT ) =

∑∞
n=0 In(f̃n�

⊗n
[0,T ]) and F (t,Xt) =

∑∞
n=0 In(f̃n�

⊗n
[0,t]) as in Lemma 3.3(1)

and (2) respectively, where f̃n ∈ L2(μ
⊗n) are symmetric. Let km be of the form as in

(3.5). Since functions f̃n are symmetric, the left-hand side of (3.4) is computed as
follows

LHS(3.4) = m!

ˆ
B1×···×Bm

f̃m(x1, . . . , xm)�(ds1, dx1) · · ·�(dsm, dxm). (3.7)

For the right-hand side of (3.4), writing Im(km) =
´
Bm

Im−1(km−1)M(ds, dx), where
km−1 := �B1×···×Bm−1 , and using Fubini’s theorem we obtain

RHS(3.4) = E

ˆ
Bm

Im−1(km−1)ΔF (s, x)�(ds, dx)

=

ˆ
Bm

E

[
Im−1(km−1)EFs

[
∂xF (t,Xt)�{x=0} +

F (t,Xt + x)− F (t,Xt)

x
�{x �=0}

]]
�(ds, dx)

= E

ˆ
Bm

Im−1(km−1)Ds,xF (t,Xt)�(ds, dx) (3.8)

= E

ˆ
Bm

Im−1(km−1)

(
L2(P⊗�)- lim

j→∞

j∑
i=1

iIi−1

(
f̃i(·, x)�(i−1)

[0,t] �[0,t](s)
))

�(ds, dx)

= m

ˆ
Bm

E
[
Im−1(km−1)Im−1

(
f̃m(·, x)�(m−1)

[0,t] �[0,t](s)
)]
�(ds, dx)

= m!

ˆ
Bm

ˆ
B1×···×Bm−1

f̃m(x1, . . . , xm−1, x)�(ds1, dx1) · · ·�(dsm−1, dxm−1)�(ds, dx).

(3.9)

Here, one uses (3.6) and the fact that Im−1(km−1) is Fs-measurable for all s ∈ (sm, tm]
to obtain (3.8). Combining (3.7) with (3.9) yields (3.4).

Step 3. For any t ∈ (0, T ), Jensen’s inequality implies that E|f(XT )|2 � E|F (t,Xt)|2.
Then, we apply Step 2 and Itô’s isometry to obtain

E|f(XT )|2 � |Ef(XT )|2 + E

ˆ t

0

ˆ
R

|ΔF (s, x)|2�(ds, dx).

Letting t ↑ T , we infer that the stochastic integral
´ T
0

´
R
ΔF (s, x)M(ds, dx) exists

as an element in L2(P) and equals to L2(P)-limt↑T
´ t
0

´
R
ΔF (s, x)M(ds, dx). On the

other hand, due to the martingale convergence theorem, F (t,Xt) = EFt[f(XT )] →
EFT−[f(XT )] a.s. and in L2(P) as t ↑ T , where FT− := σ(∪t<TFt). Since (Ft)t∈[0,T ] is
the augmented natural filtration of the Lévy process X, it holds that FT− = FT , and
hence the desired conclusion follows. �

4. Closed form for the local risk-minimizing strategy

This section gives the proof of Theorem 1.1. First, let us fix the setting of this section.

Setting 4.1. Let S = eX be the exponential of a Lévy process X with (X|P) ∼ (γ, σ, ν).
Assume that σ2 + ν(R) > 0 and

´
|x|>1 e

2xν(dx) <∞.
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The condition σ2 + ν(R) > 0 is simply to exclude the trivial case that X is a.s. de-
terministic. The condition

´
|x|>1 e

2xν(dx) <∞ is equivalent to the square integrability

of S (see [31, Theorem 25.3]).
By Itô’s formula, one has

S = 1 +

(ˆ ·

0
σSt−dWt +

ˆ ·

0

ˆ
R0

St−(e
x − 1)Ñ(dt, dx)

)
+

ˆ ·

0
γSSt−dt

=: 1 + Sm + Sfv,

where Sm and Sfv respectively denote the martingale part and the predictable finite
variation part in the representation of S, and where

γS := γ +
σ2

2
+

ˆ
R

(ex − 1− x�{|x|�1})ν(dx). (4.1)

Recall from Theorem 1.1 the notation

‖(σ, ν)‖ = σ2 +

ˆ
R

(ex − 1)2ν(dx) ∈ (0,∞).

4.1. Föllmer–Schweizer (FS) decomposition. We briefly present the FS decompo-
sition of a random variable and the notion of the minimal local martingale measure
which is the key tool to determine the FS decomposition. We refer the reader to [34]
for a survey about these objects.

In this article, we follow [17, p.863] and use the family of admissible strategies as

Σadm
S (P) :=

{
ϑ predictable : E

ˆ T

0
ϑ2tS

2
t−dt <∞

}
. (4.2)

It turns out that if ϑ ∈ Σadm
S (P), then

E

ˆ T

0
ϑ2td[S, S]t = E

ˆ T

0
ϑ2td[S

m, Sm]t = E

ˆ T

0
ϑ2td〈Sm, Sm〉t

= ‖(σ, ν)‖E
ˆ T

0
ϑ2tS

2
t−dt <∞. (4.3)

The following definition is due to [34].

Definition 4.2. (1) An H ∈ L2(P) admits a FS decomposition if H can be written as

H = H0 +

ˆ T

0
ϑHt dSt + LH

T ,

where H0 ∈ R, ϑH ∈ Σadm
S (P) and LH ∈M0

2(P) is P-orthogonal to S
m.

(2) The integrand ϑH is called the local risk-minimizing strategy of H.

Remark 4.3. In our context, S satisfies the structure condition and the mean-variance

trade-off process K̂ of S in the sense of [34, p.553] is

K̂t =
γ2S

‖(σ, ν)‖ t,

which is uniformly bounded in (ω, t) ∈ Ω×[0, T ]. Hence, it is known that any H ∈ L2(P)
admits a unique FS decomposition (see [26, Theorem 3.4]).

We continue with the notion of the minimal martingale measure.



12 NGUYEN TRAN THUAN

Definition 4.4 ([33], Section 2). Let E(U) ∈ CL([0, T ]) be the stochastic exponential
of U , i.e. dE(U) = E(U)−dU with E(U)0 = 1, where

U = − γS
‖(σ, ν)‖

(
σW +

ˆ ·

0

ˆ
R0

(ex − 1)Ñ(ds, dx)

)
. (4.4)

If E(U) > 0, then the probability measure P∗ defined by

dP∗ := E(U)TdP

is called the minimal martingale measure for S.

Since U given in (4.4) is a Lévy process and belongs toM0
2(P), it is known that E(U)

is also an L2(P)-martingale (see, e.g., [29, Ch.V, Theorem 67] or [11, Lemma 1]).
We now give a condition imposed on the characteristics of X such that P∗ exists. Let

(U |P) ∼ (γU , σU , νU ) and denote

αU (x) := −γS(e
x − 1)

‖(σ, ν)‖ , x ∈ R.

Then, it follows from (4.4) that

γU = −
ˆ
|αU (x)|>1

αU (x)ν(dx), σU =
|γS |σ
‖(σ, ν)‖ , νU = ν ◦ α−1

U . (4.5)

Since

E(U) > 0⇔ ΔU > −1⇔ νU ((−∞,−1]) = 0⇐ γS(e
x − 1) < ‖(σ, ν)‖, ∀x ∈ supp ν,

the following assumption ensures the existence of P∗:

Assumption 4.5. γS(e
x − 1) < ‖(σ, ν)‖ for all x ∈ supp ν.

Remark that a sufficient condition for Assumption 4.5 is

0 � γS � −‖(σ, ν)‖.

Assume that Assumption 4.5 holds true. Then, by an application of Girsanov’s
theorem (see, e.g., [9, Propositions 2 and 3]), X is also a Lévy process under P∗ with
(X|P∗) ∼ (γ∗, σ∗, ν∗), where

γ∗ = γ − γS
‖(σ, ν)‖

(
σ +

ˆ
|x|�1

x(ex − 1)ν(dx)

)
,

σ∗ = σ and ν∗(dx) =

(
1− γS(e

x − 1)

‖(σ, ν)‖

)
ν(dx). (4.6)

Moreover, if W ∗ and Ñ∗ are the standard Brownian motion and the compensated Pois-
son random measure of X under P∗, then

W ∗
t =Wt +

γSσ

‖(σ, ν)‖ t, (4.7)

Ñ∗(dt, dx) = Ñ(dt, dx) +
γS

‖(σ, ν)‖(e
x − 1)ν(dx)dt. (4.8)

In the sequel, let E∗ (resp. E∗
G) denote the expectation (resp. conditional expectation

given a σ-algebra G ⊆ F) with respect to P∗.
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4.2. Proof of Theorem 1.1. Let f(x) := g(ex) and F ∗(t, x) := E∗f(x+XT−t) so that
G∗(t, ex) = F ∗(t, x) for (t, x) ∈ [0, T ]× R. We define

ΔJG
∗(t, x) := G∗(t, exSt−)−G∗(t, St−), (t, x) ∈ [0, T ]× R.

(1) We present here a direct proof for this assertion, an alternative argument for more
general settings can be found in [6, Proof of Theorem 4.3]. By assumption, f(XT ) =
g(ST ) ∈ L2(P

∗) and E∗|f(x + Xt)| = E∗|g(exSt)| < ∞ for any (t, x) ∈ [0, T ] × R, we
apply Proposition 1.2 to obtain

K∗ = E∗g(ST ) +
ˆ ·

0
σSt−∂yG

∗(t, St−)dW
∗
t +

ˆ ·

0

ˆ
R0

ΔJG
∗(t, x)Ñ∗(dt, dx), (4.9)

whereK∗ = (K∗
t )t∈[0,T ] is the càdlàg version of the L2(P

∗)-martingale (E∗
Ft
[g(ST )])t∈[0,T ],

and where W ∗ and Ñ∗ are introduced in (4.7) and (4.8). Then, it holds that E(U)K∗

is a martingale under P. Since the P-martingale U given in (4.4) satisfies that

‖〈U,U〉T ‖L∞(P) =
γ2ST

‖(σ, ν)‖2
(
σ2 +

ˆ
R

(ex − 1)2ν(dx)

)
<∞,

it implies that E(U) is regular and satisfies (R2) in the sense of [7, Proposition 3.7]. Since
K∗

T = g(ST ) ∈ L2(P) by assumption, we apply [7, Theorem 4.9((i)⇔(ii))] to obtain

E[K∗,K∗]T <∞.

Combining this with (4.9) yields

E

ˆ T

0
σ2|St−∂yG∗(t, St−)|2dt+ E

ˆ T

0

ˆ
R0

|ΔJG
∗(t, x)|2N(dt, dx) = E[K∗,K∗]T <∞.

Since dtν(dx) is the predictable P-compensator of N(dt, dx), it implies that

E

ˆ T

0
σ2|St−∂yG∗(t, St−)|2dt+ E

ˆ T

0

ˆ
R

|ΔJG
∗(t, x)|2ν(dx)dt <∞. (4.10)

Using Cauchy–Schwarz’s inequality yields

E

ˆ T

0
σ2S2

t−|∂yG∗(t, St−)|dt+ E

ˆ T

0

ˆ
R

|ΔJG
∗(t, x)St−(e

x − 1)|ν(dx)dt

�

√
E

ˆ T

0
S2
t−dt

√
E

ˆ T

0
|σ2St−∂yG∗(t, St−)|2dt

+

√ˆ
R

(ex − 1)2ν(dx)

√
E

ˆ T

0
S2
t−dt

√
E

ˆ T

0

ˆ
R

|ΔJG∗(t, x)|2ν(dx)dt

<∞. (4.11)

On the other hand, the FS decomposition of H = g(ST ) is

g(ST ) = H0 +

ˆ T

0
ϑHt dSt + LH

T (4.12)

where H0 ∈ R, ϑH ∈ Σadm
S (P) and LH ∈ M0

2(P) is P-orthogonal to the martingale
component Sm of S. According to [34, Eq. (3.10)], it holds that LH is a local P∗-
martingale. We remark that

´ ·
0 ϑ

H
t dSt is also a local P∗-martingale. Using Cauchy–

Schwarz’s inequality and (4.3), we obtain

E∗
√

[LH , LH ]T � ‖E(U)T ‖L2(P)

√
E[LH , LH ]T <∞,
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E∗

√ˆ T

0
|ϑHt |2d[S, S]t � ‖E(U)T ‖L2(P)

√
E

ˆ T

0
|ϑHt |2d[S, S]t <∞.

Hence, the Burkholder–Davis–Gundy inequality verifies that both LH and
´ ·
0 ϑ

H
t dSt are

P∗-martingales. Combining (4.9) with (4.12), we derive H0 = E∗g(ST ) andˆ ·

0
ϑHt dSt + LH =

ˆ ·

0
σSt−∂yG

∗(t, St−)dW
∗
t +

ˆ ·

0

ˆ
R0

ΔJG
∗(t, x)Ñ∗(dt, dx). (4.13)

Recall that the martingale part of S is Sm =
´ ·
0 σSt−dWt+

´ ·
0

´
R0
St−(ex− 1)Ñ(dt, dx).

Since 〈LH , Sm〉P = 0 by the definition of the FS decomposition, we take the predictable
quadratic covariation on both sides of (4.13) with Sm under P and notice that the
integrability condition (4.11) holds to obtain

‖(σ, ν)‖
ˆ ·

0
ϑHt S

2
t−dt =

ˆ ·

0
σ2S2

t−∂yG
∗(t, St−)dt+

ˆ ·

0

ˆ
R

ΔJG
∗(t, x)St−(e

x − 1)ν(dx)dt,

which yields (1.2) as desired.

(2) It follows from Cauchy–Schwarz’s inequality and (4.10) that

E∗
ˆ T

0
|σ2St−∂yG∗(t, St−)|dt+ E∗

ˆ T

0

ˆ
R

|ΔJG
∗(t, x)(ex − 1)|ν(dx)dt

�
√
T‖E(U)T ‖L2(P)

√
E

ˆ T

0
|σ2St−∂yG∗(t, St−)|2dt

+ ‖E(U)T ‖L2(P)

√
T

ˆ
R

(ex − 1)2ν(dx)

√
E

ˆ T

0

ˆ
R

|ΔJG∗(t, x)|2ν(dx)dt

<∞. (4.14)

By assumption, it is clear that (G∗(t, exSt)−G∗(t, St))t∈[0,T ] is a P∗-martingale for each
x ∈ R. In the case σ > 0, due to g(ST ) ∈ L2(P

∗) and Lemma 3.1, (St∂yG
∗(t, St))t∈[0,T )

is also a P∗-martingale. Hence, the function

[0, T ) � t �→ E∗|σ2St∂yG∗(t, St)|+ E∗
ˆ
R

|G∗(t, exSt)−G∗(t, St)||ex − 1|ν(dx)

is non-decreasing by the martingale property. In addition, noticing that St− = St a.s.
for each t ∈ [0, T ], we infer from (4.14) and Fubini’s theorem that

E∗|σ2St∂yG∗(t, St)|+ E∗
ˆ
R

|G∗(t, exSt)−G∗(t, St)||ex − 1|ν(dx) <∞

for all t ∈ [0, T ). Therefore,(
1

‖(σ, ν)‖

(
σ2St∂yG

∗(t, St) +
ˆ
R

(G∗(t, exSt)−G∗(t, St))(e
x − 1)ν(dx)

))
t∈[0,T )

is a P∗-martingale for which one can find a càdlàg modification, denoted by ϕg. Then,
the process ϑ̃g defined by

ϑ̃g :=
ϕg

S
(4.15)

satisfies the desired requirements. �
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Remark 4.6. Let ϑ̃ ∈ CL([0, T )) be such that ϑ̃ = ϑ̃g for P⊗ λ-a.e. (ω, t) ∈ Ω× [0, T ),

where ϑ̃g given in (4.15). Then, P(ϑ̃t = ϑ̃gt , ∀t ∈ [0, T )) = 1 due to the càdlàg property.

Hence, ϑ̃− is also a LRM strategy of H = g(ST ), and it holds that, for any t ∈ [0, T ),

ϑ̃t =
1

‖(σ, ν)‖

(
σ2St∂yG

∗(t, St) +
ˆ
R

(G∗(t, exSt)−G∗(t, St))(e
x − 1)ν(dx)

)
a.s.

5. Discrete-time hedging in weighted bounded mean oscillation spaces

This section is a continuation of the work in [37] for the exponential Lévy models.
First, we use the approximation scheme for stochastic integrals introduced in [37] and
investigate the resulting error in weighted BMO spaces. Consequently, the Lp-estimates
(p ∈ (2,∞)) for the error are provided. Secondly, to illustrate the obtained results,
we consider the stochastic integral term in the FS decomposition of a European type
option. This integral can be interpreted as the hedgeable part of the option. Notice
that we do not assume the (local) martingale property under the reference measure for
the underlying price process.

5.1. Weighted bounded mean oscillation (BMO) spaces. Let S([0, T ]) denote
the family of all stopping times ρ : Ω→ [0, T ], and set inf ∅ :=∞.

Definition 5.1 ([14, 15]). Let p ∈ (0,∞).

(1) For Φ ∈ CL+([0, T ]), we denote by BMOΦ
p (P) the space of all Y ∈ CL0([0, T ]) with

‖Y ‖BMOΦ
p (P)

<∞, where

‖Y ‖BMOΦ
p (P)

:= inf
{
c � 0 : EFρ[|YT − Yρ−|p] � cpΦp

ρ a.s., ∀ρ ∈ S([0, T ])
}
.

(2) (Weight regularity) Let SMp(P) be the space of all Φ ∈ CL+([0, T ]) with ‖Φ‖SMp(P) <
∞, where

‖Φ‖SMp(P) := inf
{
c � 0 : EFa

[
supt∈[a,T ]Φ

p
t

]
� cpΦp

a a.s., ∀a ∈ [0, T ]
}
.

The theory of non-weighted BMO-martingales (i.e. when Φ ≡ 1 and Y is a martin-
gale) can be found in [29, Ch.IV]. One remarks that the weighted BMO spaces above
were introduced in [14] for general càdlàg processes which are not necessarily martin-
gales.

Definition 5.2 ([14]). For s ∈ (1,∞), we denote byRHs(P) the family of all probability
measures Q equivalent to P such that dQ/dP =: U ∈ Ls(P) and there exists a constant
c(5.1) > 0 such that U satisfies the following reverse Hölder inequality

EFρ[U
s] � cs(5.1)|EFρ[U ] |s a.s., ∀ρ ∈ S([0, T ]). (5.1)

We refer the reader to [14, 15] for further properties of those quantities. Proposi-
tion 5.3 below recalls some features of weighted BMO which are crucial for our appli-
cations, and their proofs can be found in [15, Proposition A.6] and [37, Proposition
2.5].

Proposition 5.3 ([15, 37]). Let p ∈ (0,∞).

(1) There is a constant c1 = c(p) > 0 such that ‖ · ‖Lp(P) � c1‖Φ‖Lp(P)‖ · ‖BMOΦ
p (P)

.

(2) If Φ ∈ SMp(P), then for any r ∈ (0, p] there is a constant c2 = c2(r, p, ‖Φ‖SMp(P)) >
0 such that ‖ · ‖BMOΦ

p (P)
∼c2 ‖ · ‖BMOΦ

r (P)
.

(3) If Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SMp(Q), then there exists a constant
c3 = c(s, p) > 0 such that ‖ · ‖BMOΦ

p (Q) � c3‖ · ‖BMOΦ
p (P)

.
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Remark 5.4. The benefit of Proposition 5.3(2) is as follows: If p ∈ [2,∞) (this is usually
the case in applications), then one can choose r = 2 so that ‖·‖BMOΦ

p (P)
∼c2 ‖·‖BMOΦ

2 (P)
,

and then we can still exploit some similar techniques as in the L2(P)-theory to deal with
‖ · ‖BMOΦ

2 (P)
. Combining this observation with Proposition 5.3(1) yields the following

estimate provided that Φ ∈ SMp(P), p ∈ [2,∞),

‖ · ‖Lp(P) � c1c2‖Φ‖Lp(P)‖ · ‖BMOΦ
2 (P)

. (5.2)

Proposition 5.3(3) gives a change of the underlying measure which might be of interest
for further applications in mathematical finance.

5.2. Jump adjusted approximation. Let us recall from [37] the approximation scheme
with the jump adjusted method. Roughly speaking, this method is constructed by
adding suitable correction terms to the classical Riemann sum of the stochastic integral
as soon as relatively large jumps of the driving process occur.

Time-nets. Let Tdet denote the family of all deterministic time-nets τ = (ti)
n
i=0, 0 =

t0 < t1 < · · · < tn = T , n � 1. The mesh size of τ = (ti)
n
i=0 ∈ Tdet associated with a

parameter θ ∈ (0, 1] is defined by

‖τ‖θ := max
i=1,...,n

ti − ti−1

(T − ti−1)1−θ
.

Let τn ∈ Tdet with #τn = n + 1. By a short calculation we can find that ‖τn‖θ � T θ

n .
Minimizing ‖τn‖θ over τn ∈ Tdet with #τ = n + 1 leads us to the following adapted
time-nets, which were exploited in [11, 13, 14, 15, 37]: For θ ∈ (0, 1] and n � 1, the
adapted time-net τ θn = (tθi,n)

n
i=0 is defined by

tθi,n := T
(
1− θ

√
1− i/n

)
, i = 1, . . . , n. (5.3)

Then, a calculation gives

T θ

n
� ‖τ θn‖θ �

T θ

θn
, n � 1.

Jump adjusted approximation scheme. Let S = eX be the exponential Lévy process and

assume Setting 4.1. Let ϑ̃ ∈ CL([0, T )) be such that E
´ T
0 ϑ̃2t−S

2
t−dt <∞ (the tilde sign

here indicates the càdlàg property of the process (ϑ̃t)t∈[0,T )). For τ = (ti)
n
i=0 ∈ Tdet, the

Riemann approximation ARm(ϑ̃, τ) of
´ T
0 ϑ̃t−dSt is defined by

ARm
t (ϑ̃, τ) :=

n∑
i=1

ϑ̃ti−1−(Sti∧t − Sti−1∧t), t ∈ [0, T ].

Before proceeding to the jump adjusted approximation, we need the following stop-
ping times which capture the relative large jumps of S: For ε > 0 and κ � 0, we define
the family of stopping times ρ(ε, κ) = (ρi(ε, κ))i�0 by setting ρ0(ε, κ) := 0 and

ρi(ε, κ) := inf{T � t > ρi−1(ε, κ) : |ΔSt| > ε(T − t)κSt−} ∧ T, i � 1.

By specializing κ = 0, the parameter ε can be regarded as the jump size threshold.
When κ > 0, this threshold shrinks as t ↑ T , and thus the parameter κ indices the jump
size decay rate. The reason for using the decay function ε(T − t)κ is to compensate the
growth of integrands.

Definition 5.5. Let ε > 0, κ ∈ [0, 12) and τ = (ti)
n
i=0 ∈ Tdet.
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(1) Let τ"ρ(ε, κ) denote the combined time-net constructed by combining τ with ρ(ε, κ)
and re-ordering their time-knots.

(2) For t ∈ [0, T ], we define

ϑ̃(τ)t :=

n∑
i=1

ϑ̃ti−1−�(ti−1,ti](t),

Aadj
t (ϑ̃, τ |ε, κ) := ARm

t (ϑ̃, τ) +
∑

ρi(ε,κ)∈[0,t]∩[0,T )

(
ϑ̃ρi(ε,κ)− − ϑ̃(τ)ρi(ε,κ)

)
ΔSρi(ε,κ),

Eadj
t (ϑ̃, τ |ε, κ) :=

ˆ t

0
ϑ̃u−dSu −Aadj

t (ϑ̃, τ |ε, κ).

Denote

N (ε, κ) := inf{i � 1 : ρi(ε, κ) = T}.
We apply [37, Proposition 5.3] (with α = 2) to conclude that N (ε, κ) <∞ a.s. for any

ε > 0 and κ ∈ [0, 12). Hence, the sum in the definition of Aadj(ϑ̃, τ |ε, κ) is a finite sum a.s.

By adjusting this sum on a set of probability zero, we may assume that Aadj(ϑ̃, τ |ε, κ),
and hence, Eadj(ϑ̃, τ |ε, κ), belong to CL0([0, T ]).

5.3. Discrete-time approximation in weighted BMO: A general result. Let us
introduce the main assumption to obtain the approximation results.

Assumption 5.6. Let S = eX with (X|P) ∼ (γ, σ, ν). Let ϑ̃ ∈ CL([0, T )) and θ ∈ (0, 1].
Assume that

(i)
´
|x|>1 e

2xν(dx) <∞.

(ii) Δϑ̃t = 0 a.s. for each t ∈ [0, T ).
(iii) There exists a random measure Υ: Ω×B((0, T ))→ [0,∞] such that Υ(ω, (0, t]) <

∞ for all (ω, t) ∈ Ω× (0, T ), and such that for any 0 � a < b < T ,

EFa

[ˆ
(a,b]

|ϑ̃t − ϑ̃a|2S2
t dt

]
� c2(5.4)EFa

[ˆ
(a,b]

(b− t)Υ(·, dt)
]

a.s. (5.4)

(iv) There is an a.s. non-decreasing process Θ ∈ CL+([0, T ]) such that
(1) (Growth condition) One has

|ϑ̃a| � c(5.5)(T − a)
θ−1
2 Θa a.s., ∀a ∈ [0, T ). (5.5)

(2) (Curvature condition) One has

EFa

[ˆ
(a,T )

(T − t)1−θΥ(·, dt)
]
� c2(5.6)Φ

2
a a.s., ∀a ∈ [0, T ), (5.6)

where

Φ := ΘS. (5.7)

Here, c(5.4), c(5.5), c(5.6) are positive constants independent of a, b.

Condition (i) is equivalent to the square integrability of S. Condition (ii) means that

the integrand ϑ̃ has no fixed-time discontinuity, and this property is satisfied in various
contexts. Conditions (iii)–(iv) are adapted from [37, Assumption 3.3], and the random
measure Υ above describes some kind of curvature of the stochastic integral. Several
specifications of Υ are provided in [15] (for the Brownian setting and the Lévy setting)
and in [37] (for the exponential Lévy setting).
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Theorem 5.7. Let Assumption 5.6 hold for some ϑ̃ ∈ CL([0, T )) and for some θ ∈
(0, 1]. For Φ given in (5.7), we define Φ ∈ CL+([0, T ]) by setting

Φt := Φt + supu∈[0,t] |ΔΦu|, t ∈ [0, T ].

Assume that Φ ∈ SM2(P). Then, the following assertions hold:

(1) If
´
|x|�1 |x|rν(dx) < ∞ for some r ∈ [1, 2], then there is a constant c(5.8) > 0 such

that for all τ ∈ Tdet, ε > 0,∥∥∥Eadj
(
ϑ̃, τ

∣∣∣ ε, 1−θ
2

)∥∥∥
BMOΦ

2 (P)
� c(5.8)max

{
ε1−r

√
‖τ‖θ,

√
‖τ‖θ, ε

}
. (5.8)

Consequently, choosing the adapted time-net τ θn and ε = n−
1
2r in (5.8) we obtain

sup
n�1

n
1
2r

∥∥∥Eadj
(
ϑ̃, τ θn

∣∣∣n− 1
2r , 1−θ

2

)∥∥∥
BMOΦ

2 (P)
<∞. (5.9)

(2) If supr>0

∣∣ ´
|ex−1|>r(e

x−1)ν(dx)
∣∣ <∞, then there is a constant c(5.10) > 0 such that

for all τ ∈ Tdet, ε > 0,∥∥∥Eadj
(
ϑ̃, τ

∣∣∣ ε, 1−θ
2

)∥∥∥
BMOΦ

2 (P)
� c(5.10)max

{√
‖τ‖θ, ε

}
. (5.10)

Consequently, choosing the adapted time-net τ θn and ε = n−
1
2 in (5.10) we obtain

sup
n�1

n
1
2

∥∥∥Eadj
(
ϑ̃, τ θn

∣∣∣n− 1
2 , 1−θ

2

)∥∥∥
BMOΦ

2 (P)
<∞. (5.11)

(3) If in addition Φ ∈ SMp(P) for some p ∈ (2,∞), then the conclusions of items (1),

(2) hold for the Lp(P)-norm in place of the BMOΦ
2 (P)-norm.

(4) If in addition Q ∈ RHs(P) for some s ∈ (1,∞) and Φ ∈ SM2(Q), then the conclu-

sions of items (1), (2) hold for the BMOΦ
2 (Q)-norm in place of the BMOΦ

2 (P)-norm.

Proof. By Subsection 2.4, one has dSt = St−dZt, where Z is a square integrable Lévy
process with the Lévy measure νZ = ν ◦h−1, where h(x) := ex− 1. Moreover, it is clear
that

´
|x|�1 |x|rν(dx) <∞⇔

´
|z|�1 |z|rνZ(dz) <∞. Then, we apply [37, Theorem 3.10]

to obtain items (1) and (2). Items (3), (4) are due to Proposition 5.3 and Lemma A.2.
�

Remark 5.8. The parameter n in front of the BMOΦ
2 (P)-norm in (5.9) and (5.11) can be

regarded as the L2(P)-norm of the cardinality of the combined time-net τ θn"ρ(n−
1
2r , 1−θ

2 )

and τ θn " ρ(n−
1
2 , 1−θ

2 ) respectively. This assertion is derived from [37, Proposition 3.13]
(with Q = P, and q = 2, r =∞).

5.4. Hölder spaces and α-stable-like processes. We first define some classes of
Hölder continuous functions and bounded Borel functions, where the payoff functions
are contained in.

Definition 5.9. Let U ⊆ R be a non-empty open interval.

(1) For η ∈ [0, 1], we let C0,η(U) denote the space of all Borel functions f : U → R with
|f |C0,η(U) <∞, where

|f |C0,η(U) := inf{c � 0 : |f(x)− f(y)| � c|x− y|η, ∀x, y ∈ U, x �= y}.
(2) For q ∈ [1,∞], we define

W̊ 1,q(U) :=

{
f : U → R : ∃k ∈ Lq(U), f(y)− f(x) =

ˆ y

x
k(u)du, ∀x, y ∈ U, x < y

}
,

and let |f |W̊ 1,q(U) := ‖k‖Lq(U).



EXPLICIT FÖLLMER–SCHWEIZER DECOMPOSITION 19

It is obvious that C0,η(U) is the space of all η-Hölder continuous functions on U for
η ∈ (0, 1], and C0,0(U) consists of all bounded and Borel functions on U . For η ∈ [0, 1],
Hölder’s inequality implies that

W̊
1, 1

1−η (U) ⊆ C0,η(U) with |f |C0,η(U) � |f |
W̊

1, 1
1−η (U)

, ∀f ∈ W̊ 1, 1
1−η (U).

In particular, W̊ 1,∞(U) = C0,1(U), which is the space of Lipschitz functions on U .
We next introduce some classes of α-stable-like Lévy measures.

Definition 5.10. Let ν be a Lévy measure and α ∈ (0, 2).

(1) We let ν ∈ S1(α) if one can decompose ν = ν1 + ν2, where ν1, ν2 are Lévy measures
and satisfy that

lim sup
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν2(dx) <∞, (5.12)

ν1(dx) =
k(x)

|x|α+1
�{x �=0}dx, (5.13)

where 0 < lim infx→0 k(x) � lim supx→0 k(x) < ∞, and the function x �→ k(x)
|x|α is

non-decreasing on (−∞, 0) and non-increasing on (0,∞).
(2) We let ν ∈ S2(α) if

0 < lim inf
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν(dx) � lim sup
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν(dx) <∞.

(5.14)

In fact, S1(α) ⊆ S2(α) for α ∈ (0, 2), and moreover, the inclusion is strict. This
assertion and some further properties of S1(α), S2(α) are given in Lemma A.1.

Example 5.11. Let us provide some examples for those classes of Hölder functions and
of α-stable-like processes used in financial modelling.

(1) The European call and put are Lipschitz, hence they belong to W̊ 1,∞(R+).
The power call g(y) := ((y−K)∨0)η with K > 0 and η ∈ (0, 1) belongs to C0,η(R+),

but g /∈ W̊ 1,q(R+) for any q ∈ (1,∞). However, we can decompose g = g1 + g2,

where g1 := ((y −K) ∨ 0)η ∧ 1 and g2 := g − g1, so that g1 ∈ ∩1�q< 1
1−η

W̊ 1,q(R+)

and g2 is Lipschitz. By the linearity, the LRM strategy of g is the sum of the LRM
strategies corresponding to g1 and g2.
The binary option g(y) := �[K,∞)(y) belongs to C

0,0(R+) obviously.

(2) The CGMY process with parameters C,G,M > 0 and Y ∈ (0, 2) (see [32, Section
5.3.9]) has the Lévy measure

νCGMY(dx) = C
eGx

�{x<0} + e−Mx
�{x>0}

|x|1+Y
�{x �=0}dx

which belongs to S1(Y ) due to Lemma A.1(3).
The Normal Inverse Gaussian (NIG) process (see [32, Section 5.3.8]) has the Lévy
density pNIG(x) := νNIG(dx)/dx that satisfies

0 < lim inf |x|→0 x
2pNIG(x) � lim sup|x|→0 x

2pNIG(x) <∞.

Hence, Lemma A.1(3) verifies that νNIG ∈ S1(1).



20 NGUYEN TRAN THUAN

5.5. Discretisation of LRM strategies. Let X be a Lévy process with (X|P) ∼
(γ, σ, ν) and S = eX . In this subsection, we apply results of Subsection 5.3, and the
stochastic integral being approximated is the integral term in the FS decomposition of
g(ST ). Moreover, we choose the càdlàg version ϑ̃g of the LRM strategy as mentioned
in Theorem 1.1(2) so that the integral we are going to approximate is of the formˆ T

0
ϑ̃gt−dSt.

Under the assumptions of Theorem 1.1, it follows from Remark 4.6 that, for t ∈ [0, T ),

ϑ̃gt =
1

‖(σ, ν)‖

(
σ2∂yG

∗(t, St) +
ˆ
R

G∗(t, exSt)−G∗(t, St)
St

(ex − 1)ν(dx)

)
a.s. (5.15)

For η ∈ [0, 1] and t ∈ [0, T ], we define

Θ(η)t := supu∈[0,t](S
η−1
u ), Φ(η)t := Θ(η)tSt,

Φ(η)t := Φ(η)t + supu∈[0,t] |ΔΦ(η)u|.
The results about approximation are given in items (4)–(6) of Theorem 5.12 below.

In fact, the LRM strategy ϑ̃g− is quite difficult to investigate directly under the original
measure P but it fits well the main assumption Assumption 5.6 under the minimal
martingale measure P∗. Therefore, our idea is to switch between the original measure
P and the minimal martingale measure P∗ and use the fact that weighted BMO-norms
allow a change of measure as given in Proposition 5.3(3). Moreover, regarding the drift
coefficient γS given in (4.1), we now focus on the case γS �= 0 since the case γS = 0,
which corresponds to the martingale setting, was investigated in [37, Section 4].

Theorem 5.12. Assume Setting 4.1, Assumption 4.5, γS �= 0 and
´
|x|>1 e

3xν(dx) <∞.

Let g ∈ C0,η(R+) with η ∈ [0, 1]. Then, the following assertions hold:

(1) Both Φ(η) and Φ(η) belong to SM3(P) ∩ SM2(P
∗).

(2) P∗ ∈ RH3(P) and ‖ · ‖
BMO

Φ(η)
2 (P∗)

� c‖ · ‖
BMO

Φ(η)
2 (P)

for some constant c > 0.

(3) Set M := ϑ̃gS. Then, Assumption 5.6 is satisfied under P∗ for the selection

ϑ̃ = ϑ̃g, Υ(·, dt) = d〈M,M〉P∗
t +M2

t dt, Θ = Θ(η), Φ = Φ(η),

and for the parameter θ provided in Table 1.

(4) With the adapted time-nets τ θn given in (5.3), one has

sup
n�1

n
1
2r

∥∥∥Eadj
(
ϑ̃g, τ θn

∣∣∣n− 1
2r , 1−θ

2

)∥∥∥
BMO

Φ(η)
2 (P∗)

<∞, (5.16)

where the parameters r and θ are provided in Table 1.

(5) Let s ∈ (1,∞), and assume in addition when ‖(σ,ν)‖
γS

∈ [−1,∞) that
´
|x|>1 e

(1−s)xν(dx) <

∞. Then, P ∈ RHs(P
∗) and

‖ · ‖
BMO

Φ(η)
2 (P∗)

∼c ‖ · ‖
BMO

Φ(η)
2 (P)

for some constant c � 1, and hence

sup
n�1

n
1
2r

∥∥∥Eadj
(
ϑ̃g, τ θn

∣∣∣n− 1
2r , 1−θ

2

)∥∥∥
BMO

Φ(η)
2 (P)

<∞, (5.17)

where the parameters r and θ are provided in Table 1. Moreover, (5.17) holds true

for the L3(P)-norm in place of the BMO
Φ(η)
2 (P)-norm.
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(6) If in addition
´
|x|>1 e

pxν(dx) <∞ for some p ∈ (3,∞), then (5.16) (resp. (5.17)) is

satisfied for the Lp−1(P
∗)-norm (resp. Lp(P)-norm) in place of the BMO

Φ(η)
2 (P∗)-

norm (resp. BMO
Φ(η)
2 (P)-norm).

Table 1: Values of parameters r and θ

σ and η Small jump condition Regularity of g Conclusions for r and θ

C1
σ > 0
η ∈ (0, 1]

´
|x|�1 |x|αν(dx) <∞
for some α ∈ [1, 2]

g ∈ C0,η(R+)
∀r ∈ [α, 2]
∀θ ∈ (0, η) if η ∈ (0, 1)
θ = 1 if η = 1

C2
σ = 0
η ∈ [0, 1]

´
|x|�1 |x|αν(dx) <∞
for some α ∈ [1, η + 1]

g ∈ C0,η(R+)
∀r ∈ [α, 2]
θ = 1

C3
σ = 0
η ∈ [0, 1)

ν ∈ S1(α)
for some α ∈ [1 + η, 2)

g ∈ C0,η(R+)
∀r ∈ (α, 2]

∀θ ∈
(
0, 2(1+η)

α − 1
)

C4
σ = 0
η ∈ [0, 1)

ν ∈ S2(α)
for some α ∈ [1 + η, 2)

g ∈ W̊ 1, 1
1−η (R+)

∀r ∈ (α, 2]

∀θ ∈
(
0, 2(1+η)

α − 1
)

Remark 5.13. (1) Let us comment on the parameters r and θ in Table 1. First, since
we use the adapted time-net τ θn which leads to better estimates (see (5.9)), it follows
that the parameter r only depends on the behavior of ν around zero. Moreover, the
smaller r is, the better approximation accuracy one achieves. The parameter θ is
the outcome of the interplay between the behavior of ν around zero and the Hölder
regularity of the payoff function.

(2) Since X is a Lévy process under both measures P and P∗, we apply [37, Proposition

5.3] (with α = 2 and κ = 1−θ
2 , ε = n−

1
2r ) to conclude that the parameter n in

front of the BMO
Φ(η)
2 (P∗)-norm in (5.16) can be regarded as the L2(P)-norm and

the L2(P
∗)-norm of the cardinality of the combine time-net τ θn " ρ(n−

1
2r , 1−θ

2 ). The

parameter n in front of the BMO
Φ(η)
2 (P)-norm in (5.17) can be interpreted in a

similar manner.

For the proof of Theorem 5.12, we need the following lemmas where we recall ν∗(dx) =(
1− γS

‖(σ,ν)‖(e
x − 1)

)
ν(dx) from (4.6) and the classes S1(α), S2(α) from Definition 5.10.

Lemma 5.14. Under Assumption 4.5, the following assertions hold:

(1) For β ∈ [0, 2], one has
´
|x|�1 |x|βν(dx) <∞⇔

´
|x|�1 |x|βν∗(dx) <∞.

(2) Assume γS �= 0. Then, for r ∈ [1,∞) one has

EerXt <∞, ∀t > 0⇔
ˆ
|x|>1

erxν(dx) <∞

⇔
ˆ
|x|>1

e(r−1)xν∗(dx) <∞⇔ E∗e(r−1)Xt <∞, ∀t > 0.

Proof. Item (1) is clear from the relation between ν and ν∗. A short computation and
[31, Theorem 25.3] imply item (2). �

Lemma 5.15. Assume Assumption 4.5 and
´
|x|>1 e

xν(dx) <∞. If ν ∈ Si(α) for some

α ∈ (0, 2), then ν∗ ∈ Si(α) for i = 1, 2.
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Proof. We first prove the assertion for i = 1. Assume that S1(α) � ν = ν1 + ν2,
where ν1, ν2 are Lévy measures satisfying (5.13) and (5.12) respectively. Observe that
supp νi ⊆ supp ν for i = 1, 2. We define

ν∗1(dx) :=

⎧⎨⎩
((

1− γS
‖(σ,ν)‖(e

x − 1)
)
�{x<0} + �{x>0}

)
ν1(dx) if γS

‖(σ,ν)‖ � 0((
1− γS

‖(σ,ν)‖(e
x − 1)

)
�{x>0} + �{x<0}

)
ν1(dx) if γS

‖(σ,ν)‖ > 0,

and set

ν∗2(dx) := ν∗(dx)− ν∗1(dx)

=

⎧⎨⎩−
γS

‖(σ,ν)‖(e
x − 1)�{x>0}ν1(dx) +

(
1− γS

‖(σ,ν)‖(e
x − 1)

)
ν2(dx) if γS

‖(σ,ν)‖ � 0

γS
‖(σ,ν)‖(1− ex)�{x<0}ν1(dx) +

(
1− γS

‖(σ,ν)‖(e
x − 1)

)
ν2(dx) if γS

‖(σ,ν)‖ > 0.

It is clear that ν∗1 and ν∗2 are Lévy measures. Moreover, a short calculation shows that
ν∗1 and ν∗2 satisfy (5.13) and (5.12) respectively, which verifies ν∗ ∈ S1(α).

We now prove the statement for i = 2. Assume that ν ∈ S2(α). Let ε ∈ (0, 1) and

δ > 0 be such that |γS(ex−1)
‖(σ,ν)‖ | < ε for all |x| < δ. Then,

ˆ
R

(1− cos(ux))ν∗(dx) �
ˆ
|x|<δ

(1− cos(ux))

(
1− γS(e

x − 1)

‖(σ, ν)‖

)
ν(dx)

� (1− ε)

ˆ
|x|<δ

(1− cos(ux))ν(dx)

= (1− ε)

(ˆ
R

(1− cos(ux))ν(dx)−
ˆ
|x|�δ

(1− cos(ux))ν(dx)

)
.

Since supu∈R |
´
|x|�δ(1− cos(ux))ν(dx)| � 2ν(R\(−δ, δ)) <∞, it implies that

lim inf
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν∗(dx) � (1− ε) lim inf
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν(dx) > 0.

For the upper limit, one hasˆ
R

(1− cos(ux))ν∗(dx) � (1 + ε)

ˆ
|x|<δ

(1− cos(ux))ν(dx) +

ˆ
|x|�δ

(1− cos(ux))ν∗(dx)

= (1 + ε)

(ˆ
R

−
ˆ
|x|�δ

)
(1− cos(ux))ν(dx) +

ˆ
|x|�δ

(1− cos(ux))ν∗(dx),

and hence,

lim sup
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν∗(dx) � (1 + ε) lim sup
|u|→∞

1

|u|α
ˆ
R

(1− cos(ux))ν(dx) <∞.

Combining those arguments, we get ν∗ ∈ S2(α). �

Proof of Theorem 5.12. Recall (X|P∗) ∼ (γ∗, σ∗, ν∗) from (4.6). Since the function g
in Table 1 has at most linear growth and

´
|x|>1 e

3xν(dx) < ∞, which is equivalent to´
|x|>1 e

2xν∗(dx) < ∞ by Lemma 5.14(2), the assumptions of Theorem 1.1 are satisfied

so that (5.15) is applicable.
(1) Combining Lemma 5.14(2) with Lemma A.3, we obtain that Φ(η) ∈ SM3(P) ∩

SM2(P
∗). Thanks to Lemma A.2, one has Φ(η) ∈ SM3(P) ∩ SM2(P

∗).
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(2) We recall E(U) from Definition 4.4 and notice that E(U) > 0 due to Assump-
tion 4.5. According to Subsection 2.4, there is a Lévy process V with (V |P) ∼ (γV , σV , νV )
such that E(U) = eV . Due to (4.5), by letting h(x) := ln(1 + x) for x > −1 one has

νV = νU ◦ h−1 = (ν ◦ α−1
U ) ◦ h−1 = ν ◦ (h ◦ αU )

−1. (5.18)

Since h(αU (x)) = ln
(
1− γS(e

x−1)
‖(σ,ν)‖

)
for x ∈ supp ν, there exists an ε(5.19) > 0 such that

{x ∈ supp ν : |h(αU (x))| > 1} ⊆ R\(−ε(5.19), ε(5.19)). (5.19)

Then, the assumption
´
|x|>1 e

3xν(dx) <∞ implies that

ˆ
|x|>1

e3xνV (dx) =

ˆ
|h(αU (x))|>1

e3(h(αU (x)))ν(dx) �
ˆ
|x|�ε(5.19)

(
1− γS(e

x − 1)

‖(σ, ν)‖

)3

ν(dx) <∞,

Let (V |P) ∼ ψV . Since (e3Vt+tψV (−3i))t∈[0,T ] is a càdlàg martingale, it follows from the
optional stopping theorem that for any stopping time ρ : Ω→ [0, T ], a.s.,

EFρ

[
e3VT

]
= e−TψV (−3i)EFρ

[
e3VT+TψV (−3i)

]
= e−TψV (−3i)e3Vρ+ρψV (−3i)

� eT |ψV (−3i)|e3Vρ = eT |ψV (−3i)| ∣∣EFρ

[
eVT
]∣∣3 ,

where we use the martingale property of eV for the last equality. According to Defini-
tion 5.2 and Proposition 5.3(3), dP∗ = eVT dP ∈ RH3(P).

(3) In the notations of Assumption 5.6, let

ϑ̃ = ϑ̃g, Υ(·, dt) = d〈M,M〉P∗
t +M2

t dt, Θ = Θ(η), Φ = Φ(η).

We now verify the requirements of Assumption 5.6 under the measure P∗.
Item (i) is clear. For item (ii), Theorem 1.1(2) verifies that M = ϑ̃gS is a P∗-

martingale adapted to the augmented natural filtration of X, which is a quasi-left
continuous filtration (see [29, p.150]). This implies that ϑ̃gt−St− = ϑ̃gtSt a.s. for each

t ∈ [0, T ) (see [29, p.191]), and hence ϑ̃gt− = ϑ̃gt a.s. due to St− = St a.s.
For item (iii), we can prove (5.4) as in [37, Example 3.2] (with σ(x) = x), where the

square P∗-integrability of M can be inferred from (5.20).
For item (iv), it follows from the proof of [37, Theorem 4.6(3)] that for any a ∈ [0, T ),

a.s.,

E∗
Fa

[ˆ
(a,T )

(T − t)1−θΥ(·, dt)
]

�

⎧⎨⎩E∗
Fa

[
limt↑T M2

t +
´
(a,T )M

2
t dt
]

if θ = 1

E∗
Fa

[´
(a,T )

(
(1− θ)(T − t)−θ + (T − t)1−θ

)
M2

t dt
]

if θ ∈ (0, 1).

Hence, in order to verify (iv), thanks to Φ(η) ∈ SM2(P
∗), it suffices to show that there

is a constant c(5.20) > 0 which might depend on θ̂ but is independent of t such that

|ϑ̃gt | � c(5.20)(T − t)
θ̂−1
2 Θ(η)t a.s., ∀t ∈ [0, T ), (5.20)

where θ̂ is given according to the cases C1 and C2 of Table 1 as follows

θ̂ =

{
η in the case C1

1 in the case C2.

Regarding C3 and C4, it is sufficient to prove that (5.20) holds for any θ̂ ∈
(
0, 2(1+η)

α −1
)
.
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Indeed, we first let Q := P∗ and � := ν in (A.1) and then derive from (5.15) that

ϑ̃gt =
Γ P∗
ν (T − t, St)

‖(σ, ν)‖ a.s., ∀t ∈ [0, T ).

Case C1: Since σ∗ = σ > 0 and
´
|x|>1 e

2xν∗(dx) <∞, Proposition A.4(1) implies (5.20)

with θ̂ = η.
Case C2: Since

´
|x|�1 |x|η+1ν(dx) <∞, combining Lemma 5.14(1) with Proposition A.4(2)

we obtain (5.20) with θ̂ = 1.
Case C3: Due to Lemma 5.15, we have ν∗ ∈ S1(α). Let ε ∈ (0, 2−α] be arbitrary. Then
it follows from Lemma A.1(2) that

´
|x|�1 |x|α+εν(dx) <∞. We apply Proposition A.4(3)

and Remark A.5 with β = α+ ε to obtain that, for any t ∈ [0, T ), a.s.,

|ϑ̃gt | =
|Γ P∗

ν (T − t, St)|
‖(σ, ν)‖ � cε(T − t)

η+1
α

−1− ε
αSη−1

t � cε(T − t)
1
2

((
2(η+1)

α
−1− 2ε

α

)
−1

)
Θ(η)t,

where cε > 0 is some constant which might depend on ε. Since ε > 0 can be arbitrarily

small, the assertion (5.20) holds for any θ̂ ∈
(
0, 2(1+η)

α − 1
)
.

Case C4: Again, one has ν∗ ∈ S2(α) due to Lemma 5.15, and Lemma A.1(2) verifies´
|x|�1 |x|α+εν(dx) < ∞ for all ε ∈ (0, 2 − α]. By Proposition A.4(4) and Remark A.5

with β = α+ ε and by the same reason as in the case C3 above, we get (5.20).

(4) By the relation between the behavior of ν and of ν∗ around zero given in Lemma 5.14(1),
we use item (3) and apply (5.9) to obtain (5.16).

(5) Step 1. For νV given in (5.18), we first show that
´
|x|>1 e

(1−s)xνV (dx) < ∞.

Indeed,

ˆ
|x|>1

e(1−s)xνV (dx) =

ˆ
|h(αU (x))|>1

(
1− γS(e

x − 1)

‖(σ, ν)‖

)1−s

ν(dx)

�
ˆ
|x|�ε(5.19)

(
1− γS(e

x − 1)

‖(σ, ν)‖

)1−s

ν(dx) =: I(5.21). (5.21)

We consider three cases regarding ‖(σ,ν)‖
γS

as follows:

Case 1: ‖(σ,ν)‖
γS

> −1. We denote x0 := ln
(
1 + ‖(σ,ν)‖

γS

)
. Then, Assumption 4.5 verifies

that x0 /∈ supp ν, which means ν((x0 − ε0, x0 + ε0)) = 0 for some ε0 > 0. Moreover,

using the mean value theorem we infer that 1 − γS(e
x−1)

‖(σ,ν)‖ � |x − x0| |γS |
‖(σ,ν)‖e

x∧x0 for all

x ∈ supp ν. Hence,

I(5.21) =

ˆ
|x|�ε(5.19),|x−x0|�ε0

(
1− γS(e

x − 1)

‖(σ, ν)‖

)1−s

ν(dx),

� ε1−s
0

|γS |1−s

‖(σ, ν)‖1−s

ˆ
|x|�ε(5.19),|x−x0|�ε0

e(1−s)(x∧x0)ν(dx)

� ε1−s
0

|γS |1−s

‖(σ, ν)‖1−s

ˆ
|x|�ε(5.19)

e(1−s)(x∧x0)ν(dx) <∞,

where the finiteness is due to the assumption
´
|x|>1 e

(1−s)xν(dx) <∞.

Case 2: ‖(σ,ν)‖
γS

= −1. We have I(5.21) =
´
|x|�ε(5.19)

e(1−s)xν(dx) <∞.
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Case 3: ‖(σ,ν)‖
γS

< −1. In this case, one has γS < 0, which implies that infx∈R
(
1 −

γS(e
x−1)

‖(σ,ν)‖
)
= 1 + γS

‖(σ,ν)‖ > 0. Hence,

I(5.21) �
(
1 +

γS
‖(σ, ν)‖

)1−s ˆ
|x|�ε(5.19)

ν(dx) <∞.

We conclude from three cases above that
´
|x|>1 e

(1−s)xνV (dx) <∞, or equivalently

e−tψV ((s−1)i) = Ee(1−s)Vt <∞, t > 0.

Step 2. We show P ∈ RHs(P
∗). By writing dP = e−VT dP∗ and since eV = E(U) is a

P-martingale, it implies that e−V is a P∗-martingale. We have for any t ∈ [0, T ] that,
a.s.,

E∗
Ft

[
es(−VT )

]
= e−VtEFt

[
e−sVT eVT

]
= e−VtEFt

[
e(1−s)VT

]
� eT |ψV ((s−1)i)|e−sVt .

By a similar argument as in the proof of [15, Proposition A.1], we infer that

E∗
Fρ

[
es(−VT )

]
� eT |ψV ((s−1)i)|e−sVρ = eT |ψV ((s−1)i)|∣∣E∗

Fρ

[
e−VT

] ∣∣s a.s.

for any stopping times ρ : Ω→ [0, T ], which implies P ∈ RHs(P
∗).

Step 3. Thanks to Step 2 and items (1), (2), we apply Proposition 5.3(3) to obtain

‖ · ‖
BMO

Φ(η)
2 (P∗)

∼c ‖ · ‖
BMO

Φ(η)
2 (P)

.

Then, assertion (5.17) is clear due to (5.16). The “Moreover” part holds because of
Φ(η) ∈ SM3(P) and (5.2).

(6) A similar argument as in the proof of item (1) shows that both Φ(η) and Φ(η)
belong to SMp(P) ∩ SMp−1(P

∗). We now apply (5.2) to derive the assertion. �

Appendix A. Some technical results

A.1. Some properties of classes S1(α) and S2(α). We recall S1(α) and S2(α) from
Definition 5.10.

Lemma A.1 (See also [37], Remark 4.5). For α ∈ (0, 2), the following assertions hold:

(1) S1(α) � S2(α).

(2) If ν ∈ S2(α), then α = inf{r ∈ [0, 2] :
´
|x|�1 |x|rν(dx) <∞}.

(3) If a Lévy measure ν has a density p(x) := ν(dx)
dx which satisfies

0 < lim inf
|x|→0

|x|1+αp(x) � lim sup
|x|→0

|x|1+αp(x) <∞,

then ν ∈ S1(α).

Proof. (1) Let S1(α) � ν = ν1 + ν2. A short calculation shows that (5.14) holds for
ν1 in place of ν. Combining this with (5.12) yields that (5.14) holds for ν, and hence
ν ∈ S2(α). Since ν(dx) := x−1−α

�(0,1)(x)dx ∈ S2(α)\S1(α), the inclusion S1(α) ⊆ S2(α)
is strict.

(2) follows from [4, Theorem 3.2].

(3) By assumption, there exist constants 0 < c � C <∞ and ε > 0 such that

c|x|−1−α � p(x) � C|x|−1−α, ∀|x| � ε.
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We let

ν1(dx) := c�{0<|x|�ε}|x|−1−αdx and ν2(dx) := ν(dx)− ν1(dx).

Then, ν1 satisfies (5.13). For ν2, we haveˆ
R

(1− cos(ux))ν2(dx) � (C − c)

ˆ
|x|�ε

1− cos(ux)

|x|1+α
dx+ 2

ˆ
|x|>ε

ν(dx),

which implies that (5.12) holds for ν2. Hence, ν ∈ S1(α). �
A.2. Regularity of weight processes. Let T ∈ (0,∞). We assume that Q is a
probability measure and X = (Xt)t∈[0,T ] is a Lévy process with (X|Q) ∼ (γQ, σQ, νQ).

The regularity of the weight Φ used in Theorem 5.7 is verified by Lemma A.2 below.
For Φ ∈ CL+([0, T ]), we let Φ ∈ CL+([0, T ]) by setting

Φt := Φt + supu∈[0,t] |ΔΦu|, t ∈ [0, T ].

It is clear that Φ ∨ Φ− � Φ, and Φ ≡ Φ if and only if Φ is continuous.

Lemma A.2 ([37], Proposition 7.1). If Φ ∈ SMq(Q) for some q ∈ (0,∞), then Φ ∈
SMq(Q).

We next recall the process Φ(η) ∈ CL+([0, T ]) used in Theorem 5.12, that is

Φ(η)t := eXt supu∈[0,t] e
(η−1)Xu , t ∈ [0, T ], η ∈ [0, 1].

Lemma A.3 ([37], Proposition 7.2). If
´
|x|>1 e

qxνQ(dx) <∞ for some q ∈ (1,∞), then

Φ(η) ∈ SMq(Q) for all η ∈ [0, 1].

A.3. Gradient type estimates for a Lévy semigroup on Hölder spaces. Assume
that X = (Xt)t�0 is a Lévy process with respect to a probability measure Q with
(X|Q) ∼ (γQ, σQ, νQ). We let

Dexp(X|Q) :=
{
g : R+ → R Borel : EQ|g(yeXt)| <∞, ∀y > 0, t � 0

}
,

where EQ is the expectation computed under Q. For t � 0, we define Qt : Dexp(X|Q)→
Dexp(X|Q) by setting

Qtg(y) := EQg(yeXt).

It is clear that Qt+s = Qt ◦Qs for all s, t � 0 which means that (Qt)t�0 is a semigroup.
For a Lévy measure � on B(R) and a Borel function g, we write symbolically

ΓQ
� (t, y) := |σQ|2∂yQtg(y) +

ˆ
R

Qtg(e
xy)−Qtg(y)

y
(ex − 1)�(dx) (A.1)

for (t, y) ∈ R2
+, where ∂yQtg := 0 if σQ = 0. We recall C0,η(R+), W̊

1, 1
1−η (R+) from

Definition 5.9 and S1(α), S2(α) from Definition 5.10.

Proposition A.4 ([37], Proposition 8.6). Let � be a Lévy measure and g ∈ C0,η(R+)

with η ∈ [0, 1]. Assume that
´
|x|>1 e

(η+1)x�(dx) < ∞. Then, for any T ∈ (0,∞) there

exists a constant c(A.2) > 0 such that

|ΓQ
� (t, y)| � c(A.2)Rty

η−1, ∀(t, y) ∈ (0, T ]× R+, (A.2)

where the cases for Rt are provided in the following cases:

(1) If σQ > 0 and
´
|x|>1 e

2xνQ(dx) <∞, then Rt = t
η−1
2 .

(2) If σQ = 0,
´
|x|>1 e

ηxνQ(dx) <∞ and
´
|x|�1 |x|η+1�(dx) <∞, then Rt = 1.
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(3) If σQ = 0 and if the following two conditions hold:
(a) νQ ∈ S1(α) for some α ∈ (0, 2) and

´
|x|>1 e

xνQ(dx) <∞,

(b) there is a β ∈ (1 + η, 2] such that

0 < sup
r∈(0,1]

rβ
ˆ
|x|�1

(∣∣∣x
r

∣∣∣2 ∧ ∣∣∣x
r

∣∣∣η+1
)
�(dx) <∞, (A.3)

then one has Rt = t
η+1−β

α .

(4) If σQ = 0, g ∈ W̊ 1, 1
1−η (R+), and if the following two conditions hold:

(a) νQ ∈ S2(α) for some α ∈ (0, 2) and
´
|x|>1 e

xνQ(dx) <∞,

(b) there is a β ∈ (1 + η, 2] such that (A.3) is satisfied,

then one has Rt = t
η+1−β

α .

Here, the constant c(A.2) might depend on β in items (3) and (4).

Remark A.5. Since |xr |2 ∧ |xr |η+1 � |xr |β for β ∈ (1 + η, 2], a sufficient condition for

(A.3) is that 0 <
´
|x|�1 |x|β�(dx) <∞.
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space, and approximation, 2020. arXiv:2009.00899.

16. S. Goutte, N. Oudjane, F. Russo, Variance optimal hedging for continuous time additive processes
and applications, Stochastics 86(1), 2014, 147–185.

17. F. Hubalek, J. Kallsen, L. Krawczyk, Variance-optimal hedging for processes with stationary in-
dependent increments, Ann. Appl. Probab. 16(2), 2006, 853–885.



28 NGUYEN TRAN THUAN
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chastic Analysis and Applications – The Abel Symposium 2005, Springer, Berlin, 2007.
36. P. Tankov, Pricing and hedging in exponential Lévy models: review of recent results, Paris-
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