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Abstract

In this thesis superconductivity in two realistic flat-band materials is theoretically
studied. In the first material, periodically strained graphene (PSG), one layer of
graphene is strained in a periodic manner, creating flat electronic bands. It has
been demonstrated experimentally, but no superconductivity has been observed.
The second material, twisted bilayer graphene (TBG), shook the entire field of
condensed matter physics after both superconductivity and correlated insulating
states were reported in a breakthrough experiment in 2018, when two layers of
graphene were stacked with a relative rotation angle of 1◦. In TBG it is the
interlayer coupling that creates flat bands when it follows the resulting periodic
moiré pattern. The motivation of this thesis is to show that simple, conventional
Bardeen–Cooper–Schrieffer (BCS) theory of superconductivity with spin-singlet, s-
wave pairing is consistent with the many superconductivity experiments performed
in TBG so far, and that the same theory predicts strongly enhanced superconduc-
tivity also in PSG. This is in contrast to the vast majority of theoretical studies
suggesting an unconventional origin of superconductivity in TBG. Moreover, it is
argued that superconductivity in PSG is way more tunable than in TBG, and a
recipe for reaching higher superconducting critical temperatures is presented.

In the first part a generic introduction to superconductivity is given. Especially
an overview of BCS theory is presented, and the following predictions of the
superconducting order parameter and critical temperature are derived in a few
regions of the parameter space to show why superconductivity in a flat-band system
is special, possibly allowing us to realize room-temperature superconductivity in
the future. Also the superfluid weight and the Berezinskii–Kosterlitz–Thouless
(BKT) phase transition is introduced, because they give a more accurate description
of the superconducting phase transition in two dimensions. Moreover, basics of
the classification of superconductors are covered, as in the graphene literature
various types of superconducting phases are identified. Lastly, the Fourier series,
perhaps the most important tool in the case of periodic systems, is introduced in
the elegant notation of quotient groups.

In the second part PSG of Publication I is discussed. Experimental realizations
of periodic strain are presented, the continuum model of the noninteracting state is
derived together with the BCS equations describing the interacting, superconduct-
ing state, and the results are discussed both in the normal and superconducting
states. In the normal state flat bands are formed when the pseudomagnetic field
resulting from the strain is strong enough, and the low-energy states are localized

v



to the extrema of this field. In the superconducting state a highly inhomogeneous
order parameter is identified, with the localization pattern being determined by
the local density of states. Moreover it is shown that PSG behaves like a flat-band
superconductor when the interaction strength and the pseudomagnetic field are
strong enough. In the end it is argued that one experiment might already be close
to achieving superconductivity in this material: if the strain amplitude in those
experiments could be increased by a factor of four, the transition temperature
would be already of the order of 4 K.

In the third part TBG of Publications II and III is discussed. First the basic
geometry of TBG is introduced: the periodic moiré pattern, the commensurate
rotation angles, and the structure of the superlattice. Then the continuum model
is derived and the BCS equations are argued to be almost the same as for PSG.
Results in the normal state are discussed, with emphasis given to the bandstructure
and the flat bands. Also the main results regarding superconductivity are given,
where it is shown that TBG is qualitatively highly similar to PSG. It is also argued
that the results are consistent with the available experimental data, and that by
using another kind of pairing mechanism yields an observable difference in the
superfluid weight, which could be experimentally measured to distinguish between
the different mechanisms. Moreover, an introduction to the vast TBG literature
is given to show how rich the physics of TBG is, and to also compare to our
predictions.

The Mathematica notebooks used to calculate all the results of Publication I,
most of the results of Publication II, and all the results of Publication III regarding
the Dirac Point (DP) method are publicly available at https://gitlab.jyu.fi/
jyucmt/psg-and-tbg.

Keywords: graphene, strain engineering, twisted bilayer graphene, flat bands, super-

conductivity, BCS theory
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Tiivistelmä

Tässä väitöskirjatyössä tutkitaan teoreettisesti suprajohtavuutta kahdessa realis-
tisessa materiaalissa. Ensimmäisessä materiaalissa, jaksollisesti venytetyssä gra-
feenissa (periodically strained graphene, PSG), yhtä grafeenitasoa venytetään
jaksollisella tavalla, saaden aikaan elektronisia tasovöitä. Tämä on jo todennettu
kokeellisesti, mutta suprajohtavuutta tässä materiaalissa ei toistaiseksi ole ha-
vaittu. Toinen materiaali, kierretty kaksikerrosgrafeeni (twisted bilayer graphene,
TBG), ravisutti koko tiiviin aineen fysiikan alaa kun siinä havaittiin sekä suprajoh-
tavuutta että korreloituneita eristäviä tiloja läpimurtokokeessa vuonna 2018, kun
kaksi grafeenitasoa asetettiin päällekkäin yhden asteen verran käännettynä toi-
siinsa nähden. TBG:ssä tasovyöt saa puolestaan aikaan tasojen välinen kytkentä,
joka seurailee jaksollista moiré-kuviota. Tämän väitöskirjatyön tarkoituksena on
osoittaa, että yksinkertainen ja tavanomainen suprajohtavuuden Bardeen–Cooper–
Schrieffer-teoria (BCS) spin-singletti- ja s-aaltopariutumisella on yhteensopiva
useiden TBG-suprajohtavuuskokeiden kanssa, ja että sama teoria ennustaa vahvasti
tehostunutta suprajohtavuutta myös PSG:ssä. Tämä poikkeaa suuresti valtaosasta
muita teoreettisia tutkimuksia, jotka esittävät TBG:n suprajohtavuuden johtuvan
jostakin epätavanomaisesta mekanismista. Lisäksi väitöskirjassa esitetään kuinka
suprajohtavuus PSG:ssä on huomattavasti muokattavampaa kuin TBG:ssä, ja
kuinka sen avulla saatetaan päästä kohti korkeampia kriittisiä lämpötiloja.

Työn ensimmäisessä osiossa esitetään yleinen johdanto suprajohtavuuteen. Eri-
tyisesti tehdään yleiskatsaus BCS-teoriasta ja johdetaan sen antamat ennusteet
suprajohtavalle järjestysparametrille ja kriittiselle lämpötilalle muutamissa para-
metriavaruuden osissa, jotta nähdään miksi suprajohtavuus tasovyösysteemissä on
erityistä, kenties mahdollistaen huoneenlämpötilan suprajohtavuuden tulevaisuu-
dessa. Myös supranestetiheyden ja Berezinskii–Kosterlitz–Thouless-transitiolämpö-
tilan (BKT) käsitteet määritellään, koska ne kuvaavat tarkemmin suprajohtavaa
faasitransitiota kahdessa ulottuvuudessa. Lisäksi käsitellään suprajohteiden luokit-
telun perusteet, koska grafeenikirjallisuudessa esiintyy useita erilaisia suprajohta-
via faaseja. Lopuksi esitellään Fourier-sarja, kenties tärkein yksittäinen työkalu
tutkittaessa jaksollisia systeemejä, elegantissa tekijäryhmänotaatiossa.

Toisessa osiossa käsitellään Julkaisun I PSG:tä. Siinä esitellään jaksollisen
venymän kokeellisia toteutuksia, johdetaan vuorovaikuttamattoman tilan jatku-
momalli yhdessä vuorovaikuttavan, suprajohtavan, tilan BCS-yhtälöiden kanssa
ja esitetään tulokset koskien sekä normaalia että suprajohtavaa tilaa. Havaitaan,
että normaalitilassa syntyy tasovöitä kun venymästä aiheutuva pseudomagneet-
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tinen kenttä on tarpeeksi vahva, ja lisäksi matalaenergiatilat ovat lokalisoitu-
neet tämän kentän ääriarvokohtiin. Suprajohtavassa tilassa havaitaan erittäin
epähomogeeninen järjestysparametri, jonka lokalisoitumisen määrää lokaali tila-
tiheys. Lisäksi näytetään, että PSG käyttäytyy kuten tasovyösuprajohde kun
vuorovaikutuksen voimakkuus ja pseudomagneettinen kenttä ovat tarpeeksi suuria.
Lopuksi perustellaan miksi eräs kokeellinen tutkimus saattaa olla jo lähellä supra-
johtavuuden havaitsemista tässä materiaalissa: jos venymän amplitudia kyseisessä
kokeessa pystyttäisiin kasvattamaan nelinkertaiseksi, transitiolämpötila olisi jo
neljän kelvinin luokkaa.

Kolmannessa osiossa käsitellään Julkaisujen II ja III TBG:tä. Aluksi tutustu-
taan TBG:n geometriaan: jaksolliseen moiré-kuvioon, yhteismitallisiin kiertokul-
miin ja superhilan rakenteeseen. Tämän jälkeen johdetaan eräs TBG:n jatkumo-
malli ja näytetään BCS-yhtälöiden olevan lähes samat kuin PSG:ssä. Normaalitilan
tulokset esitellään keskittyen vyörakenteeseen ja tasovöihin. Myös suprajohtavuu-
den päätulokset esitellään, jolloin selviää että TBG käyttäytyy kvalitatiivisesti
hyvin samankaltaisesti kuin PSG. Lisäksi osoitetaan tulosten olevan yhteensopivia
lukuisten kokeiden kanssa. Edelleen huomataan, että toisenlainen pariutumisme-
kanismi johtaa havaittavaan eroon supranestetiheydessä, joka voitaisiin havaita
kokeellisesti ja näin erotella mikä mekanismi on suprajohtavuuden takana. Lopuksi
näytetään kuinka rikasta TBG:n fysiikka on antamalla johdatus laajaan TBG-
kirjallisuuteen, ja vertaillaan kuinka nämä vertautuvat antamiimme ennusteisiin.

Mathematica-muistiot, joita on käytetty Julkaisun I kaikkien tulosten las-
kemiseen, Julkaisun II lähes kaikkien tulosten laskemiseen ja Julkaisun III Dirac
Point (DP) -menetelmään liittyvien tulosten laskemiseen, ovat julkisesti saatavilla
osoitteessa https://gitlab.jyu.fi/jyucmt/psg-and-tbg.

Asiasanat: grafeeni, jännityskenttä, kierretty kaksikerrosgrafeeni, tasovyöt, suprajohta-

vuus, BCS-teoria
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Chapter 1

Opening

1.1 Introduction

Superconductivity, the lack of electrical resistance below some critical temperature
Tc, has interested physicists for over a century after its discovery in 1911 by Heike
Kamerlingh Onnes. Nowadays it is routinely used in some real-life applications,
such as creating high magnetic fields in magnetic resonance imaging machines in
hospitals or in the Large Hadron Collider in CERN. Unfortunately, the critical
temperature is usually very low, a few degrees above the absolute zero, constraining
the possible applications to systems where a liquid helium cooling can be arranged.

Since the finding of superconductivity, physicists have tried to find ways
to increase the critical temperature, with the ultimate goal of reaching room-
temperature superconductivity. Some progress was made immediately when
researchers turned from elemental materials to compounds, especially niobium
based, and by 1980 a critical temperature exceeding 20 K was already reality [1].
A true breakthrough was made in 1986, when high-temperature superconductivity
was found in cuprates (copper oxides) [2]. The initial records were Tc = 35 K,
but nowadays the highest recorded Tc (in ambient pressure) of cuprates is 133 K
[3], which is already above liquid nitrogen temperatures, but still much below
the room temperature. Applying immense pressure increases Tc all the way to
250 K in lanthanum hydride [4], but a pressure of the order of 100 GPa, which
is comparable to the pressure in the core of the earth, is not really practical in
applications.

One road to a room-temperature Tc might be flat-band superconductivity.
These are systems with one or more flat electronic bands, which means singular
density of states that highly amplifies electronic correlations, being behind e.g .
superconductivity. Flat-band superconductivity and flat-band systems in general
have been studied already from the 1990s by a small group of people [5–8], but
the breakthrough finding of superconductivity at Tc ≈ 1 K in twisted bilayer
graphene (TBG) in 2018 [9] truly exploded the amount of interest to flat-band
superconductivity. This is probably because the phase diagram of TBG highly
resembles that of the high-temperature cuprate superconductors, so that researchers
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2 Chapter 1. Opening

are hoping for TBG to resolve the mystery of high-temperature superconductivity.
A key difference is that TBG is much easier to manufacture and study: to move
in the doping-axis of the phase diagram, in cuprates a new sample is needed for
each doping level, whereas in TBG a simple turn of a knob controlling electrical
bias voltage is enough.

In this thesis I take a different viewpoint, the viewpoint taken also in the original
flat-band papers. Instead of merely trying to understand cuprates (and other known
high-temperature superconductors), I try to promote flat-band superconductivity
in its own right by showing how flat bands can be used to increase the critical
temperature also in graphene-based materials. Especially I try to show that
superconductivity in TBG may be conventional, as described by the standard
(although slightly generalized) Bardeen–Cooper–Schrieffer (BCS) theory, instead of
unconventional as in the cuprates. The unconventional origin of superconductivity
is promoted by a vast majority of the theory papers and even the first experimental
paper [9] itself. In Publication I we study also periodically strained graphene (PSG),
which we show to be very similar to TBG, but being theoretically simpler and
also in principle more tunable, thus probably allowing to reach a higher critical
temperature.

The thesis is organized as follows. In Chapter 1 I cover a few background topics
that are needed in understanding the later chapters and the presented publications.
In Chapter 2 I discuss periodically strained graphene, covered in Publication I. In
Chapter 3 I discuss twisted bilayer graphene, covered in Publications II and III.
Finally in Chapter 4 I present conclusions of the thesis and provide an outlook to
the future.

1.2 BCS theory of superconductivity

Presented not until over 50 years after the discovery of superconductivity, the
Nobel-prize-worth Bardeen–Cooper–Schrieffer (BCS) theory has been successful in
explaining properties of many superconductors, especially the elemental ones with
a low critical temperature. In BCS theory1 the basic ingredient is an effective
attractive interaction between electron pairs, which in the “standard” BCS theory
is seen to originate from the electron–phonon coupling.

Before the finding of high-temperature superconductors, the BCS theory was
thought to explain all superconductors. Especially its prediction of exponentially
suppressed critical temperature spread the belief that superconductivity is only
possible with Tc of a few kelvin [12]. The finding of the high-temperature cuprate
superconductors led people to search for alternative theories with a different
mechanism. There is, however, also a middle ground: BCS theory that is not
“standard” but slightly generalized by removing some of the original assumptions.
One interesting case is to remove the assumption of a constant density of states
(DOS) and replace it by the singular DOS present in a flat-band system. This
significantly enhances the critical temperature and provides an alternative way

1By BCS theory I mean it in a generalized sense, in the form presented in this thesis. By
“standard” BCS theory I mean the one usually presented in textbooks such as Refs. [10, 11],
which is a certain limiting case as presented in Sec. 1.2.3.



BCS theory of superconductivity 3

towards high-temperature superconductivity, through the conventional electron–
phonon coupling.

In this section I present the setup of the theory in the generalized sense. The
explicit Bogoliubov–de Gennes equation and the self-consistency equation that
have to be solved are derived in Chapter 2 (or in Publication I) in the case of PSG.

1.2.1 Setup of the theory

To model superconductivity, one starts from the generic second-quantized inter-
acting Hamiltonian (in 2D)

HBdG := H +Hint, (1.1)

where the noninteracting Hamiltonian is

H =
∑
σ

∫
R2/LBK

dr ψ†σ(r)Hσ(r)ψσ(r) (1.2)

with

Hσ(r) := −~2∇2

2m
+ Vσ(r)− µσ(r) (1.3)

and the interaction Hamiltonian between pairs of electrons is

Hint :=
1

2

∑
σσ′

∫
dr

∫
dr′ λσσ′(r, r

′)ψ†σ(r)ψ†σ′(r
′)ψσ′(r

′)ψσ(r). (1.4)

Here σ ∈ {↑, ↓} denotes spin, ψσ(r) is the electron field operator, m is the electron
mass, V is the external potential, µ is the chemical potential, λσσ′(r, r

′) :=

〈σr|λ̂|σ′r′〉 ∈ R is the interaction matrix element between a σ-spin electron at
position r and another σ′-spin electron at position r′. In BCS theory an attractive
interaction between electrons is the key element of superconductivity, here modeled
with λ < 0. Here everything is taken to be periodic in translations of the large
Born–von Kármán lattice LBK, and the integral is over the Born–von Kármán
unit cell, which in the quotient-group notation of Sec. 1.4.1 is written as R2/LBK.

Next in BCS theory we make the mean-field approximation in the Cooper
channel, that is, we say that ψνψν′ ≈ 〈ψνψν′〉 + δψνν′ is approximated by the
mean field 〈ψνψν′〉 plus small fluctuations δψνν′ around this, with δψ2 ≈ 0. Here
the angle brackets denote the thermal average [13]. This yields

ψ†µψ
†
µ′ψνψν′ ≈ 〈ψµ′ψµ〉

∗
ψνψν′ + 〈ψνψν′〉ψ†µψ

†
µ′ − 〈ψµ′ψµ〉

∗ 〈ψνψν′〉 , (1.5)

which for the interaction Hamiltonian means

Hint ≈
1

2

∑
σσ′

∫
dr

∫
dr′∆σσ′(r, r

′)ψ†σ(r)ψ†σ′(r
′) + h.c. + const (1.6)

with
∆σσ′(r, r

′) := λσσ′(r, r
′) 〈ψσ′(r′)ψσ(r)〉 (1.7)
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being the superconducting order parameter determining the transition between
the normal and superconducting states. The value of ∆ then depends on the
interaction matrix element λ and on the noninteracting Hamiltonian H through
the expectation value.

The above-discussed position basis is one possibility to present BCS theory [11].
But often, for example when dealing with lattices2 and crystals, it is convenient
to change to some other basis (e.g . localized orbitals) φσµ(r) [14] through

ψσ(r) =
∑

µ∈states

φσµ(r)ψµ, (1.8)

where µ denotes the relevant states (e.g . lattice sites, sublattices, spins, orbitals)
and ψµ is the annihilation operator of that state. This transforms the Hamiltonians
to

H =
∑

µµ′∈states

ψ†µHµµ′ψµ′ , (1.9)

Hint =
1

2

∑
µµ′∈states

ψ†µ∆µµ′ψ
†
µ′ + h.c. + const, (1.10)

where the order parameter is

∆µµ′ :=
∑

νν′∈states

λµµ′νν′ 〈ψν′ψν〉 (1.11)

and

Hµµ′ :=
∑
σ

∫
dr φ∗σµ(r)Hσ(r)φσµ′(r), (1.12)

λµµ′νν′ :=
∑
σσ′

∫
dr

∫
dr′ λσσ′(r, r

′)φ∗σµ(r)φ∗σ′µ′(r
′)φσ′ν′(r

′)φσν(r). (1.13)

I could in principle derive the full BCS theory from the generic representation
(1.9) and (1.10), as is done in the book of Nazarov & Danon [15]. But because
in all the publications we use low-energy continuum theory derived from the
corresponding tight-binding Hamiltonian, I find it more transparent to derive the
BCS equations for the continuum system directly. This we do in Chapter 2 and in
Publication I in the case of PSG. For TBG the generalization is then obvious, as
presented in Chapter 3.

There is one special basis requiring an extra mentioning, that is, the eigenbasis
of the noninteracting Hamiltonian H. It can be diagonalized through H =: U†εU
and c := Uψ as

H =
∑

µ∈eigenstates

c†µεµcµ, (1.14)

2Whenever I say lattice, I mean a Bravais lattice. More generally, if the system is composed
of one or more intervening lattices (i.e. it has a “basis”), I call it a crystal.
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where U is a unitary transformation and ε is a diagonal matrix of the eigenenergies.
Then with the transformation U∆UT 7→ ∆ and a corresponding transformation
for λ the interaction Hamiltonian becomes

Hint =
1

2

∑
µµ′∈eigenstates

c†µ∆µµ′cµ′ + h.c. + const (1.15)

∆µµ′ =
∑

νν′∈eigenstates

λµµ′νν′ 〈cν′cν〉 . (1.16)

According to Bloch’s theorem, in the case of a (periodic) crystal the eigenstates
can be indexed through the crystal momentum k and a band index b, in addition
to the spin σ (whenever it is a good quantum number). Then

H =
∑
σkb

c†σkbεσkbcσkb, (1.17)

Hint =
1

2

∑
σσkk′bb′

c†σkb∆σkb,σ′k′b′c
†
σ′k′b′ + h.c. + const, (1.18)

∆σkb,σ′k′b′ =
∑

ττ ′ll′aa′

λσkb,σ′k′b′,τla,τ ′l′a′ 〈cτ ′l′a′cτla〉 . (1.19)

This form is used when deriving different limits of BCS theory in Sec. 1.2.3.

1.2.2 Classification of superconductors

In the publications we employ BCS theory with the choice of spin-singlet, s-wave
pairing describing conventional superconductivity. In this section I define what
these concepts and this kind of classification mean, especially because they are
used a lot in the (graphene) superconductivity literature. Also in Publication
III non-s-wave pairing states are identified, so it is useful to have some idea of
the nomenclature. Although it might at first seem that I am only considering
mean-field theory in the following classification, one can always define the order
parameter by an expectation value as in Eq. (1.7) or (1.11), even without any
approximations.

In general, any system (i.e. its Hamiltonian) has in the normal state the U(1)
gauge symmetry, and a nonvanishing order parameter ∆ ∈ C in Eq. (1.7) breaks
this symmetry. We then define [13, 16]

• ∆ breaks exactly U(1) symmetry ⇔ conventional superconductivity

• ∆ breaks U(1) symmetry and other symmetries of the system ⇔
unconventional superconductivity.

Now that λµµ′νν′ = λµ′µν′ν and the fermionic operators in Eq. (1.11) anticom-
mute, we get the constraint

∆µµ′ = −∆µ′µ (1.20)

for the order parameter. For concreteness, and for the classification scheme [16],
let us fix the so-far abstract state index to be µ = (σ, r, b), where σ ∈ {↑, ↓}
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denotes spin, r is a position (a continuous variable in the case of a continuum and
a discrete variable in the case of a lattice/crystal with localized orbitals) and b
includes all the other quantum numbers (sublattice, layer, etc., or “orbital” in
general) needed to define the state. Then the constraint (1.20) reads

∆σb,σ′b′(r, r
′) = −∆σ′b′,σb(r

′, r). (1.21)

Defining the spin-permutation operator S, the position-permutation operator
P (called also the parity operator although it only inverts the relative coordinate
of the pair and not the whole space), and the orbital-permutation operator O, we
may also write this as3

SPO∆σb,σ′b′(r, r
′) = −∆σb,σ′b′(r, r

′) ⇔ SPO∆ = −∆. (1.22)

This clearly sets a constraint on what kind of superconductivity classes are possible,
and is thus the basis of classification [16]. Note that ∆ only needs to be an
eigenfunction of SPO, but not necessarily of the individual operators. But if it
happens to be an eigenfunction of S, we define [16, 17]

• S∆ = −∆ ⇔ spin singlet

• S∆ = +∆ ⇔ spin triplet .

On the other hand if ∆ happens to be an eigenfunction of O we define similarly
[18–21]

• O∆ = −∆ ⇔ orbital singlet

• O∆ = +∆ ⇔ orbital triplet .

If ∆ is an eigenfunction of P , we define [13, 16, 22, 23]

• P∆ = −∆ ⇔ odd parity

• P∆ = +∆ ⇔ even parity .

The even-parity class includes the so-called s, d, g . . . -wave superconductors
while the odd parity class includes the p, f , h . . . -wave superconductors [16], which
I define below. Note that P exchanges the coordinates of the two particles, so that
if we write ∆ as a function of the center-of-mass coordinate rcom := (r+r′)/2 and
the relative coordinate rrel := r − r′, P changes the sign of rrel but leaves rcom

untouched. It is thus not the true parity operator of the whole space, but instead
only of the relative coordinate of the Cooper pair [16]. The parity classification thus
concerns only the relative coordinate [16]. Note also that Eq. (1.22) implies that if
∆ is at the same time an eigenfunction of S, P , and O, only four combinations are
possible [16]: (S, P,O) ∈ {(−1,−1,−1), (−1,+1,+1), (+1,−1,+1), (+1,+1,−1)}.

3More generally, one should also include the permutation of the time coordinates [16]. But as
we started from the time-independent Hamiltonians (1.2) and (1.4), we get no time dependence
in ∆ and thus discuss only even-frequency superconductivity in the language of Ref. [16]. This
is enough for the discussion of this thesis, as odd-frequency superconductivity does not appear
anywhere in the cited literature (except of Ref. [16]).
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Figure 1.1: Density plot of a few of the lowest-order two-dimensional spherical
harmonics Y ml , that is, the Fourier basis functions Y 0

0 (θ) = 1/
√

2, Y 0
l (θ) = cos(lθ),

Y 1
l (θ) = sin(lθ) for all l ∈ {1, 2, . . . }, where θ ∈ [0, 2π[ is the polar coordinate,

and the radial coordinate is taken to be constant. The black lines are the nodal
lines, i.e. lines at which Y ml changes sign. Below the plots I also show the point
group of the shown pattern, showing how an “l wave” harmonics with l ∈ N has
the point group Dl.

The symmetry classification (i.e. classification to s, p, d, f, g, . . . wave) concerns
the expansion of the relative coordinate part of ∆ in spherical harmonics [24]. For
simplicity let us consider only the two-dimensional case; after all I discuss only
two-dimensional materials in this thesis. In two dimensions the spherical harmonic
basis is the (sine–cosine) Fourier basis of 2π-periodic functions: Y 0

0 (θ) := 1/
√

2,
Y 0
l (θ) := cos(lθ), and Y 1

l (θ) := sin(lθ) for all l ∈ {1, 2, . . . } and4 θ ∈ R/(2πZ) ∼=
[0, 2π[. These are illustrated in Fig. 1.1. The spherical harmonic Y ml with any m
is called “l wave”, with l = 0, 1, 2, 3, 4, . . . corresponding to s, p, d, f, g, . . . , with
the letters continuing as in the notation of atomic orbitals.

In the spherical harmonic basis we may then expand the angular part of the
relative coordinate of the k-space version of ∆ as5

∆̃(kcom,krel) = ∆̃(kcom, ‖krel‖, θrel) =

∞∑
l=0

1∑
m=0

bml (kcom, ‖krel‖)Y ml (θrel), (1.23)

where I also define Y 1
0 := 0 for notational convenience. Note that here the

expansion coefficient bml depends on kcom and ‖krel‖, so that the classification

may change as a function of these coordinates. If ∆̃ has a component only along
Y ml , the superconductor is called “l wave”, with l = 0, 1, 2, 3, 4, . . . corresponding
to s, p, d, f, g, . . . [13, 24, 25], similarly as in the case of spherical harmonics. Note
that ∆̃ of type l (or Y ml ; see Fig. 1.1) changes sign on a π rotation exactly when l
is odd, and is invariant on a π rotation when l is even. The π rotation corresponds
to a sign change of krel, so it is the same operator as the parity operator P . Thus

4A ∼= B means A and B are isomorphic.
5I omit the σ and b indices from ∆ as they play no role in this classification.
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states with an odd l are called odd parity and even l even parity, consistently with
what was defined already above.

In general any linear combination is possible, so if ∆̃ has components only
towards Y ml and Y m

′

l′ for some l 6= l′ it is called “l + l′ wave” [13, 24, 25], and
so on for linear combinations of more components. For example if bm0 6= 0 and
bm
′

2 6= 0 are the only nonvanishing components, the state is called s+ d wave.

There is still freedom in the variable m: linear combinations over m ∈ {0, 1} do
not affect the classification above. However, the classification is furthermore refined
by defining the state to be “l±il wave” [25, 26] if the only nonvanishing components
are Y 0

l and Y 1
l and their phase difference is ±π, i.e. b1l = ±ib0l . For example, the

linear combination Y 0
2 + iY 1

2 is called d + id wave. This classification is useful
because it defines a very special topological superconducting state [22, 26–29].

The classification above works both in the “continuum”, where the non-
interacting Hamiltonian H is defined on R2 and has its point group G = O(2), and
in a crystal, where G is reduced to some finite group. But in a crystal one has to be
more careful. First of all, not all classes are possible due to the restrictions set by
G. For example, if H is defined on a square lattice and has its point group G = D4,
the possible point groups for ∆̃ are the subgroups D1, D2, D4 ⊂ D4, so that only
the l = 0, 1, 2, 4 states are possible. Secondly, in this case the l = 0 (s-wave) state
has only the point group D4 [instead of O(2)], which is the same point group
as that of the l = 4 (g-wave) state. A linear combination of these states is then
called s + g wave [30], similarly as above, or extended s wave [30–32]. This is
the reason why in crystals a more elegant way to define the pairing symmetry
classification would be through group representation theory [13, 24] instead of
spherical harmonics.

Lastly, note that the above-used decomposition µ = (σ, r, b) is not unique.
For example, in the DP method of Publication III we choose r ∈ L to be in
the (Bravais) lattice L and the orbital index b = (i, α) [denoted by (l, s) in the
publication] includes the layer and sublattice. On the other hand, in the RM
method of Publication III we choose r ∈ SL [denoted by i in the publication]
to denote the positions of the (Bravais) superlattice SL and the orbital index b
[denoted by α in the publication] to denote the sites within one superlattice unit
cell, at both sublattices and layers. The corresponding classification then changes
accordingly.

1.2.3 Limits of BCS theory and flat-band superconductivity

In order to understand why flat-band superconductivity is special and might help
in increasing Tc, let us calculate a couple of limits for the superconducting order
parameter ∆ in Eq. (1.19). Let us take the interaction

λσkb,σ′k′b′,τla,τ ′l′a′ = δσ̄σ′δστδσ′τ ′δk̄k′δl̄l′δbb′δaa′λkl, (1.24)

where the bar operator is ↑̄ =↓, ↓̄ =↑, k̄ = −k. This kind of interaction can be
seen to be a rough effective model for the underlying electron–phonon interaction
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[15, 33]. The order parameter in Eq. (1.19) then becomes

∆σkb,σ′k′b′ = δσ̄σ′δk̄k′δbb′∆σk with ∆σk :=
∑
la

λkl 〈cσ̄l̄acσla〉 , (1.25)

leading to the interaction Hamiltonian [Eq. (1.18)]

Hint =
1

2

∑
σkb

c†σkb∆σkc
†
σ̄k̄b

+ h.c. + const (1.26)

coupling electrons with opposite spin and momenta, corresponding to the form
often presented in textbooks [10, 33].

After some algebra [10, 33, 34] (details of this in real-space formalism is
presented in Chapter 2 in the case of PSG), diagonalization of HBdG = H +Hint

leads to

〈cσ̄l̄acσla〉 = − ∆σl

2V Eσla
tanh

Eσla
2kBT

with Eσla :=

√
(εσla − µ)2 + |∆σl|2

(1.27)
giving the self-consistency equation

∆σk = − 1

2V

∑
la

λkl
∆σl

Eσla
tanh

Eσla
2kBT

≈ − 1

2(2π)2

∑
a

∫
dl λkl

∆σl

Eσla
tanh

Eσla
2kBT

,

(1.28)
where V is the area of the system. Finally we choose the simple interaction
[10, 15, 33]

λkl = θ(εc − |εk − µ|)θ(εc − |εl − µ|)λ =: θkθlλ, (1.29)

restricted to a [−εc, εc] shell from the Fermi level µ, where εc is a cutoff energy
(e.g . the Debye energy ~ωD) originating from the electron–phonon interaction.
This highly simplified form of the interaction is chosen mainly because it allows
calculating analytical results, but still works reasonably well. This gives ∆σk =
∆σθk with

∆σ := − λ

2(2π)2

∑
a

∫
dl θl

∆σ

Eσla
tanh

Eσla
2kBT

. (1.30)

Discarding the normal-state solution ∆σ = 0 it reads

1 = − λ

2(2π)2

∑
a

∫
dl θl

1

Eσla
tanh

Eσla
2kBT

. (1.31)

Equations (1.25) and (1.29) determine the type of superconductivity when both
electrons are within the cutoff-energy εc from µ, in which case λkl = λ. Firstly, it
is spin singlet because ∆σ′kb,σk′b′ = −∆σkb,σ′k′b′ . Secondly, ∆σkb,σ′k′b′ depends
only on the COM coordinate (k + k′)/2 through δk̄k′ but is independent of the
relative coordinate k − k′, implying s-wave pairing. Lastly, it is orbital triplet
because ∆σkb′,σ′k′b = ∆σkb,σ′k′b′ .
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“Standard” BCS-theory limit

In “standard” BCS theory, meaning the one originally presented by Bardeen,
Cooper, and Schrieffer, we assume the system to have only one band and take
the dispersion to be spin independent, εσkb = εk. Further defining the density
of states (per spin) N(ε) := 1

(2π)2

∫
dk δ(ε − εk) allows writing the momentum

integral in Eq. (1.31) as an energy integral

1 ≈ −λ
2

∫ µ+εc

µ−εc
dεN(ε)

1√
(ε− µ)2 + |∆σ|2

tanh

√
(ε− µ)2 + |∆σ|2

2kBT
. (1.32)

We also assume that most of the contribution comes from close to the Fermi level
and the DOS changes slowly there, i.e.

N(ε) ≈ N(µ) for all ε ∈ [µ− εc, µ+ εc]. (1.33)

In 2D this is satisfied for example by the quadratic dispersion εk = ~2‖k‖2/(2m),
for which N(εk) = m/(2π~2) is in fact constant everywhere. Further assuming

|∆σ| � εc (1.34)

gives then the zero-temperature result [10, 33]

|∆σ(T = 0)| = 2εce1/[λN(µ)] (1.35)

and the critical temperature

kBTc ≈ 0.57|∆σ(T = 0)|, (1.36)

which is the temperature where ∆σ vanishes.

Antiadiabatic limit

A closely-related limit is the antiadiabatic limit [35, 36], where in addition to the
assumptions of the “standard” BCS limit we assume |µ| ≤ εc and the DOS to be
the most relevant within a [−µ, µ] shell from µ:

N(ε) ≈ N(µ)θ(µ− |ε− µ|) for all ε ∈ [µ− εc, µ+ εc]. (1.37)

Further assuming
|∆σ| � |µ| (1.38)

yields

|∆σ(T = 0)| = 2µe1/[λN(µ)], (1.39)

kBTc ≈ 0.57|∆σ(T = 0)|. (1.40)

The result is the same as in “standard” BCS but with εc replaced by µ. But because
now µ ≤ εc, it does not help in increasing Tc. The antiadiabatic limit might,
however, be relevant because some studies suggest the TBG superconductivity
experiments to be in that regime [36].
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Graphene

Even though graphene was experimentally demonstrated already in 2004 [37]
and many of its properties can be described by superlatives [38–40], it was not
until 2015 when the first experiments showed superconductivity in graphene-based
systems [41–44]. These experiments revealed a critical temperature of the order
of 5 K after a heavy doping by lithium [41, 44] or calcium [42, 43]. Let us try
to understand these experiments from the point of view of BCS theory, which
was first presented by Uchoa & Castro Neto [45] and Kopnin & Sonin [34]. The
derivation I present here coincides with Kopnin & Sonin.

In graphene there are two bands b ∈ {+,−} and the constant-DOS approxi-
mation (1.33) is not valid, so we cannot use the “standard” BCS theory result.
Instead we use directly the dispersion which, as long as εc is much smaller than the
energy of the graphene saddle point, can be approximated by the linear dispersion

εk±K,b = b~vF‖k‖ (1.41)

near the Dirac points ±K, where vF is the graphene Fermi velocity. Shifting the
integral in Eqs. (1.25) and (1.26) to the Dirac points we see that our choice of the
interaction corresponds to intervalley pairing because it couples opposite momenta.
Similarly shifting the integrals in Eq. (1.31), going to polar coordinates, and doing
a change of variables through ε := b~vFl − µ gives

1 = − λ

2π(~vF)2

∑
b

∫ bεc−µ

−µ
dε

ε+ µ√
ε2 + |∆σ|2

tanh

√
ε2 + |∆σ|2

2kBT
. (1.42)

Zero doping (µ = 0) yields [34]

|∆σ(T = 0, µ = 0)| = π(~vF)2

2

λ2
c − λ2

λλ2
c

, (1.43)

2kBTc(µ = 0) ln cosh
εc

2kBTc(µ = 0)
= −π(~vF)2

λ
, (1.44)

which behave very differently than the “standard” BCS result: superconductivity
can only arise when the interaction strength is larger (in absolute value) than the
critical strength λc := −π(~vF)2/εc. This explains why superconductivity has not
been observed in (undoped) graphene: assuming εc = ~ωD ≈ 200 meV [46], the
interaction strength is apparently smaller than the critical value λc ≈ −7 eV nm2.
On the other hand, large doping µ� |∆σ(0)| yields [34]

|∆σ(T = 0)| = 2|µ| exp

[
− εc
|µ|

(
λc

λ
− 1

)
− 1

]
, (1.45)

kBTc ≈ 0.57|∆σ(T = 0)|, (1.46)

which are exponential in λ as the “standard” BCS result, but relative to the doping
level |µ| instead of εc. In this sense graphene is reminiscent of the antiadiabatic
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limit. In this case there is no critical λ, and thus doping opens the possibil-
ity for superconductivity even for arbitrarily small λ, explaining the observed
superconductivity in doped graphene.

There are also numerous other theories describing superconductivity in graphene.
Uchoa & Castro Neto [45] included, in addition to the (repulsive or attractive)
on-site interaction, also nearest-neighbor interactions, but used otherwise a similar
mean-field theory. They found that both s and p + ip pairings are possible in
the spin-singlet channel, with the p+ ip state being more favorable if the on-site
interaction is repulsive. Black-Schaffer & Doniach [47] used also a mean-field
theory but with a resonating valence bond (RVB) interaction, which includes only
the nearest-neighbor interaction. They found that both s- and d-wave states are
possible, with the d-wave state having a much higher Tc for finite doping. Pathak
et al . [48] studied a similar RVB interaction with a beyond-mean-field variational
Monte Carlo method to obtain a d+ id-wave ground state. González [49] applied
Kohn–Luttinger [50, 51] (beyond-mean-field) theory to study graphene doped at
the van Hove singularity (vHS), where the density of states diverges, and found a
d-wave superconducting state.

Lozovik & Sokolik [52] studied electron–phonon interaction within Eliashberg
theory and showed that superconductivity is possible at high doping levels, with
the valley structure of ∆ depending on the parameters of the electron–phonon
interaction. Einenkel & Efetov [53] generalized the calculation of Lozovik & Soko-
lik by including Coulomb interactions on top of the electron–phonon interaction,
and found the intervalley pairing to be the most favorable one and the Coulomb
interaction to not be very effective in decreasing the electron–phonon interaction.
Kiesel et al . [54] used an extended, including on-site, nearest-neighbor, and next-
nearest-neighbor, Hubbard interaction together with renormalization group (RG)
calculations to show that near the van Hove singularity d+ id-wave superconduc-
tivity is favored. According to them, a spin density wave (SDW) order at the vHS
and f -wave superconducting order close to the vHS are also possible, depending
on the long-rangedness of the interaction. Wang et al . [55] used an extended
Hubbard interaction up to nearest neighbors together with an RG calculation,
and got a similar result that an SDW order at the vHS, surrounded by a d+ id
superconducting order, is favored. Nandkishore et al . [56] used RG calculations to
show that doping to the van Hove singularities yields d-wave superconductivity,
and that superconductivity dominates over all competing orders for weak repulsive
interactions. Nandkishore et al . [57] argued by Kohn–Luttinger theory that f -wave
superconductivity is favored at low doping levels, while close to the vHS d-wave
superconductivity emerges according to an RG calculation. Somewhat similarly to
Kopnin & Sonin [34], they found out that at low doping levels superconductivity is
a threshold phenomenon, emerging whenever the attraction in a certain channel is
stronger than the repulsion, while at the vHS any repulsive interaction produces an
instability to superconductivity. Ray et al . [58] showed that an extended Hubbard
interaction, which is local modulo sublattice, leads to d+id-wave superconductivity.

The above is not a complete list, but it shows how large a set of different phases
can be obtained by varying the model parameters and the method. Currently it
is not clear which, if any, theory is the correct one. Thus in this thesis I stick



BCS theory of superconductivity 13

to the simplest one: conventional spin-singlet, s-wave superconductivity within
a mean-field approximation, as presented by Kopnin & Sonin [34, 59], but with
two generalizations: I allow the order parameter to be position dependent and I
include the effect of the pseudo vector potential in the case of PSG or the second
layer in the case of TBG.

Flat-band limit

Equations (1.35) and (1.36) are the reason why it was originally thought that
superconductivity is limited to low temperatures: Tc is exponential in λ with
respect to εc. Especially for the usual values εc = ~ωD . 500 K and |λ|N(εF) . 1/3
in metals [12], Tc . 25 K. But Khodel’ & Shaginyan [5] were the first to notice
that if the system hosts flat bands, i.e. dispersionless energy bands in some region
ΩFB of momentum space, Tc becomes linear in λ [7, 8].

Let us go through how to arrive to this result from Eq. (1.31). Denoting by
Ω the integration region with the cutoff,

∫
dl θl =:

∫
Ω

dl, assuming most of the
contribution to come from the flat bands,∫

Ω

dl
1

El
tanh

(
El

2kBT

)
≈
∫

ΩFB

dl
1

El
tanh

(
El

2kBT

)
, (1.47)

and assuming one flat, spin-independent, band at zero energy,

|εl| � |∆σ| for all l ∈ ΩFB, (1.48)

gives

|∆σ(T = 0)| =
√
|∆σ(T = 0, µ = 0)|2 − µ2, (1.49)

|∆σ(T = 0, µ = 0)| = − λΩFB

2(2π)2
, (1.50)

and

kBTc(µ = 0) =
1

2
|∆σ(T = 0, µ = 0)|. (1.51)

Thus Tc at zero doping is linear in λ, giving the possibility to get a high Tc even
with a small λ. Equations (1.49)–(1.51) directly tell that doping away from the
flat band suppresses Tc monotonically with the critical doping level

µc(T = 0) = |∆σ(T = 0, µ = 0)|. (1.52)

Khodel’ & Shaginyan [5] actually studied systems where the flat band is formed
by interactions. But what I mean by a flat-band system in this thesis, and what is
also often meant in the literature [7, 8], is the case where the system hosts flat
bands already in the noninteracting Hamiltonian [Eq. (1.48)]. These kind of flat
bands are hosted for example in the kagomé [60–62] and Lieb crystals [62–66], but
also in more “realistic” materials. In this thesis I concentrate on these realistic
flat-band systems, namely graphene-based materials. One example is periodically
strained graphene (PSG), which was studied by Kauppila et al . [67] and others
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[68–71], and which we studied in Publication I and I discuss in Chapter 2. Another
nowadays famous flat-band system is magic-angle (rotation angle between the
graphene layers θ ≈ 1◦) twisted bilayer graphene (TBG) [relevant studies are
discussed in Chapter 3], which in 2018 was found to be superconducting [9], and
which we studied in Publications II and III and I discuss in Chapter 3. Yet one
example of a flat-band system is proposed by Ramires & Lado [72], in which flat
bands are formed in tiny-angle θ � 1◦ TBG by a homogeneous electric bias. Flat
bands have also been predicted [73, 74] and observed [75, 76] at the interfaces of
rhombohedral graphite.

1.3 Berezinskii–Kosterlitz–Thouless transition
and superfluid weight

As the Mermin–Wagner theorem [77] forbids true long-range order in two-dimen-
sional systems, also the phase of the superconducting order parameter ∆ inevitably
has fluctuations, growing in space, that destroy superconductivity already below
the critical temperature Tc defined by ∆(Tc) = 0. There can be, however, quasi-
long-range order below the Berezinskii–Kosterlitz–Thouless (BKT) temperature
TBKT ≤ Tc, below which vortices of the arg(∆) field bind together [78]. The
pioneering work on the subject was done by Berezinskii [79, 80], Kosterlitz &
Thouless [81–83], Nelson & Kosterlitz [84], and José et al . [85]. Good reviews on
the subject can be found in Refs. [86, 87].

We can get a basic understanding of the physics underlying the BKT transition
by studying the classical xy model with N classical spins in a square lattice
L := spanZ{a1,a2} with the primitive vectors a1 := (a, 0) and a2 := (0, a), where
the nearest-neighbor spins S(r) and S(r + aj) are coupled through −JS(r) ·
S(r+aj) = −J cos(θ(r)− θ(r + aj)). Here the angle θ of spin S is measured e.g .
from the a1 vector. Then the Hamiltonian reads

H = −J
∑

r∈L/LBK

2∑
j=1

cos(θ(r)− θ(r + aj)), (1.53)

where we take the system to be periodic in translations of the large Born–von
Kármán lattice LBK. Assuming θ to vary slowly in the lattice scale, we may
expand the cosine to the second order. Further taking the continuum limit a→ 0
(L→ R2) we may approximate the Hamiltonian as

H =
J

2

∫
R2/LBK

dr ‖∇θ(r)‖2 + const, (1.54)

which constitutes the continuum xy model.
To calculate the energy of creating a single vortex with the winding number n,

we first note that for any closed path γ encircling the vortex core we have∫
γ

dr ·∇θvor(r) = 2πn, (1.55)
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where θvor is the angular field of the vortex. Assuming the vortex to be spherically
symmetric and γ to be a circle of radius r around the vortex core, we get on the
other hand ∫

γ

dr ·∇θvor(r) = 2πr‖∇θvor(r)‖. (1.56)

Combining Eqs. (1.55) and (1.56) we get

‖∇θvor(r)‖ =
n

r
, (1.57)

which can then be used to calculate the vortex energy through Eq. (1.54) as

Evor =
J

2

∫
dr ‖∇θvor(r)‖2 + const = Jπn2 ln

(
l

a

)
+ const, (1.58)

where l describes the system size and where we regularized the integral by adding
a lower cutoff a coming from the original lattice. Since the energy associated with
higher-order vortices grows quadratically, we concentrate only on n = 1 vortices.

The entropy of the vortex is

Svor = kB ln Ωvor = 2kB ln

(
l

a

)
, (1.59)

where Ωvor = (l/a)2 is the number of possibilities to place the vortex, that is, the
number of lattice sites. The most important thing is that the scaling in l is the
same as for the energy, which is unique to two dimensions. The free energy of the
vortex at temperature T is then

Fvor = Evor − TSvor = (Jπ − 2kBT ) ln

(
l

a

)
+ const. (1.60)

We immediately see that there is critical behavior when 2kBT = Jπ: when we
take l→∞, then F →∞ if 2kBT < Jπ and F → −∞ if 2kBT > Jπ. We call this
critical temperature the Berezinskii–Kosterlitz–Thouless transition temperature,

kBTBKT =
π

2
J. (1.61)

Above this temperature the system can lower its free energy by producing vortices.
If we generalize the above calculation to an arbitrary lattice and allow the

coupling to be anisotropic, i.e. we replace J 7→ Jj in the beginning, we get

kBTBKT =
π

2

√
J1J2 =

π

2

√
det J. (1.62)

Here we defined the matrix J , which in the lattice basis Λ := (a1,a2) and natural
basis N := (ex, ey) can be respectively written as

JΛ =

(
J1 0
0 J2

)
, JN =

(
Jxx Jxy
Jyx Jyy

)
, (1.63)
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where the elements Jµν are defined through the change of basis.

It is remarkable that the above macroscopic and classical calculation is (almost)
enough to capture the essential physics of the phase transition. Indeed, microscopic,
quantum-mechanical calculations in superfluids [84] or superconductors [86, 88–92]
yield a similar result

kBTBKT =
π

2
J(TBKT) (1.64)

when J is identified with the superfluid stiffness J = ~2ρs/(4m), where ρs is
the superfluid mass density and m is the effective mass. The only difference
to Eq. (1.61) is that J becomes temperature dependent and thus Eq. (1.64)
becomes a self-consistency equation. While in the xy model the vortices are
in the θ field describing the spin angles, in superconductors it is the phase θ
of the superconducting order parameter ∆ = |∆|eiθ that has the vortices and
thus determines the transition. Since sometimes the effective mass m is not a
well-defined concept [92], it is often better to use the superfluid weight instead,
which in the case of a properly defined mass reads6 Ds = ~2ρs/m = 4J . Thus,
when taking also the possible anisotropy into account, we get

kBTBKT =
π

8

√
detDs(TBKT), (1.65)

where Ds is a matrix as in Eq. (1.63).

1.3.1 Superfluid weight and the London equations

Above we saw that the superfluid weight is important in determining the BKT
transition temperature, but it is also important in determining other properties
of superconductors, as I demonstrate below. In linear response theory, a vector
potential A produces a supercurrent density [11, 93]

j(r, t) = − 1

V T

∫
dr

∫
dtK(r, t, r′, t′)A(r′, t′), (1.66)

where V is the area of the sample and T is the length of the time integral. The
form of the kernel K is derived in Sec. 2.3.2 in the case of PSG in the static limit.
Assuming a local kernel K(r, t, r′, t′) = δ(r − r′)δ(t− t′)V TK(r, t), the current
becomes [93]

j(r, t) = −K(r, t)A(r, t). (1.67)

If K furthermore happens to be a constant, K = 〈K〉, it reads

j(r, t) = −DsA(r, t) with Ds := 〈K〉 (1.68)

being the superfluid weight. Here the angle bracket denotes the average over
position and time.

6In this thesis and in Publications I and III we use a definition of the superfluid weight where
the one in Ref. [92] is multiplied by ~2, in order to have Ds in the convenient units of energy.
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Taking the time derivative of Eq. (1.68) and using the Maxwell equation
∂tA = −E, in the gauge where the scalar potential vanishes, yields the first
London equation [10, 11, 33]

∂tj = DsE. (1.69)

Equation (1.69) can be used to experimentally determine the superfluid weight
Ds by applying an external electric field E and measuring the resulting change
∂tj in the current.

On the other hand, taking the curl of Eq. (1.68) and using the Maxwell
equations j = 1

µ0
∇×B, B = ∇×A, and ∇ ·B = 0 yields the second London

equation [10, 11, 33]

∇2B = µ0D
sB, (1.70)

where µ0 is the vacuum permeability. In 3D systems this has only exponentially
decaying (physical) solutions with the characteristic decay length, the London
penetration depth, λ := 1/

√
µ0Ds. This means that an external magnetic field

B is expelled from inside the material whenever Ds is finite. This is exactly the
Meissner effect, the defining property of superconductivity, so the superfluid weight
Ds can actually be interpreted as the defining property of superconductivity. In
thin films and 2D systems, however, a more relevant length scale is the Pearl
length λ⊥ := 2λ2/l [10, 94], which describes how quickly the magnetic field of a
(Pearl) vortex dies out in a system of thickness l.

1.4 (Discrete) Fourier series of periodic functions

Because in this thesis we are only interested in periodic systems, (discrete) Fourier
series7 plays a major role in the theory. The discrete Fourier series is needed when
deriving the theory of PSG/TBG in the tight-binding level, while the Fourier series
is needed when one wants to Fourier transform at the low-energy continuum level.
On the other hand the summation and integration sets of the (discrete) Fourier
series are written elegantly using the notation of quotient groups [95], but the
notation is not generally used in the physics community, so I cover this notation
first.

1.4.1 Quotient groups

Let G be a group with the group operation ‘+’ and let H be a normal subgroup of
G. Then we define the equivalence class of the representative g ∈ G (with respect
to H) as

[g] := g +H := {g + h : h ∈ H} ⊂ G. (1.71)

This means that whenever we add an element of H, nothing changes:

[g + h] = g + h+H = g +H = [g] for all g ∈ G, h ∈ H (1.72)

7I use the term “series” for functions that are periodic, and the term “discrete” for functions
defined on a lattice.
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Figure 1.2: Illustration of the quotient groupG/H whenG = Z is a one-dimensional
lattice and H = 2Z is its one-dimensional sublattice. (a) The equivalence classes
[0] = [2] = [−2] = [4] = [−4] = . . . and [1] = [−1] = [3] = [−3] = . . . , which
compose the quotient group Z/2Z = {[0], [1]} = Z2. (b) One possible division to
unit cells, each of which is isomorphic to Z/2Z.

because h+H = H. This equivalence defines a partition of G into a disjoint union,
if we define the quotient group

G/H := {[g] : g ∈ G}. (1.73)

Especially if G = L is a lattice and H = SL ⊂ L its sublattice (or the equivalent
term superlattice), G/H = L/SL identifies all the lattice points whose difference
is in SL. In other words the property (1.72) means that [r+ t] = [r] for all r ∈ L,
t ∈ SL, and thus it naturally describes periodicity in translations of SL. In this
case L/SL is isomorphic to any unit cell of “L modulo SL”, and thus L/SL can be
also interpreted as that unit cell. This means that by dropping the brackets from
[r], r can be interpreted either as the equivalence class, or as the representative
in the unit cell. From the context it should be clear which interpretations are
allowed.

As an example, let G = Z be the integer numbers with the group operation
of addition and H = 2Z the even integer numbers. Then G is a one-dimensional
lattice and H its one-dimensional sublattice. Then by using the definition (1.71)
we see that [0] = 0 + 2Z = 2Z is the set of even numbers, [1] = 1 + 2Z is the
set of odd numbers, [2] = 2 + 2Z = 2Z = [0] is again the set of even numbers,
[3] = 3 + 2Z = 1 + 2Z = [1] is again the set of odd numbers, and so on. In
other words, if one adds an element of H = 2Z, i.e. any multiple of 2, one stays
within the same equivalence class. Thus there are exactly two equivalence classes,
[0] = [2] = [−2] = [4] = [−4] = . . . and [1] = [−1] = [3] = [−3] = . . . , as
illustrated in Fig. 1.2a. According to the definition (1.73) the quotient group G/H
is Z/2Z = {[k] : k ∈ Z} = {[0], [1]}, which is often denoted by Z2. This is clearly
isomorphic to {0, 1}, which is one of the possible unit cells, as shown in Fig. 1.2b.

As a second example, take the two-dimensional lattice G = L = spanZ{a1,a2}
with the group operation of vector addition and the two-dimensional sublat-
tice H = SL = spanZ{t1, t2}, as shown in Fig. 1.3a. In this example t1 =
3a1 + a2 =: (3, 1)L and t2 = −a1 + a2 = (−1, 1)L. Then the equivalence
classes are [(0, 0)L] = (0, 0)L + SL = SL, [(0, 1)L] = (0, 1)L + SL, [(1, 1)L] =
(1, 1)L + SL, and [(2, 1)L] = (2, 1)L + SL. After this we start seeing periodic-
ity: [(1, 0)L] = (1, 0)L + SL = (1, 0)L + t2 − t2 + SL = (0, 1)L + SL = [(0, 1)L]
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Figure 1.3: Illustration of the quotient group L/SL when L = spanZ{a1,a2} is a
two-dimensional lattice and SL = spanZ{t2, t2} its two-dimensional sublattice. (a)
The lattices L and SL. (b) The equivalence classes that constitute the quotient
group L/SL = {[(0, 0)L], [(0, 1)L], [(1, 1)L], [(2, 1)L]}. (c) One possible division to
(conventional) unit cells, each of which is isomorphic to L/SL. (d) Another possible
division to (Wigner–Seitz or Voronoi) unit cells, each of which is isomorphic to
L/SL, and thus also to the unit cells of (c). (c–d) Each unit cell includes exactly
one representative from each equivalence class. Note that an arbitrary translation
of the “division” (the black lines) would not change anything: each unit cell would
still include exactly one representative from each class.
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because SL − t2 = SL, [(0,−1)L] = (0,−1)L + SL = (2, 1)L + SL = [(2, 1)L]
because SL− t1 − t2 = SL, and so on, as illustrated in Fig. 1.3b. The quotient
group is then G/H = L/SL = {[(0, 0)L], [(0, 1)L], [(1, 1)L], [(2, 1)L]} and it can
be interpreted (through an isomorphism) for example as the conventional8 unit
cell {(0, 0)L, (0, 1)L, (1, 1)L, (2, 1)L} (Fig. 1.3c) or as the Wigner–Seitz unit cell
{(0, 0)L, (1, 0)L, (−1,−1)L, (−1, 0)L} (Fig. 1.3d).

1.4.2 Discrete Fourier series

Let f : L/SL → Cn be a function defined on a two-dimensional lattice L :=
spanZ{a1,a2} ⊂ R2 and periodic in translations of the two-dimensional superlat-
tice SL := spanZ{t1, t2} ⊂ L. It can be shown that the two-dimensional discrete
Fourier series and its coefficients can be written respectively as [95]

f(r) =
∑

G∈SL∗/L∗
eiG·r f̃(G), f̃(G) =

1

|L/SL|
∑

r∈L/SL

e−iG·rf(r), (1.74)

where L∗ := spanZ{g1, g2} is the reciprocal lattice of L defined through ai · gj =
2πδij and SL∗ := spanZ{G1,G2} is the reciprocal lattice of SL defined through
ti ·Gj = 2πδij . Here L/SL can be interpreted as any of the superlattice unit cells,
SL∗/L∗ is the superlattice Brillouin zone9 that can be interpreted as any of the
unit cells of the reciprocal superlattice, and |L/SL| = |SL∗/L∗| is the number of
elements in the quotient group L/SL or SL∗/L∗, i.e. the number of lattice points
in the superlattice unit cell or in the reciprocal superlattice unit cell.

1.4.3 Fourier series

Let f : R2/SL → Cn be a function defined on the continuum R2 and periodic
in translations of the two-dimensional lattice SL := spanZ{t1, t2} ⊂ R2 with
the reciprocal lattice SL∗ = spanZ{G1,G2}. Assuming the one-dimensional
Fourier series is known, one can write a Fourier series separately for the x1 and
x2 components of f(x1, x2). Then the two-dimensional Fourier series and its
coefficients respectively become

f(r) =
∑

G∈SL∗
eiG·r f̃(G), f̃(G) =

1

|R2/SL|

∫
R2/SL

dr e−iG·rf(r), (1.75)

where the integral is calculated as a two-dimensional volume integral which, by
interpreting R2/SL as the parallelogram defined by t1 and t2 (one of the super-
lattice continuum unit cells) and by change of variables, can be more concretely

8By the conventional unit cell I mean the one spanned by the primitive vectors t1 and t2.
On the other hand, by the Wigner–Seitz unit cell I mean the one that is constructed through a
Voronoi decomposition of SL.

9Usually the superlattice Brillouin zone is defined exclusively as the Wigner–Seitz unit cell
of the reciprocal superlattice [33]. But when viewed from the quotient group perspective, no
unit cell is more special than any other, because they all are isomorphic to the quotient group
SL∗/L∗. Thus I call both the quotient group SL∗/L∗ and all the possible unit cells simply the
superlattice Brillouin zone (SBZ).
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written as

f̃(G) = f̃(m1G1 +m2G2) =

∫ 1
2

− 1
2

dx1

∫ 1
2

− 1
2

dx2 e−i2π(m1x1+m2x2)f(x1t1 + x2t2).

(1.76)
Here m1,m2 ∈ Z,

∣∣R2/SL
∣∣ := |G1 ×G2| is the area of the superlattice unit cell

and ‘×’ is the two-dimensional “cross product”. Writing the Fourier series this
way I call the reduced zone scheme (RZ), for reasons explained in Sec. 2.1.1.

As a special case, if f is constant in the t2 direction, we may use the result

f̃(G) = f̃(m1G1 +m2G2) = δm2,0f̃(m1G1) = δm2,0f̃(G) (1.77)

yielding the series

f(r) =
∑

G∈SL∗1

eiG·r f̃(G), (1.78)

where SL∗1 := spanZ{G1} is a one-dimensional sublattice of SL∗. If we calculate
the Fourier series this way (possible only if f is constant in the t2 direction), as
a sum over the one-dimensional lattice SL∗1, we call this the mixed zone scheme
(MZ), for reasons explained in Sec. 2.1.1.

Summarizing both the schemes together, we may write the Fourier series and
its coefficients as

f(r) =
∑

G∈SL∗S

eiG·r f̃(G), f̃(G) =
1

|R2/SL|

∫
R2/SL

dr e−iG·rf(r), (1.79)

where in the reduced zone scheme SL∗RZ := SL∗ = spanZ{G1,G2} and in the
mixed zone scheme SL∗MZ := SL∗1 = spanZ{G1}. Although the difference between
the two schemes seems minor, the difference is significant both conceptually and
in numerical calculations: the meaning of a band and momentum is different when
doing Bloch theory, and the dimension of the “G space” is either one or two,
having a huge impact on the computational weight. While in the case of TBG
(Publications II and III) the only possibility is to use the reduced zone scheme, in
the case of PSG (Publications I) we employ both of them. Thus the difference is
discussed more in Chapter 2.
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Chapter 2

Periodically strained
graphene

In this chapter I present an introduction to Publication I regarding periodically
strained graphene (PSG) and summarize its main results. It has been predicted
[67–70] and experimentally shown [71] that flat bands can be induced in graphene
through periodic strain. Especially Kauppila et al . [67] showed that this strongly
promotes superconductivity, at least when concentrating on the spin-singlet channel
with s-wave symmetry. The motivation of Publication I is to generalize the theory
and results of Kauppila et al ., who studied only a specific one-dimensional harmonic
strain, to strains of arbitrary shape and arbitrary (1D or 2D) dimension. As a
side effect of the generalization we also see that both the theory and results
are extremely similar to that of twisted bilayer graphene (TBG), studied in
Publications II and III and discussed in Chapter 3.

A natural question arises: is it experimentally possible to manufacture periodic
strain in graphene? In fact, this has already been demonstrated in the work of
Jiang et al . [71], where periodic secondary buckling of graphene was observed
near large buckles resulting from the residual stress due to the substrate, and
band flattening was observed. Many kinds of strain lattices were successfully
manufactured, both 1D and 2D, as shown in Fig. 2.1. With this method the
period was tunable between 8 and 25 nm and the atomic out-of-plane displacement
amplitude was of the order of 1 Å.

Perhaps even better control could be achieved by optical forging [96], where
arbitrary out-of-plane strain patterns are drawn by a laser, as shown in the
simulation figure 2.2a. There the displacement amplitude can be even above 50 nm,
but the period is often limited by the laser wavelength to some 100 nm. However,
even structures below the diffraction limit can be drawn by irradiating for shorter
times [97]. One disadvantage of this kind of direct drawing is that the buckling is
probably stabilized by Stone–Wales defects [96], which makes theoretical modeling
more difficult. But, as seen in Fig. 2.2a, much smaller secondary ripples are formed
near the main pattern, so this kind of indirect drawing could be utilized. Moreover
they are probably stabilized by the larger ripples and not by defects, which is also

23
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Figure 2.1: A variety of periodic buckling patterns manufactured on graphene on
different substrates by Jiang et al . [71], as measured by STM. (a–c) Graphene
on niobium diselenide. (d–f) Graphene on hexagonal boron nitride. The periodic
(secondary) ripples are formed near large primary buckles resulting from the stress
that remains after placing graphene on the substrate. Reprinted with permission
from Ref. [71].

an advantage. The amplitude and period of these secondary ripples is still not
understood, but their forming mechanism is very similar to that of Jiang et al .
[71], so it is plausible to expect that similar band flattening could be achieved also
by this method.

One further experimentally demonstrated method is to use an AFM tip to
evaporate adsorbed hydrogen from a germanium surface to produce a pressurized
H2 gas under specific locations of graphene [98], as illustrated in Figs. 2.2b and 2.2c.
Changing the tip voltage allowed tuning the out-of-plane displacement amplitude
from 0 to roughly 10 nm, with the minimum demonstrated period of the order
of 100 nm. Another option is to pattern the substrate below instead of graphene
itself [99, 100], as shown experimentally by Jiang et al . [100] in Fig. 2.2d. They
manufactured a 1 µm-periodic array of pillars, on top of which the graphene layer
is buckled with an amplitude of 20 nm. On the other hand compressing graphene
on the edges when it is supported on a substrate [99, 101] or fully encapsulated
[102, 103] also yields (periodic) buckling, as shown in Fig. 2.2e. In the case of
a substrate Aitken & Huang [99] predicted a displacement amplitude of 0.1 nm
with the period 2 nm. In the encapsulated system Androulidakis et al . [102]
predicted an amplitude of 0.6 nm with the period 1 . . . 2 nm, whereas Koukaras et
al . [103] predicted an amplitude of the order of 0.1 nm with the period 13 . . . 24 nm,
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depending on the strain strength and the distance between the encapsulating layers.
In the same manner the hypothetical graphene cardboard material [104] could be
manufactured. Also an ultracold atom gas in a tunable optical honeycomb lattice
[105] could be used to study arbitrary strain patterns.

Periodic strain is also produced if graphene is placed on a slightly different
crystal, such as hexagonal boron nitride (hBN) [106] or graphene that is twisted (i.e.
TBG). In TBG such periodic strain has been both predicted [107–110] and observed
[111], especially close to the magic angle. Constraining the relaxation within the
plane, Nam & Koshino [109] predicted an in-plane displacement amplitude of
0.1 Å, as shown in Fig. 2.2f. Letting the atoms relax freely, van Wijk et al . [107]
predicted an out-of-plane displacement amplitude of 0.1 Å, whereas that amplitude
was predicted by Dai et al . [108] to be either 0.1 Å or 2 Å depending on the initial
conditions. The period in all these studies follows the moiré period, which is 13 nm
close to the magic angle.
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Displacement vector u−(r)

Non-relaxed

Relaxed

Non-relaxed

Relaxed

Near AA-point Near AB-point

LM

Non-relaxed

Relaxed

Near SP-point

FIG. 7. Outermost panel: Distribution of the displacement vector u−(r) in the TBG of θ = 1.05◦. Right side panels: Local atomic structure
near AA (AB or SP) stacked point before and after the relaxation. The small dashed circles in the center panel indicate the areas where the
local structure is sampled.

The present calculation assumed that the relaxed lattice has
the same periodicity as in the original TBG before relaxation.
However, relaxing this condition may realize a larger supercell
structure by distortion of the domain shape, while we expect
that the basic properties, such as the formation and AB/BA
domains and the width of the domain wall, are well captured
in the current model. The stability of the relaxed state is also
linked to phonon modes in this system and it is an important
future problem.

IV. BAND STRUCTURE

To calculate the energy band structures in the presence
of the lattice strain, we use the tight-binding method. The
Hamiltonian is written as

H = −
∑
i,j

t(Ri − Rj )|Ri〉〈Rj | + H.c., (36)

where Ri is the atomic coordinate, |Ri〉 is the wave function at
site i, and t(Ri − Rj ) is the transfer integral between atoms i

and j . We adopt the Slater-Koster–type formula for the transfer
integral [49],

−t(d) = Vppπ (d)

[
1 −

(
d · ez

d

)2]
+ Vppσ (d)

(
d · ez

d

)2

,

(37)

Vppπ (d) = V 0
ppπ exp

(
−d − a0

r0

)
, (38)

Vppσ (d) = V 0
ppσ exp

(
−d − d0

r0

)
, (39)

where d = Ri − Rj is the distance between two atoms, and
ez is the unit vector on the z axis. V 0

ppπ ≈ −2.7 eV is the
transfer integral between nearest-neighbor atoms of mono-
layer graphene which are located at distance a0 = a/

√
3 ≈

0.142 nm. V 0
ppσ ≈ 0.48 eV is the transfer integral between

two nearest vertically aligned atoms. d0 ≈ 0.334 nm is the
interlayer spacing. The decay length r0 of transfer integral is
chosen at 0.184a so that the next-nearest intralayer coupling
becomes 0.1V 0

ppπ [12,50]. At d >
√

3a, the transfer integral
is very small and negligible.

Using the optimized structure obtained in the last section,
we specify the lattice position of each single atom in the relaxed
TBG, construct the tight-binding Hamiltonian, and calculate
the energy bands. Figure 9 compares the electronic band
structure of relaxed (black solid lines) and nonrelaxed (red
dashed lines) TBGs at several rotation angles. The horizontal
axes are labeled by the symmetric points of the Brillouin zone
for the moiré superlattice (Fig. 2), and it scales in proportion
to 2π/LM. At θ = 2.65◦, we only see a minor difference in
accordance with the small change in the lattice structure in
Fig. 8(a). A significant deviation is observed below 2◦. The
most notable change from the nonrelaxed case is that a band
gap opens between the lowest subband near the Dirac point
and the first excited subband both in the electron side and the
hole side. Figure 10(a) shows the size of gap versus rotation
angle θ . The gap is observed in TBGs of 1◦ � θ � 1.5◦, and
the maximum energy width is about 18 meV.

The lattice strain also strongly modifies the band velocity.
Figure 10(b) plots the band velocity at the Dirac point as a
function of θ for relaxed and nonrelaxed cases. In both cases,
the central band at the Dirac point is gradually flattened in
decreasing θ , and the Fermi velocity vanishes at a certain

075311-7

(f)

Figure 2.2: Possible ways to fabricate periodic strain in graphene. (a) Optical
forging by laser irradiation [96]. Graphene bulges up at locations where a pulsed
femtosecond laser is shined at, with the amplitude proportional to the irradiation
time, which allows drawing arbitrary strain patterns. The yellow color of the
highest point corresponds to a height of 60 nm. The figure is the result of a
simulation, and close the the primary buckling pattern it shows also smaller
secondary ripples, similarly as in the experiments of Jiang et al . [71] in Fig. 2.1.
The shown graphene crystal is not to scale. Image courtesy of Pekka Koskinen.
(b,c) Hydrogen pressurization by an AFM tip [98]. Hydrogen adsorbed on a
germanium surface is vaporized by an AFM tip, creating pressure under specific
locations of graphene, which buckles graphene. Images reprinted from Ref. [98]
under the Creative Commons License CC BY 4.0, https://creativecommons.
org/licenses/by/4.0/. (d) Graphene on a corrugated surface [100]. Graphene
(green area) is sagged when placed on top of small pillars (white dots), made
from either a lift-off resist or gold. The inset shows the measured height profile.
Reprinted with permission from Ref. [100]. Copyright 2017 American Chemical
Society. (e) Compressing (black arrows) graphene encapsulated within PMMA
layers (not shown) [103] creates 20 nm-periodic buckling with the amplitude of
roughly 2 Å. The color corresponds to height. Reprinted with permission from
Ref. [103], modified by adding the black arrows. Copyright 2016 Elsevier. (f)
Strain in relaxed twisted bilayer graphene [109]. The figure shows the in-plane
displacement field of one of the layers when rotated at the magic angle, exhibiting
an amplitude of 0.1 Å. The period is the moiré period LM, which in the case of
the magic rotation angle is 13 nm. Reprinted with permission from Ref. [109].
Copyright 2017 American Physical Society.

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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2.1 Continuum model

To model strained graphene we employ a widely-used continuum model. The
derivation is done in detail in the Supplementary Material of Publication I and
also to some extent in Ref. [112], but I summarize it here because the TBG theory
presented in Chapter 3 is an extension of this. Taking the primitive vectors

a1 :=
a

2
(1,
√

3), a2 :=
a

2
(−1,

√
3) (2.1)

of the graphene lattice L := spanZ{a1,a2}, where a := ‖a1‖ = ‖a2‖ is the lattice
constant, and the nearest-neighbor vectors

δ1 :=
1

3
(a1 + a2), δ2 :=

1

3
(a2 − 2a1), δ3 :=

1

3
(a1 − 2a2), (2.2)

the Dirac points (where the band touchings happen) are located at

K :=
4π

3a
(1, 0) and K ′ := −K. (2.3)

In the nearest-neighbor tight-binding model the Hamiltonian [at the level of
Eq. (1.9)] of pristine graphene is then

Hp := −t
∑
σ

3∑
j=1

∑
r∈L/LBK

ψ†σ(r)ψσ(r + δj) + h.c.− µN, (2.4)

where t is the nearest-neighbor hopping energy, σ ∈ {↑, ↓} is spin, ψσ(r) is the
electron annihilation operator at crystal site r (i.e. any sublattice) taken to be
periodic in translations of the large Born–von Kármán lattice LBK, µ is the
chemical potential, N :=

∑
σαr ψ

†
σ(r + δα)ψσ(r + δα) is the number operator,

α ∈ {A,B} denotes sublattice, and δA := 0, δB := δ1 is the sublattice shift.
Defining the sublattice-shifted annihilation operators1 ψσ,A, ψσ,B : L/LBK →

Op, ψσ,A(r) := ψσ(r), ψσ,B(r) := ψσ(r+ δ1) for all r ∈ L/LBK allows writing Hp

as

Hp = −t
∑
σ

3∑
j=1

∑
r∈L/LBK

ψ†σ,A(r)ψσ,B(r + δj − δ1) + h.c.− µN (2.5)

with the number operator becoming N =
∑
σαr ψ

†
σ,α(r)ψσ,α(r). Strain modifies

the nearest-neighbor hoppings so that there is a position- and bond-dependent
change δtj(r) in the hopping. The change in the Hamiltonian due to strain is then

δHs := −
∑
σ

3∑
j=1

∑
r∈L/LBK

δtj(r)ψ†σ,A(r)ψσ,B(r + δj − δ1) + h.c. (2.6)

1I denote the abstract space of annihilation/creation operators as Op. This is merely for
notational convenience: its only purpose is to allow me to write the domains of maps, which in
the standard f : A→ B notation always needs also the codomain B.
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Due to the LBK periodicity there exists a discrete Fourier series which, by
going to the effective low-energy theory by dropping terms far from the Dirac
points, can be written as the valley expansion [40]

ψσ,α(r) =
∑
ρ

eiρK·rψσρ,α(r), (2.7)

where ρ ∈ {+,−} is the valley index and ψσρ,α is a slowly varying (i.e. has
only small k Fourier components, compared to K) valley-specific annihilation
operator. Substituting the valley expansion to the Hamiltonians, linearizing
ψσρ,B(r+δj −δ1) ≈ ψσρ,B(r) + (δj −δ1) ·∇ψσρ,B(r) in the pristine Hamiltonian,
and writing to zeroth order ψσρ,B(r+δj−δ1) ≈ ψσρ,B(r) in the strain Hamiltonian
then yields the total Hamiltonian

H := Hp + δHs ≈
∑
σρ

∫
R2/LBK

dr ψ†σρ(r)Hρ(r)ψσρ(r). (2.8)

Here I also went to the continuum by approximating and redefining∑
r∈L/LBK

≈ 1

|a1 × a2|

∫
R2/LBK

dr and ψσρ/
√
|a1 × a2| 7→ ψσρ, (2.9)

with the new operators now defined in the continuum ψσρ : R2/LBK → Op2.
Furthermore

ψσρ := (ψσρ,A, ψσρ,B)T (2.10)

is a sublattice-space vector of the field operators,

Hρ(r) := ~vFσ
ρ · (−i∇+ ρA(r))− µ (2.11)

is the Hamiltonian matrix element (also defined in the continuum if A is), the
Fermi velocity is defined through ~vF :=

√
3at/2, σρ := (ρσx, σy) is a vector of

sublattice-space Pauli matrices, and the strain enters as a pseudo vector potential
A = (Ax, Ay) with the components given by

ρAx(r) + iAy(r) := − ρ

~vF

∑
j

e−iρK·δjδtj(r) (2.12)

(also defined in continuum if δtj is). Thus the strain behaves almost like a vector
potential, but with the important difference that it changes sign between valleys,
preserving time-reversal symmetry Hρ̄∗ = Hρ if A is real. Below we see that A is
indeed real, at least in the case of small strain.

Equation (2.12) gives the relation between the pseudo vector potential and
the modification in the hoppings, but we also want to get a relation between the
hoppings and the strain itself. This is easily done by linearizing

δtj(r) ≈ dt

da0
δuj(r) = − tβG

a0
δuj(r), (2.13)
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where βG := − d ln t/d ln a0 ≈ 2 is the graphene Grüneisen parameter [113],
a0 := ‖δj‖ = a/

√
3 is the carbon–carbon bond length, and δuj(r) is the change in

the length of the δj bond. If the atom at r is displaced by v(r) := (u(r), h(r)),
where u = (ux, uy) is the in-plane and h the out-of-plane displacement field, the
change in the bond length becomes

δuj(r) = ‖r + δj + v(r + δj)− [r + v(r)]‖ − ‖r + δj − r‖ (2.14)

≈ 1

a0

[
δj · (u(r + δj)− u(r)) +

1

2
(h(r + δj)− h(r))2

]
, (2.15)

where in the second step I linearized in

‖u(r + δj)− u(r)‖, ‖h(r + δj)− h(r)‖ � ‖δj‖ = a0. (2.16)

Furthermore in the continuum we may approximate in the linear order

u(r + δj)− u(r) ≈ (δj ·∇)u(r), h(r + δj)− h(r) ≈ δj ·∇h(r), (2.17)

and if we define the strain tensor as

uij :=
1

2
(∂iuj + ∂jui) +

1

2
∂ih∂jh (2.18)

(i, j ∈ {x, y}) the change in the bond length can be written as2

δuj(r) =
1

a0

[
δ2
jxuxx(r) + 2δjxδjyuxy(r) + δ2

jyuyy(r)
]
. (2.19)

We then find out the relation

A = − βG

2a0
(uxx − uyy,−2uxy) (2.20)

between the pseudo vector potential and strain, which also means that A is indeed
real.

Note that even though we are in the continuum theory, Eq. (2.20) clearly
breaks the O(2) rotation symmetry of the continuum. This is because the original
lattice is still partly present through the δj ’s in Eq. (2.12). So when applying
Eq. (2.20), one should remember that it only applies in the coordinate system
where the graphene primitive vectors are those in Eq. (2.1).

In addition to the pseudo vector potential described above, strain can have
also other effects. Had we included also next-nearest-neighbor hopping, we would
notice that modulations in the next-nearest-neighbor hopping leads to a scalar
potential φ ∝ uxx + uyy [40, 112–115], which is nonvanishing whenever (local)
isotropic dilation or contraction is present. It adds to the Hamiltonian diagonally
as Hρ 7→ Hρ +φ, which means it acts similarly as the chemical potential, and thus
serves to (locally) change the charge density.

2Note that δjx and δjy are the components of δj , not Kronecker delta symbols.
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2.1.1 Noninteracting Hamiltonian in Fourier space

At this point it is useful to assume the strain (and thus the pseudo vector potential
A) to be periodic, as then the diagonalization of H is easy to do in Fourier space.
Taking the field operators ψσρ : R2/LBK → Op2 to be periodic in translations
of the large Born–von Kármán lattice LBK and the pseudo vector potential
A : R2/SL → R2 to be periodic in translations of the arbitrary superlattice
SL = spanZ{t1, t2}, we may write them as the Fourier series

ψσρ(r) =
∑
k∈L∗BK

eik·rcσρ(k), A(r) =
∑

G∈SL∗S

eiG·rÃ(G) (2.21)

through Eq. (1.79). The mixed zone scheme S = MZ is applicable only if A is
constant in the t2 direction, which we call the 1D potential case in Publication I.
Otherwise we call A a 2D potential. Substituting these to Eq. (2.8) yields

H =V
∑
σρ

∑
k∈L∗BK

∑
G′∈SL∗S

c†σρ(k)
[
~vFσ

ρ ·
(

(k −G′)δG′0 + ρÃ(G′)
)
− µ

]
cσρ(k +G′). (2.22)

In the next step the chosen scheme plays a major role, so let us discuss the
notion of the reduced and the mixed zone schemes. In the reduced zone scheme
[33] k = k1G1 + k2G2 ∈ L∗BK/SL

∗
RZ is periodic both in the G1 and G2 directions,

with both k1, k2 ∈ [− 1
2 ,

1
2 [ being periodic Bloch momenta. In the case of A being

constant in the t2 direction (the 1D potential case) we are also allowed to use
the mixed zone scheme, where k = k1G1 + k2G2 ∈ L∗BK/SL

∗
MZ is periodic only in

the G1 direction but not in the G2 direction, with k1 ∈ [− 1
2 ,

1
2 [ being a periodic

Bloch momentum and k2 ∈]−∞,∞[ being a nonperiodic real momentum. Thus
in the traditional notion [33] the G1 direction is in the reduced zone and the G2

direction in the extended zone scheme, justifying the term mixed zone scheme.
We divide the k sum over the whole reciprocal space L∗BK to the sum over the

SBZ L∗BK/SL
∗
S plus shifted copies of this as∑

k∈L∗BK

g(k) =
∑

k∈L∗BK/SL
∗
S

∑
G∈SL∗S

g(k +G) (2.23)

(g being a test function). This division is illustrated in Fig. 2.3 in the different
schemes. Then H becomes

H = V
∑
σρ

∑
k∈L∗BK/SL

∗
S

∑
GG′∈SL∗S

c†σρ(k +G)H̃ρGG′(k)cσρ(k +G′), (2.24)

where the matrix element is

H̃ρGG′(k) := ~vFσ
ρ ·
(

(k +G)δGG′ + ρÃ(G−G′)
)
− µδGG′ . (2.25)

Defining the G-space matrix and vector respectively as

H̃ρ(k) :=
(
H̃ρGG′(k)

)
GG′∈SL∗S

, cσρ(k) :=
(
cσρ(k +G)

)
G∈SL∗S

, (2.26)
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G1
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* /SL*
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* /SL*

+G1
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* /SL*

+G1+G2

(a) Reduced zone scheme (RZ)

G1

G2 LBK
* SL1

*

LBK
* SL1

*

+G1

LBK
* SL1

*

+2G1

(b) Mixed zone scheme (MZ)

Figure 2.3: Division of the dense reciprocal space L∗BK (black dots) to the super-
lattice Brillouin zone (SBZ) L∗BK/SL

∗
S plus shifted copies of this, as in Eq. (2.23).

(a) In the reduced zone scheme the “G space” SL∗RZ = SL∗ = spanZ{G1,G2}
is two dimensional while (b) in the mixed zone scheme the “G space” SL∗MZ =
SL∗1 = spanZ{G1} is one dimensional.

the Hamiltonian becomes

H = V
∑
σρ

∑
k∈L∗BK/SL

∗
S

c†σρ(k)H̃ρ(k)cσρ(k). (2.27)

Many of the electronic properties can then be calculated by diagonalizing the
normal matrix H̃ρ(k). But note that the dimension of the Hamiltonian matrix

H̃ρ(k) and the vector cσρ(k) is countably infinite 2× |SL∗S |. Thus in numerical
calculations the set SL∗S has to be restricted to some of its finite subsets; in
Publication I we take SLMZ ≈ {m1G1 : −n ≤ m1 ≤ n} in the mixed zone scheme
(MZ) and SLRZ ≈ {m1G1 + m2G2 : −n ≤ m1,m2 ≤ n} in the reduced zone
scheme (RZ) for some n ∈ N. The needed cutoff n then depends on the form of
the used potential A: if its Fourier coefficients die slowly with increasing ‖G‖
then a larger n is needed. On the other hand in the mixed zone scheme the SBZ
L∗BK/SL

∗
S is infinite in the G2 direction and thus the k sum also needs a cutoff

in this direction. These cutoffs together roughly correspond to a cutoff in energy,
which further corresponds to the cutoff in the electron–phonon interaction as in
Eq. (1.29).



32 Chapter 2. Periodically strained graphene

2.2 Electronic properties of the normal state

In Publication I we used the pseudo vector potential A as a tunable parameter
and studied the effects of some simple potentials. The first, simplest, choice is

A1D
cos(x, y) :=

β

d
(0, cos(2πx/d)), (2.28)

which was also studied by Kauppila et al . [67]. Here β is a dimensionless parameter
characterizing the strength of the strain and d is the period. The second potential
is

A1D
c (x, y) :=

β

d
(0, triangleSquarec(x/d)), (2.29)

which allows studying the effect of the potential shape. Here the slope parameter
c ∈ [4,∞[ can be used to interpolate between the triangle (c = 4) and square
(c→∞) waveforms. Both of these potentials are periodic in translations of the
(super)lattice SL = spanZ{t1, t2} with t1 = (d, 0) and t2 = (0, d). In fact they
are both constant in the t2 direction, so they are 1D potentials in the language
of Publication I. To study the effect of a potential varying in two directions, we
studied also the simplest generalization of the 1D cosine potential,

A2D
cos(x, y) :=

β

d
(cos(2πy/d), cos(2πx/d)), (2.30)

which is also periodic in translations of SL = spanZ{t1, t2} with t1 = (d, 0) and
t2 = (0, d). But it is not constant in any direction, so it is a 2D potential in the
language of Publication I.

From Eq. (2.20) it is easy to see that the cosine potentials can be produced
e.g . by the in-plane displacement fields

u1D
cos(x, y) :=

βa0

βGπ
(0, sin(2πx/d)), (2.31)

u2D
cos(x, y) :=

βa0

βGπ
(0, sin(2πx/d) + sin(2πy/d)), (2.32)

which are illustrated in Figs. 2.4a and 2.4b. But note that they are not necessarily
unique: for example a field combining both in-plane and out-of-plane displacements
might also be possible.

It turned out that an important parameter characterizing the flat-band physics
is B, the amplitude of the pseudomagnetic field B := ∇×A = ∂xAy − ∂yAx. The
pseudomagnetic fields produced by the cosine potentials are shown in Figs. 2.4c
and 2.4d and the amplitudes for the three potentials are

B1D
cos =

2πβ

d2
, B1D

c =
cβ

d2
, B2D

cos =
4πβ

d2
. (2.33)

A realistic scale for β is given by the experiment of Jiang et al . [71] (Fig. 2.1),
where a pseudomagnetic field amplitude of ~

eB ≈ 100 T was observed for a strain
period of d = 14 nm. For the 1D cosine potential this gives β ≈ 5 and for the 2D
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Figure 2.4: (a,b) Example in-plane displacement fields u in Eqs. (2.31) and (2.32)
that produce the studied cosine-type pseudo vector potentials A1D

cos and A2D
cos in

Eqs. (2.28) and (2.30) through Eq. (2.20), shown here for exaggeratedly large β
and small d. (c,d) Pseudomagnetic fields B = ∇×A produced by the pseudo
vector potentials A1D

cos and A2D
cos, shown here for β = 40 and β = 20, respectively.

The amplitude B of these pseudomagnetic fields is given in Eq. (2.33). Reprinted
with permission from Ref. [116]. Copyright 2020 IOP Publishing.

cosine potential β ≈ 2.5. But to better be in the flat-band regime, in Publication
I we used a factor of 4 to 8 times higher values of β.

The dispersions, calculated from the Hamiltonian in Eqs. (2.25)–(2.27), exhibit
flat bands for high enough B, as illustrated in Fig. 2.5. The 1D potential is
shown both in the mixed zone (MZ) and reduced zone (RZ) schemes, while the 2D
potential is shown only in the reduced zone scheme, which is the only possibility
in that case. The parameter B can be used to control the flatness of the bands; in
the reduced zone scheme one can roughly say that B determines the number of
flat bands.

Calculating the density of states (Fig. 2.6) shows how the flat bands emerge.
The smallest B (i.e. β or c for the chosen potentials) is close to the conical graphene
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(a) A1D
cos, β = 30,

mixed zone scheme (MZ)
(b) A1D

cos, β = 30,
reduced zone scheme (RZ)

(c) A2D
cos, β = 15,

reduced zone scheme (RZ)

Figure 2.5: Typical dispersions in the normal state at the valley ρ = ±. The 1D
cosine potential is shown both in the (a) mixed zone scheme and (b) reduced zone
scheme. (c) The 2D cosine potential in the reduced zone scheme. The strained
dispersions are in blue and the conical unstrained graphene dispersions in orange.
Reprinted with permission from Ref. [116]. Copyright 2020 IOP Publishing.
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Figure 2.6: Density of states (DOS) for A1D
cos with increasing β. For clarity the

successive curves are shifted vertically by 5 and the DOS is normalized such that
the visible region integrates to unity.

dispersion and thus produces a linear DOS. Higher B produces peaks at finite
energies, which approach zero energy with increasing B, with their amplitude
increasing at the same time. In other words increasing B increases the flatness of
the bands. Most of the results are calculated with the chemical potential µ chosen
at the energy of one of the DOS peaks, which we call the optimal doping, because
when studying superconductivity, at low interactions this amount of doping has
the highest superconducting order parameter ∆.

On the other hand calculating the local density of states (LDOS, Fig. 8 of
Publication I) shows that the low-energy states are localized at the extrema of
the pseudomagnetic field B = ∇×A (Fig. 2.4). More specifically, the LDOS of
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A (B) sublattice states are localized at the minima (maxima) of B. This kind of
localization was also measured by Jiang et al . [71].

The origin of the flat bands can be understood from many perspectives. Tang &
Fu [117] discussed how they form as the Landau levels of the pseudomagnetic field
B. Heikkilä & Volovik [8] and Kauppila et al . [67] showed how PSG can be viewed
as the Su–Schrieffer–Heeger model [118] with a periodic array of domain walls
[119] hosting localized zero-energy states. Lastly, Tahir & Chen [70] showed how
the flat bands can be understood to result from interference in a coarse-grained
tight-binding model.

2.3 BCS equations for the superconducting state

2.3.1 Bogoliubov–de Gennes and self-consistency equations

To model the possible superconducting state we add an interaction Hamiltonian
(1.10). But instead of choosing the eigenbasis of H as in Sec. 1.2.3, we stay in the
tight-binding formalism written in real space, which is then transformed to the
low-energy continuum formalism. At the tight-binding level the states are indexed
by µ = (σ, α, r), where σ ∈ {↑, ↓} is the spin, α ∈ {A,B} is the sublattice, and
r ∈ L/LBK is the position in the lattice. We then choose the spin-singlet, local
interaction

λµµ′νν′ = λσαr,σ′α′r′,τβs,τ ′β′s′ = δσ̄σ′δστδσ′τ ′δαα′δββ′δαβδrr′δss′δrsλ, (2.34)

where λ is the interaction strength (negative for attractive interaction) and the
energy cutoff [120] resulting from the electron–phonon interaction [Eq. (1.29)]
is left implicit. Wu et al . [121] actually showed that in graphene the electron–
phonon interaction yields a local interaction, but only modulo sublattice, with
a very specific sublattice structure that does not strictly match Eq. (2.34). We
nevertheless use the simplified form (2.34) since it gives similar results in the more
important (in the case of TBG) s-wave channel [121].

The choice (2.34) is more general than the interaction in Eqs. (1.24) and (1.29),
since in Fourier space the position-Kronecker-deltas yield only δk+k′+l+l′,0, so
we cannot use the results of Sec. 1.2.3 which assume more strictly δk̄k′δl̄l′ . This
more general choice allows having a (center-of-mass) position-dependent order
parameter, which turns out to be important in the case of PSG and TBG. This
choice yields the order parameter

∆σαr,σ′α′r′ = δσ̄σ′δαα′δrr′∆σ,α(r) with ∆σ,α(r) := λ 〈ψσ̄,α(r)ψσ,α(r)〉
(2.35)

and the interaction Hamiltonian

Hint =
1

2

∑
σαr

∆σ,α(r)ψ†σ,α(r)ψ†σ̄,α(r) + h.c. + const. (2.36)

This corresponds to spin-singlet pairing because ∆σ′αr,σα′r′ = −∆σαr,σ′α′r′ , s-
wave pairing because ∆ depends only on the COM coordinate (r + r′)/2 = r
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through δrr′ and is independent of the relative coordinate r − r′ = 0, and orbital-
triplet pairing because ∆σα′r,σ′αr = ∆σαr,σ′α′r′ .

Making the valley expansion (2.7) gives

Hint =
1

2

∑
σραr

∆σ,α(r)ψ†σρ,α(r)ψ†σ̄ρ̄,α(r) + h.c. + const (2.37)

and

∆σ,α(r) = λ
∑
ρ

〈ψσ̄ρ̄,α(r)ψσρ,α(r)〉 , (2.38)

assuming only intervalley interaction. Here ρ̄ = −ρ denotes the opposite valley
of ρ and the choice of intervalley is chosen because it most closely matches the
“standard” BCS theory choice (1.24) of coupling opposite momenta. Defining the
sublattice-space matrix

∆σ := diag(∆σ,A,∆σ,B), (2.39)

using the sublattice-vectors ψσρ of Eq. (2.10), and going to the continuum as in
Eq. (2.8) gives the total interacting Bogoliubov–de Gennes (BdG) Hamiltonian

HBdG = H +Hint (2.40)

=
∑
σρ

∫
dr

[
ψ†σρ(r)Hρ(r)ψσρ(r) +

1

2
ψ†σρ(r)∆σ(r)ψ†Tσ̄ρ̄(r) + h.c.

]
+ const.

The following derivation is based on the book of Nazarov & Danon [15], and its
details are presented in the Supplementary Material of Publication I. But because
I use many of the identities when deriving the superfluid weight in Sec. 2.3.2, I
present the main points here. For diagonalizing HBdG it is convenient to first write
it in the Nambu basis. Using the symmetry∫

dr ψ†σρ(r)Hρ(r)ψσρ(r) = −
∫

dr ψT
σρ(r)Hρ̄(r)ψ†Tσρ(r) + const (2.41)

of the noninteracting Hamiltonian, we may write the BdG Hamiltonian in the
Nambu basis as

HBdG =
1

2

∑
σρ

∫
drΨ†σρ(r)HρBdG(r)Ψσρ(r) + const. (2.42)

Here the spin-independent BdG-Hamiltonian matrix element in the Nambu space,
the spin-independent order parameter, and the annihilation-operator Nambu-vector
are

HρBdG :=

(
Hρ ∆
∆∗ −Hρ

)
, ∆ := s(σ)∆σ, Ψσρ :=

(
ψσρ

s(σ)ψ†Tσ̄ρ̄

)
, (2.43)

respectively, where s(↑) := 1 and s(↓) := −1.
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HBdG can be diagonalized through the resolution of identity in the position
basis,

δ(r − r′) =
1

V

∑
n

wρn(r)w†ρn(r′), (2.44)

where n enumerates the eigenfunctions wρn(r) of HρBdG(r),

HρBdG(r)wρn(r) = Eρnwρn(r). (2.45)

The eigenvalue equation (2.45) is called the Bogoliubov–de Gennes equation, and
it is one of the equations that need to be solved. Writing the Nambu structure
explicitly it reads(

Hρ(r) ∆(r)
∆∗(r) −Hρ(r)

)(
uρn(r)
vρn(r)

)
= Eρn

(
uρn(r)
vρn(r)

)
. (2.46)

Then by defining the Bogoliubon operator or the Bogoliubov transformation

γσρn :=
1√
V

∫
drw†ρn(r)Ψσρ(r) (2.47)

HBdG is diagonalized to

HBdG =
1

2

∑
σρn

Eρnγ
†
σρnγσρn + const. (2.48)

Equation (2.48) shows that we have diagonalized the many-body BdG Hamiltonian
HBdG by transforming the problem into the diagonalization of the one-body BdG
Hamiltonian HρBdG, Eq. (2.45).

There is a problem in the diagonal form of Eq. (2.48): the Bogoliubon γ’s
are not generally fermionic operators, and thus we do not know whether “const”
measures the ground state energy and Eρn the excitation energies. Next we remove
this problem by showing that the positive-energy Bogoliubons are fermionic and
that there is a symmetry between the positive- and negative-energy Bogoliubons.

Taking the field operators ψσρ, the pseudo vector potential A, and the order
parameter ∆ to be periodic in translations of the Born–von Kármán lattice LBK, we
know by Bloch’s theorem that the eigenstates can be enumerated with n = (b,k),
where k ∈ L∗BK belongs to the reciprocal space and b = (η, ν) enumerates the
bands for each k with ν ∈ {+,−} giving the sign of energy of this band. Using
time-reversal symmetry Hρ̄∗ = Hρ implies the symmetry

wρην̄k = iτyw
∗
ρ̄ηνk̄ (2.49)

between the positive- and negative-energy eigenstates. This then directly gives
the symmetry

γσρην̄k = s(σ̄)γ†
σ̄ρ̄ηνk̄

(2.50)

for the Bogoliubons.
Choosing an orthogonal eigenbasis∫

drw†ρn(r)wρn′(r) = V δnn′ (2.51)
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gives the first fermionic anticommutation relation
{
γσρn, γ

†
σ′ρ′n′

}
= δσσ′δρρ′δnn′

for all n, n′ and the second anticommutation relation
{
γσρηνk, γσ′ρ′η′ν′k′

}
= 0

provided ν = ν′, i.e. that they both are either positive- or negative-energy operators.
Concentrating then only on the positive-energy ones, we get the desired result
that the Bogoliubons are fermionic,{

γσρη+k, γ
†
σ′ρ′η′+k′

}
= δσσ′δρρ′δηη′δkk′ , (2.52){

γσρη+k, γσ′ρ′η′+k′
}

= 0. (2.53)

Finally utilizing the symmetry (2.50) and the anticommutation relations (2.52)
and (2.53) gives the diagonal and fermionic form

HBdG =
∑
σρn+

Eρn+
γ†σρn+

γσρn+
+ const, (2.54)

where n+ = (η,+,k) is summed over the positive-energy states.
It is useful to write the definition (2.38), (2.39), and (2.43) of the order

parameter ∆ in the same Bogoliubon basis as the Hamiltonian in Eq. (2.54)
because we know how their thermal averages are calculated. Since the positive-
energy Bogoliubons are fermionic and we assume no interactions between them,
they follow the Fermi–Dirac statistics〈

γσρn+γσ′ρ′n′+

〉
= 0, (2.55)〈

γ†σρn+
γσ′ρ′n′+

〉
= δσσ′δρρ′δn+n′+

f(Eρn+), (2.56)

where f(E) = [eE/(kBT ) + 1]−1 is the Fermi–Dirac distribution at the temperature
T .

To write ∆ in the γ basis, we need to invert the Bogoliubov transformation
(2.47). Using the orthogonality condition (2.51) together with the resolution of
identity (2.44), the inverse transformation can be shown to be

Ψσρ(r) =
1√
V

∑
n

wρn(r)γσρn. (2.57)

By using the symmetries (2.49) and (2.50), it can also be written as a sum over
the positive-energy states only as

Ψσρ(r) =
1√
V

∑
n+

(
wρn+(r)γσρn+ + iτyw

∗
ρ̄n+

(r)s(σ̄)γ†σ̄ρ̄n+

)
. (2.58)

This then yields the self-consistency equation for the order parameter at sublattice
α,

∆α(r) = − λ
V

∑
ρn+

uρn+,α(r)v∗ρn+,α(r) tanh

(
Eρn+

2kBT

)
, (2.59)

where the eigenfunction components are wρn = (uρn, vρn)T in the Nambu space
and uρn = (uρn,A, uρn,B)T, vρn = (vρn,A, vρn,B)T in the sublattice space. Solving
the self-consistency equation is the main part of determining the superconducting
properties.
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2.3.2 Supercurrent and superfluid weight

In Publications I and III we calculate the superfluid weight directly from an
equation derived by Liang et al . [93] for a generic lattice system by linear response
theory. But to get a more intuitive feeling about the superfluid weight, I derive the
expression here directly for PSG by first deriving the expression of the supercurrent
operator and then linearizing that expression. The linearization process is based
on the calculation by de Gennes [11] and Kopnin & Sonin [59].

To describe supercurrent we add a vector potential A to the system by the
minimal substitution principle by replacing the Hamiltonian (2.8) with

HA :=
∑
σρ

∫
R2/LBK

dr ψ†σρ(r)HρA(r)ψσρ(r), (2.60)

where the matrix element is

HρA(r) := ~vFσ
ρ · (−i∇+ ρA(r) +A(r))− µ. (2.61)

In this case the form of the BdG Hamiltonian (2.40) stays the same,

HBdG,A := HA +Hint (2.62)

=
∑
σρ

∫
dr

[
ψ†σρ(r)HρA(r)ψσρ(r) +

1

2
ψ†σρ(r)∆σ(r)ψ†Tσ̄ρ̄(r) + h.c.

]
+ const.

(2.63)

The symmetry (2.41) becomes∫
dr ψ†σρ(r)HρA(r)ψσρ(r) = −

∫
dr ψT

σρ(r)Hρ̄−A(r)ψ†Tσρ(r) + const, (2.64)

which leads to the Nambu form

HBdG,A =
1

2

∑
σρ

∫
drΨ†σρ(r)HρBdG,A(r)Ψσρ(r) + const (2.65)

with the Nambu matrix

HρBdG,A :=

(
HρA ∆
∆∗ −Hρ−A

)
. (2.66)

Note the sign-difference in A: a naive minimal substitution to Eq. (2.43) would
have yielded a different (wrong) result. The diagonalization process goes in the
same way as without the vector potential, so that the BdG equation becomes

HρBdG,A(r)wAρn(r) = EAρnw
A
ρn(r) (2.67)

and the Bogoliubov transformation and its inverse transformation are

γAσρn :=
1√
V
wA†ρn (r)Ψσρ(r) ⇔ Ψσρ(r) =

1√
V

∑
n

wAρn(r)γAσρn. (2.68)
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The thermal average of the current operator is given by the functional derivative
[122–124]

j(r) := −
〈
δHBdG,A

δA(r)

〉
= −1

2
~vF

∑
σρ

〈
Ψ†σρ(r)σρΨσρ(r)

〉
, (2.69)

where in the second step I assumed that ∆ is independent of A. Strictly speaking,
generally ∆ has also corrections linear in A, but for example making the simplified
assumption of an isotropic superconductor and choosing the London gauge∇·A = 0
[11, 125] renders ∆ independent of A in linear order.

Substituting the inverse transformation (2.68), using the symmetry (2.50) to
transform all the γ’s to the positive-energy ones, and using the expectation values
(2.55) and (2.56) then gives the current

j(r) = −~vF

V

∑
ρn

wA†ρn (r)σρwAρn(r)f(EAρn)− reg, (2.70)

where n is summed over both the positive- and negative-energy states. This
expression (without “reg”), however, diverges according to Kopnin & Sonin [34, 59],
which is why I have inserted the regularization term “reg”. Had it been derived
for the full lattice Hamiltonian, the expression would be convergent due to the
periodicity under reciprocal lattice translations, which cancels terms far from the
Dirac points. But now in the continuum theory the periodicity is lost, which
causes divergence from terms far from the Dirac points. Kopnin & Sonin [34, 59]
removed this problem by shifting the k sum/integral (included in the n sum)
properly.3 Liang et al . [93], on the other hand, did the regularization (implicitly)
by forcing the periodicity by setting the surface term to zero while doing partial
integration of the “diamagnetic current operator”. This leads to the same result
as what Kopnin & Sonin found out. I write the form of “reg” only at the end of
this calculation, because only there I know its proper form.

Next I linearize the current inA by using standard perturbation theory. Strictly
speaking we would need degenerate perturbation theory because of the degeneracy
resulting from the Nambu structure of HρBdG. But to keep the theory simple, I use
only nondegenerate perturbation theory, but modify one step so that the end result

matches that of Liang et al . [93]. I write wAρn = wρn +w
(1)
ρn and EAρn = Eρn +E

(1)
ρn ,

where wρn and Eρn satisfy the BdG equation (2.45) with zero vector potential and

w
(1)
ρn and E

(1)
ρn are corrections proportional to the vector potential A. By keeping

only terms linear in A, the BdG equation becomes

(HρBdG(r)− Eρn)w(1)
ρn (r) +

(
~vFσ

ρ · A(r)− E(1)
ρn

)
wρn(r) = 0. (2.71)

3Kopnin & Sonin [59] also claim that subtracting the unphysical normal-state supercurrent
is an equivalent way to regularize the expression. This, however, is not true. If one did the
regularization by subtracting the normal-state supercurrent one would get an extra −|µ| inside
the brackets of Eq. (32) in Ref. [59]. Note also that Eq. (32) in Ref. [59] [or Eq. (C3) in Ref. [93]]
is not totally correct, because at finite µ it yields a nonzero supercurrent even in the normal
state ∆ = 0. This is a quirk of taking both the T → 0 and ∆ → 0 limits, as in this case the
result actually measures the Drude weight instead of the superfluid weight [126]. This problem
can be removed by staying at finite temperatures, in which case the finite-temperature equation
(31) in Ref. [59] correctly gives (numerically) Ds → 0 when ∆→ 0.
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Expanding in the A = 0 states through

w(1)
ρn (r) =

1

V

∑
m

aρnmwρm(r), (2.72)

multiplying from the left with w†ρm′(r), and integrating over r then gives

(Eρm − Eρn)aρnm + Sρnm − V E(1)
ρn δnm = 0, (2.73)

where

Sρnm :=

∫
drw†ρm(r)~vFσ

ρ · A(r)wρn(r) (2.74)

is a matrix element of the perturbation Hamiltonian. If n = m this gives E
(1)
ρn =

Sρnn/V , and if n 6= m and Eρn 6= Eρm it gives aρnm = Sρnm/(Eρn − Eρm). Since
I am using nondegenerate perturbation theory we get no requirements if n 6= m
and Eρn = Eρm, but let’s assume that [f(Eρn) − f(Eρm)]aρnm = f ′(Eρn)Sρnm in
this case, so that the end result matches that of Liang et al . [93], even in the case
of degeneracies. Plugging these into the expansion (2.72) and the expansion into
Eq. (2.70) then gives the current

j(r) = − 1

V

∫
dr′K(r, r′)A(r′), (2.75)

which is the static limit of Eq. (1.66). Here the µ, ν ∈ {x, y} component of the
kernel is

Kµν(r, r′) :=
(~vF)2

V

∑
ρnm

Fρnmw†ρn(r)σρµwρm(r)w†ρm(r′)σρνwρn(r′)− reg (2.76)

with

Fρnm :=

{
f ′(Eρn), if En = Em,
f(Eρn)−f(Eρm)

Eρn−Eρm , if En 6= Em.
(2.77)

Let us calculate only the position average 〈j〉 of the current in response to a
constant vector potential A = 〈A〉, which already yields the London equations
(1.69) and (1.70) and determines the BKT transition temperature (1.65), at least
in the simplest theories [93, 126]. In this case we have

〈j〉 = −Ds 〈A〉 with Ds = 〈K〉 (2.78)

being the superfluid weight. Here 〈K〉 = avgrr′ K(r, r′). In Publications I and
III we only calculate the superfluid weight Ds and never the full kernel K.

2.3.3 Equations in Fourier space

Since we are interested in periodic strain, it is easiest to solve the equations in
Fourier space. Taking the eigenfunctions wρbk′ : R2/LBK → C2 to be periodic in
translations of the large Born–von Kármán lattice LBK, the pseudo vector potential
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A : R2/SL → R2 to be periodic in translations of the arbitrary superlattice
SL = spanZ{t1, t2}, and the order parameter ∆ : R2/SL→ C2×2 to be periodic
in translations of the same superlattice SL, we may write them as the Fourier
series

wρbk′(r) =
∑
k∈L∗BK

eik·rw̃ρbk′(k) (2.79)

A(r) =
∑

G∈SL∗S

eiG·rÃ(G) (2.80)

∆(r) =
∑

G∈SL∗S

eiG·r∆̃(G) (2.81)

through Eq. (1.79). Substituting these to the BdG equation (2.45) and dividing
the k sum as in Eq. (2.23) then yields the BdG equation in Fourier space,∑

G′∈SL∗S

H̃ρBdG,GG′(k)w̃ρbk′(k +G′) = Eρbk′w̃ρbk′(k +G). (2.82)

Here the Nambu-matrix

H̃ρBdG,GG′(k) :=

(
H̃ρGG′(k) ∆̃(G−G′)

∆̃∗(G′ −G) −H̃ρGG′(k)

)
(2.83)

is the Fourier-space version of the BdG Hamiltonian matrix element (2.43) with
the noninteracting Hamiltonian matrix element H̃ρGG′(k) being as in Eq. (2.25).

Defining the G-space matrix and vector respectively as

H̃ρBdG(k) :=
(
H̃ρBdG,GG′(k)

)
GG′∈SL∗S

, w̃ρbk′(k) :=
(
w̃ρbk′(k +G)

)
G∈SL∗S

(2.84)
the BdG equation (2.82) becomes a matrix eigenvalue equation

H̃ρBdG(k)w̃ρbk′(k) = Eρbk′w̃ρbk′(k). (2.85)

Because H̃ρBdG(k) depends only on k, and b already enumerates all the solutions
for this k, we must have k′ = k. And now that k ∈ L∗BK/SL

∗
S belongs to the SBZ,

also the original ansatz k′ ∈ L∗BK gets restricted to the SBZ L∗BK/SL
∗
S . Thus we

may set

w̃ρbk′(k +G) = δkk′w̃ρbk(k) (2.86)

so that the BdG equation becomes

H̃ρBdG(k)w̃ρbk(k) = Eρbkw̃ρbk(k). (2.87)

This is clearly a separate problem for each k ∈ L∗BK/SL
∗
S , and for each k there

are exactly 2× 2× |SL∗S | (the matrix dimension) solutions labelled by the band
index b.
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Property (2.86) together with the division (2.23) can be used to write the
Fourier series (2.79) of w in the Bloch form

wρbk(r) = eik·r
∑

G∈SL∗S

eiG·rw̃ρbk(k +G), (2.88)

where the function multiplying eik·r is periodic in translations of the superlattice
SL. Using the Fourier series (2.80) and (2.81) and the Bloch-form Fourier series
(2.88) we may write the self-consistency equation (2.59) in the Fourier space as

∆̃α(G) = − λ

(2π)2

∑
ρb+

∑
G′∈SL∗S

∫
R2/SL∗S

dk

ũρb+k,α(k +G′)ṽ∗ρb+k,α(k +G′ −G) tanh

(
Eρb+k

2kBT

)
. (2.89)

In Eq. (2.89) I also approximated the k sum as an integral∑
k∈L∗BK/SL

∗
S

≈ V

(2π)2

∫
R2/SL∗S

dk (2.90)

by assuming the Born–von Kármán cell to be large, i.e. LBK to be sparse (compared
to L) or L∗BK to be dense (compared to L∗).

The linearized supercurrent (2.75), on the other hand, becomes

j̃(G) =
∑

G′∈SL∗S

K̃(G,−G′)Ã(G′), (2.91)

where the Fourier components of the kernel are

K̃µν(G,−G′) =

(
~vF

2π

)2∑
ρbb′

∑
FF ′∈SL∗S

∫
R2/SL∗S

dkFρbk,b′k×

× w̃†ρbk(k + F −G)σρµw̃ρb′k(k + F )w̃†ρb′k(k + F ′ −G′)σρνw̃ρbk(k + F ′)− reg.

(2.92)

The superfluid weight is then

Ds
µν = K̃µν(0, 0) =

(
~vF

2π

)2∑
ρbb′

∫
R2/SL∗S

dkFρbk,b′k×

×
(
w̃†ρbkσ

ρ
µw̃ρb′kw̃

†
ρb′kσ

ρ
νw̃ρbk − w̃

†
ρbkτzσ

ρ
µw̃ρb′kw̃

†
ρb′kτzσ

ρ
νw̃ρbk

)
, (2.93)

where I dropped the k argument from w̃†ρbk(k) and also wrote explicitly the
regularization term (the last term) according to the work of Liang et al . [93]. In
the numerical calculations we then solve the Fourier-space equations (2.87), (2.89),
and (2.93). The only differences between the first, the diamagnetic current [93]
term, and the second, the paramagnetic current [93] term, are the Pauli-z matrices
τz acting in the Nambu space.
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2.4 Electronic properties of the superconducting
state

In this section I summarize the results of Publication I regarding superconductivity.
Some figures are taken directly from the publication, while others are new so that
the introduction to the calculated results is as pedagogical as possible.

2.4.1 Order parameter and mean-field critical temperature

The main ingredient in determining the properties of the superconducting state is
solving the self-consistency equation (2.59) [numerically the Fourier-space version
(2.89)]. We solve this by the fixed-point iteration method, where one starts from
an initial guess of ∆, solves the eigenenergies E and eigenvectors w from the BdG
equation (2.87) with that ∆, uses these new E and w to calculate a new ∆ from
the self-consistency equation (2.89), and continues iterating this until convergence.
But this needs an initial guess for ∆: we chose to always start from a homogeneous
∆A(r) = ∆B(r) = const. In addition to fixing the overall phase to zero, this choice
also fixes the relative phase between ∆A and ∆B to zero, but as we showed in the
Supplementary Material of Publication I, this choice leads to the lowest-energy
solution under the fixed-point iteration.

Solving the self-consistency equation shows how the behavior of ∆ is determined
by the density of states. First of all, as shown in Fig. 2.7 and when compared to
Figs. 2.4c and 2.4d, ∆A/B is localized to minima/maxima4 of B, and is thus also
periodic5 with the period d. This is a main difference to the results of Sec. 1.2.3,
where the simpler form of the interaction yields a position-independent ∆. But
the position dependence of ∆ raises a problem: if one wants to get simple relations
between observables and ∆, such as Eqs. (1.36) and (1.51), it is not clear which
number should be calculated out of ∆(r). But as we showed in Publication I, a
number that well represents the strength of the superconducting state is max ∆
(maximum over r), which is independent of sublattice for the chosen potentials.
What I mean by this is that in the flat-band regime (large B or λ) one gets
approximately linear relations between observables (such as Tc) and max ∆.

We calculate most of the results at optimal doping µ = µopt, which is the
position of the DOS peak (Fig. 2.6) and yields the highest ∆ for small λ. Calculating
∆ as a function of the interaction strength λ (Fig. 2.8a) at T = 0 shows how
the relation becomes linear with high enough B or λ. This regime, where max ∆
is much larger than the flat-band bandwidth, we call the flat-band regime. The
opposite regime with nonlinear dependence we call the dispersive regime due to
the finite bandwidth contributing to ∆. In Publication I we then calculated the
ratio ζ := max ∆/(−Bλ) which shows that, indeed, in the flat-band regime ζ goes
approximately to a constant ζ ≈ 0.15, depending slightly on the potential. In the

4This kind of sublattice polarization (∆A 6= ∆B) was not observed by Kauppila et al . [67]
due to a summation over sublattices in that work.

5When deriving the BCS equations we assumed that ∆ is periodic in translations of the
same lattice SL as A is. But this still allows the periodicity of ∆ to be smaller than that of A.
However, the assumption rules out the case where ∆ would have a longer period than A, which
is also a perfectly physical possibility.
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(a) A1D
cos (b) A2D

cos

Figure 2.7: Typical profiles of the self-consistent superconducting order parameter
∆A/B (A orange, B blue), which can be seen to be peaked at the minima/maxima
of B when compared to Fig 2.4. Reprinted with permission from Ref. [116].
Copyright 2020 IOP Publishing.

flat-band regime we thus have the linear relation

max ∆ = −ζBλ at µ = µopt, T = 0. (2.94)

This is analogous to the exact-flat-band result (1.50) with a homogeneous ∆, which
should be multiplied by n in the case of n flat bands. Now it is the amplitude
B [Eq. (2.33)] of the pseudomagnetic field B that controls the flatness and the
number n of approximate flat bands in the area ΩFB = 1/d2 (in the reduced zone
scheme). In the case of the 1D cosine potential this simply reproduces the result of
Kauppila et al . [67], apart from the dispersive regime where the choice of optimal
doping, instead of zero doping, slightly enhances ∆. In this regard the role of
Publication I and Fig. 4 therein is to show that this result remains to hold also
more generally: when changing the shape of the potential through A1D

c and when
going to 2D potentials through A2D

cos.
Another new result is the effect of doping, which I show in Fig. 2.8b in the

case of the 1D cosine potential. For all the potentials see Fig. 9 in Publication I.
Qualitatively, in the flat-band regime ∆ is maximized at µ = 0 and increasing |µ|
has the effect of suppressing superconductivity, because the energy scale of ∆ is
larger than the bandwidth and thus ∆ only “sees” one large, smeared DOS peak
located at zero energy (Fig. 2.6). The “critical”6 chemical potential where max ∆
is suppressed to max ∆(µ = 0)/2 is

µ50 % = ηmax ∆(µ = 0) at T = 0, (2.95)

where in the flat-band regime η ≈ 0.7 for all the potentials except A1D
c with

c & 10. This is analogous to the exact-flat-band result (1.52) with a homogeneous
∆, which should be multiplied by

√
3/2 in the case of the half-level µ50 %. In the

6Due to slow convergence when ∆ is close to zero it is very time-consuming to calculate
the actual critical chemical potential where ∆ vanishes. Thus we calculate the half-level µ50 %

instead, which is much faster to obtain.
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Figure 2.8: Maximum of the superconducting order parameter ∆ for the 1D cosine
potential A1D

cos at T = 0 as a function of (a) the interaction strength λ and (b)
the chemical potential µ. (a) max ∆ at optimal doping µ = µopt is approximately
linear in λ in the flat-band regime, where max ∆ is much larger than the flat-band
bandwidth (compare to the DOS in Fig. 2.6). (b) Doping dependence of ∆ with
λ/(~vFd) = −0.005 at T = 0. In the flat-band regime doping monotonically
suppresses superconductivity with the critical value µc ≈ max ∆(µ = 0), whereas
in the dispersive regime the optimal doping is located at a finite chemical potential
at the DOS peak. ∆ is symmetric with respect to the sign of µ.

dispersive regime, on the other hand, where ∆ “sees” the individual DOS peaks,
∆ is maximized when doped to the DOS peak (the optimal doping level).

Calculating ∆ as a function of temperature T yields a similar approximate
linear relation (Fig. 10 in Publication I)

kBT50 % = ξmax ∆(T = 0) at µ = µopt (2.96)

for the half-level “critical” temperature in the flat-band regime. Here ξ ≈ 0.35,
which again holds for all the potentials except A1D

cos with c & 10. In the case of
the 1D cosine potential this again reproduces the result of Kauppila et al . [67],
but Publication I shows that it continues to hold also for more generic potentials
if avg ∆ of Kauppila et al . is replaced by max ∆ (and the prefactor is modified
accordingly). Equation (2.96) corresponds to the exact-flat-band result (1.51) with
a homogeneous ∆.

2.4.2 Superfluid weight and BKT transition temperature

When ∆ is known we can determine the superfluid weight Ds from Eq. (2.93).
Shown in Fig. 2.9a for A1D

cos at µ = µopt and T = 0, it shows how similar to ∆ the
dependence is, only with a different scale. From Fig. 11 of Publication I we can
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Figure 2.9: (a) The superfluid weight Ds and (b) the Berezinskii–Kosterlitz–
Thouless transition temperature TBKT at optimal doping µ = µopt as a function

of the interaction strength λ in the case of the 1D cosine potential A1D
cos. (a) Ds(λ)

at T = 0 shows very similar behavior to ∆(λ) in Fig. 2.8a. The superfluid weight
is almost isotropic even though the potential A1D

cos is highly anisotropic. Reprinted
with permission from Ref. [116]. Copyright 2020 IOP Publishing. (b) TBKT(λ)
also shows very similar behavior both to Ds(λ) and ∆(λ).

read that in the flat-band regime we then get an approximately linear relation

√
detDs = χmax ∆ at µ = µopt, T = 0, (2.97)

where χ ≈ 0.15 . . . 0.4 depending on the potential. Figure 2.9a also shows how Ds is
almost isotropic for the 1D potentials: there is only a very slight difference between
Ds
xx and Ds

yy at large or small B and λ. On the other hand the 2D potential has
an isotropic Ds with Ds

xx = Ds
yy. For all the potentials Ds

xy = 0 = Ds
yx. Note

that for this discussion the choice of the coordinate system is important; we are
all the time using the same coordinate system where the graphene lattice vectors
are those in Eq. (2.1).

In the case of the 1D cosine potential, Kauppila et al . [67] also found a
linear relation7 Ds

µµ = 2aµ max ∆ in the flat-band regime by directly calculating
the supercurrent from Eq. (2.70) for small A (denoted by ks in that work).
Their finding ax ≈ 0.17 and ay ≈ 0.19 results in 2

√
axay ≈ 0.36, which is in

agreement with χ ≈ 0.35 found in Publication I, even though they used the
different renormalization procedure of subtracting the normal-state supercurrent.
Regarding the small anisotropy, the components of χ are χx ≈ 0.34 and χy ≈ 0.36
(not explicitly shown in Publication I except of Fig. 11a), again in agreement with
Kauppila et al . [67].

7I inserted the factor of 2 because Eq. (2.70) has a sum over valleys whereas the one in
Ref. [67] does not have it.
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Another new result is the Berezinskii–Kosterlitz–Thouless (BKT) transition
temperature TBKT, which was not included in the work of Kauppila et al . [67].
Calculating Ds as a function of temperature allows obtaining TBKT through
Eq. (1.65). As shown in Fig. 2.9b, the behavior as a function of λ is extremely
similar to that of Ds or ∆, with the only thing changing (in the flat-band regime)
being the scale. Figure 12 of Publication I then confirms that in the flat-band
regime we again have a linear relation

kBTBKT = κmax ∆(T = 0) at µ = µopt (2.98)

with κ ≈ 0.05 . . . 0.15 depending on the potential.
To obtain realistic values for TBKT, let us use the experimental strain profiles

of Jiang et al . [71]. As one example, they manufactured a strain field with
a period of d = 14 nm and an accompanying pseudomagnetic field amplitude
~
eB = 100 T, which can be modelled by the 1D cosine potential with β = 5,
assuming graphene to be suitably oriented with respect to the strain field (see
the discussion in the end of Sec. 2.1). The experimental value of the interaction
strength λ is not known. But because according to Publications II and III

λ ≈ −1 eVa2 ≈ −6 eVÅ
2 ≈ −0.007~vFd yields the experimental [9, 127] value of

TBKT ≈ 1 K in the similar flat-band system of TBG, a similar value is probably
the best first guess. According to Fig. 2.9b TBKT is then most likely very close
to zero for such a small β and λ. If, however, one is able to increase the strain
amplitude by a factor of 4 to β = 20, one would already obtain a relatively high
transition temperature of TBKT ≈ 0.007~vF/(dkB) ≈ 4 K. This, however, is not
yet perfectly in the flat-band regime, so the simple linear formulas (2.94)–(2.98)
cannot directly be applied to see how this number could be increased. Increasing β
further or decreasing d moves us to the flat-band regime, where the linear formulas
can be applied, which together with Eq. (2.33) tell us that for A1D

cos

kBTBKT = −κζ2πβλ/d2 (2.99)

is linearly proportional to β and inversely proportional to d2. But at the same time
one has to remember the limit (2.16) of elasticity theory, which for the in-plane
strain field u1D

cos is equivalent to the constraints

β

βG
� d

a0
and

d

a0
� 1. (2.100)

This, on the other hand, is equivalent to constraining the strain as |uij | � 1. Thus
when trying to increase TBKT one should maximize β (or more generally B) and
minimize d such that the constraint (2.100) still holds.

The above estimate corresponds to a displacement amplitude of βa0/(βGd) ≈
5 Å if assuming the in-plane strain field (2.31) and a Grüneisen parameter of
βG = 2. This is very large compared to the 0.1 Å displacement amplitude found
in TBG after structural relaxation [109], so it might be easier to stay in the
out-of-plane strains. It is left for further studies to find out what kind of pseudo
vector potentials realistic out-of-plane strain fields produce, whether they can be
approximated by the harmonic versions A1D/2D

cos , and what is the optimal strain
field still experimentally producible.
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To provide even more measurable quantities, in Publication I we also calculated
the behavior of both the total (Fig. 7) and local (Fig. 8) density of states in the
superconducting state. The main conclusion is that in the flat-band regime there
are peculiar multiple-peak structures in the energy dependence, as also predicted
by Kauppila et al . [67] in the case of the 1D cosine potential, the observation of
which would help confirming the used model.

2.5 Conclusions and outlook

In Publication I we applied BCS theory to study spin-singlet, s-wave supercon-
ductivity in periodically strained graphene (PSG) in the flat-band regime. In fact
the numerical results hold also in the dispersive regime, but the linear formulas
(2.94)–(2.98) work only in the flat-band regime. Within the low-energy continuum
approximation the strain is modelled by a pseudo vector potential A, which works
like a normal (magnetic) vector potential but conserves time-reversal symmetry,
thus maintaining the possibility of spin-singlet, s-wave superconductivity. Kauppila
et al . [67] studied this system already in the case of a one-dimensional harmonic
potential, and showed that periodic strain strongly enhances superconductivity,
with the critical temperature Tc being linear in the attractive interaction strength λ.
In Publication I we generalized the theory to include arbitrary periodic potentials.
By formulating the theory both in the mixed and reduced zone schemes in the
case of 1D potentials, we could bridge the gap between PSG (as formulated by
Kauppila et al . [67]) and twisted bilayer graphene (TBG; as formulated e.g . in
Publications II and III), which at first might seem very different systems. We
furthermore extended the superconductivity theory to include also the calcula-
tion of the superfluid weight Ds and the Berezinskii–Kosterlitz–Thouless (BKT)
transition temperature TBKT.

Regarding Publication I, it is intriguing to wait when (if) the first experiments
reporting superconductivity (and correlated insulating phases) in PSG appear. The
striking similarity to TBG suggests that finding these phases is highly probable, if a
strain with large enough amplitude and small enough period can be manufactured.
There are numerous possibilities for manufacturing it, and the experiments of Jiang
et al . [71] suggest that we are actually already close to achieving a measurable
TBKT. Besides, the critical temperature of PSG is (in principle) way more tunable
than that of TBG through controlling the shape, period, lattice, and amplitude of
the strain, so a recipe for a higher Tc is already available there.

In Publication I we included explicitly only the effect of attractive interaction
emerging from the electron–phonon interaction. The next natural extension
would be to study the effects of the repulsive Coulomb interaction, to see how
large a repulsive interaction would destroy superconductivity. Within the local
(Hubbard) interaction model, we would simply add another interaction Hamiltonian
with the strength u > 0, in addition to the attractive interaction with λ < 0.
But an important difference is that whereas the attractive interaction has an
energy cutoff εc resulting from the electron–phonon interaction, the repulsive
Coulomb interaction does not have a cutoff. In the case of a homogeneous ∆,
the contribution from the higher energies can, however, be incorporated into a
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Coulomb pseudopotential [128, 129]

u∗ :=
u

1 + uα
> 0, (2.101)

where α > 0 depends on the noninteracting dispersion above the cutoff εc. The
resulting total interaction strength, limited to energies below εc, is then

λeff := λ+ u∗, (2.102)

so that λeff < 0 corresponds to a superconducting state and λeff > 0 to an insulating
antiferromagnetic state [129]. Especially we see that due to the renormalization
the Coulomb interaction is not as effective in reducing the attractive interaction
as one would think by comparing the bare values λ and u, because we always have
u∗ ≤ u. In the sense of Eq. (2.102) the Coulomb repulsion is already incorporated
in the results of Publication I, if one simply interprets the used values of λ as the
effective interaction λeff.

In the Supplementary Material of Publication II we explicitly calculated the
renormalization parameter to be α ≈ 3.3 eV−1 nm−2 for two uncoupled graphene
layers, within the simplified assumption of a homogeneous ∆. This result can be
applied also to PSG if we divide the result by two, so that α ≈ 1.7 eV−1 nm−2.
In this case the Coulomb pseudopotential has a maximum possible value of
u∗ = 1/α ≈ 0.6 eV nm2, no matter how large the bare interaction u is. This
simple result (2.102) is not the whole truth about the Coulomb (modelled by
the Hubbard model) interaction, as it assumes a homogeneous ∆, which clearly
does not hold in PSG. The work left for future studies is to find out what kind
of position-dependent pseudopotential u∗(r) the position-dependent ∆(r) would
yield, and how Eq. (2.102) should be generalized.

Another interesting aspect left for future studies is the possibility of correlated
insulating phases, which are highly probable because they have been observed in the
very similar system of twisted bilayer graphene [130]. This similarity is discussed
more in Publication I. In Publication I we assumed that superconductivity has its
own origin from the electron–phonon interaction, and if there are other phases,
they have some other mechanism. Within this assumption one possibility to
model the other phases would be through Eq. (2.102) (and its generalization to a
position-dependent ∆), which models the competition between a superconductor
and an antiferromagnetic insulator through the difference between λ and u∗. Then
for example by taking into account screening from the electrodes, λeff could change
sign for changing chemical potential µ, because screening might have a different
effect on λ and u∗.

Kauppila et al . [67] used a Su–Schrieffer–Heeger-model argument [119] to
understand the origin of the flat bands resulting from a 1D strain. One interesting
future direction would be to generalize this model to understand the flat bands
resulting from a 2D strain. Here one might need some kind of periodic two-
dimensional array of domain wall states.

The results of Publication I are very promising when looking from the per-
spective of the experiments of Jiang et al . [71] (Fig. 2.1). Perhaps the largest
uncertainty concerns the value of the interaction strength λ (or λeff), which is
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not experimentally known. But because according to Publications II and III

λ ≈ −6 eVÅ
2

well matches the experimental [9, 127] results in the similar system
of TBG, this value works as an educated guess. With this value the reported strain
fields of Jiang et al . [131] are not yet quite enough to obtain superconductivity,
but they are already close: strain with a four times larger amplitude would already
yield a relatively large TBKT of 4 K, assuming the resulting pseudo vector potential
A is close to a harmonic form and the graphene layer is suitably oriented with
respect to the strain field. To obtain more accurate predictions, one would need
both the in-plane and out-of-plane strain fields, as well as the graphene orientation,
to calculate a more realistic form of A. Nevertheless, the realization of a new
graphene-only superconductor may already be close. Not only that, superconduc-
tivity in PSG is highly tunable by the strain, especially by its amplitude, period,
and shape. Moreover, when compared to TBG where the superlattice Brillouin
zone is fixed by the rotation angle through the moiré pattern, in PSG one can in
principle choose it arbitrarily by choosing the strain field.
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Chapter 3

Twisted bilayer graphene

In this chapter I go through Publications II and III regarding twisted bilayer
graphene (TBG). First I go through some general aspects of TBG, such as the
arising moiré pattern (Sec. 3.1) and the used continuum model (Sec. 3.2). Then
in Sec. 3.3 I summarize the normal-state results calculated in Publications II
and III and in the literature. In Sec. 3.4 I present the BCS theory of TBG and
finally in Sec. 3.5 I summarize the superconducting-state results calculated in
Publications II and III and in the vast literature. While studying the same system
and using almost the same (Dirac point, DP) model, the difference between the
two publications is that in Publication II we calculated results regarding the
superconducting order parameter ∆ and the mean-field critical temperature Tc,
and in Publication III we extended the results to the superfluid weight Ds and the
Berezinskii–Kosterlitz–Thouless transition temperature TBKT. For a robustness
check in Publication III we employed also another model (renormalized moiré,
RM), and studied how the conclusions change when using a more complicated
(resonating valence bond, RVB) interaction.

3.1 Moiré superlattice

Stacking two-dimensional lattices with a misorientation angle creates so-called
moiré patterns, as demonstrated in Fig. 3.1 with two graphene lattices printed on
a normal and a transparency paper. The demonstrated system is called twisted
bilayer graphene (TBG). The moiré pattern is purely of geometric origin, and in
this section I review the geometric properties of the moiré pattern in the case of
TBG. I follow mostly the conventions of Lopes dos Santos et al . [132].

3.1.1 Commensurate angles

Let us fix one graphene layer to have the lattice primitive vectors

a1 :=
a

2
(1,
√

3), a2 :=
a

2
(−1,

√
3),

53
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Figure 3.1: Moiré pattern in twisted bilayer graphene, as demonstrated by a
honeycomb lattice printed on a normal and a transparency paper.

where a = 2.46 Å is the lattice constant. This is the same convention as for PSG
in Eq. (2.1). We then add a second layer on top of the first one, rotated by an
angle θ. The resulting structure is periodic, i.e. commensurate, if and only if
more than one lattice sites match. Mathematically, the problem is to find all
m1,m2, n1, n2 ∈ Z for which the Diophantine equation

m1a1 +m2a2 = n1R(θ)a1 + n2R(θ)a2 (3.1)

has a solution [133]. Lopes dos Santos et al . [134] initially identified only a small
subset (r = 1 in the following) of the solutions/structures by using an ansatz.
Later Shallcross et al . [135] found all the solutions by properly solving the equation
and showing (by a tedious calculation) that they have obtained all the possible
structures. In short, their calculation is based on the fact that the rotation matrix
R(θ) in lattice basis has to be rational, and thus the resulting structures are
enumerated by a rational number. Later Lopes dos Santos et al . [132] also found
all the solutions by a simpler calculation utilizing the symmetries of the graphene
lattice. The result is that all the commensurate structures are given by two integers
m, r ∈ Z for which the angle satisfies

cos θ =
3m2 + 3mr + r2/2

3m2 + 3mr + r2
. (3.2)



Moiré superlattice 55

Dividing by r2, it is obvious that the commensurate angle θ depends only on the
ratio m/r ∈ Q, meaning that all the commensurate angles can be enumerated by
a single rational number. The commensurate angles thus form only a countable
set, even though it may be dense (near some angles) in the set of all angles.

Above I discuss the commensurate structures, which form only a countable
subset of all the structures. What are then the rest of the structures, the incom-
mensurate or aperiodic ones, which form an uncountable set in all the possible
angles? They are, by definition, not periodic, yet they are clearly ordered. This
means they are in fact quasicrystals. An interesting special case is θ = 30◦, which
has even been demonstrated experimentally [136].

3.1.2 Superlattice primitive vectors

The solution of the Diophantine equation (3.1) yields also the primitive vectors
of the moiré superlattice SL. This reveals a surprising result: there are two
families of commensurate structures, depending on whether 3 divides r or not.
The superlattice primitive vectors are [132, 135]1(

t1
t2

)
:=

(
m m+ r

−(m+ r) 2m+ r

)(
a1

a2

)
, if 3 - r, (3.3)(

t1
t2

)
:=

(
m+ r/3 r/3
−r/3 m+ 2r/3

)(
a1

a2

)
, if 3 | r. (3.4)

The corresponding primitive vectors of the reciprocal lattice SL∗ of the superlattice
(reciprocal superlattice for short) can be calculated to be [132](

G1

G2

)
:=

4π

3d2

(
2 −1
−1 2

)(
t1
t2

)
, (3.5)

where

d := ‖t1‖ = ‖t2‖ =

{
a
√

3m2 + 3mr + r2, if 3 - r
a
√

3m2 +mr + r2/9, if 3 | r.
(3.6)

is the superlattice constant.
What is the difference between the two families of structures? Figure 3.2

shows representative structures of both families. Looking closely, one can see them
differing at the C3 symmetry points of the superlattice, marked with black circles.
In one specific convention (AA stacking at θ = 0 and rotation around an AA
point), there is always an atom and a hexagon center coinciding at the symmetry
points in the first family, 3 - r, while in the second family, 3 | r, there are hexagon
centers coinciding at one of the symmetry points and atoms coinciding at the other
point. Mele [137] calls these structures sublattice-exchange odd (SE odd) when
3 - r and sublattice-exchange even (SE even) when 3 | r. More detailed discussion
on the differences between the two structures can be found from Ref. [138].

1When comparing the superlattice primitive vectors from different references, note that there
are six of them, out of which two are chosen in each reference independently of each other. Also
note that the convention for the primitive vectors a1 and a2 may be different.
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t1

t2

(a) 3 - r

t1

t2

(b) 3 | r

Figure 3.2: Two families of commensurate structures differ at the C3 symmetry
points (black circles) of the lattice. Within the convention of AA stacking at
θ = 0 and rotation around an AA point, (a) the 3 - r structure has an atom
and a hexagon center coinciding at the symmetry points, whereas (b) the 3 | r
structure has atoms coinciding at one of the symmetry points and hexagon centers
coinciding at the other point. One color (red or blue) corresponds to one layer,
the black parallelogram denotes the superlattice unit cell, and t1 and t2 are the
superlattice primitive vectors. The drawn structures are (a) (m, r) = (3, 2) and
(b) (m, r) = (5, 3).

On the other hand, looking at the structures in Fig. 3.2, one might be tempted
to argue that the calculated primitive superlattice vectors t1, t2 are not primitive,
as the superlattice seems to have a smaller unit cell. However, this is not true. The
primitive vectors were calculated from the condition of exact periodicity, while
the shorter-period “unit cell” shows only approximate periodicity. This is further
illustrated in Fig. 3.3a, where it can be clearly seen that, indeed, the only positions
with perfect coincidence are those at the corners of the exact superlattice unit cell,
while the top-left corner of the approximate superlattice unit cell has coinciding
hexagon centers instead of coinciding lattice sites.

This curious behavior can be further examined by calculating the superlattice
constant d for a finite number of (m, r) pairs, as shown in Fig. 3.3b. The exact
superlattice constant d varies wildly as a function of the commensurate angle θ.
Note also how the superlattice constants are symmetric with respect to inversion
over 30◦, with the peculiarity that the structure changes its family in the inversion.

On the other hand it can be calculated [135, 139] that the approximate super-
lattice, which is seen at any angle θ ∈ R, has the lattice constant

dapprox =
a

2 sin(θ/2)
(3.7)

as long as θ ∈ [0, 30◦]. This is a strict lower bound for the superlattice constant,
as shown in Fig. 3.3b as a black dashed line. Using then Eq. (3.2) for the
commensurate angles we can easily see that, in the case of commensurate structures
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Figure 3.3: (a) Illustration of the exact (joined parallelogram) and approximate
(dashed parallelogram) superlattice unit cells, which match if and only if r = 1.
The drawn structure is (m, r) = (5, 2). (b) The superlattice constant d [Eq. (3.6)]
as a function of the commensurate rotation angle θ [Eq. (3.2)], shown for a finite
number of (m, r) pairs, with orange corresponding to a 3 - r structure and blue to a
3 | r structure. Also the lower bound dapprox [Eq. (3.7)] given by the approximate
superlattice is drawn as a black dashed line, which matches with the r = 1 points
below 30◦.

and θ ∈ [0, 30◦], the exact superlattice matches the approximate superlattice if
and only if r = 1, i.e.

d = dapprox ⇔ r = 1. (3.8)

From Fig. 3.3b we can identify these structures as the dots coinciding with the
dashed line showing the approximate superlattice constant. Correspondingly the
reciprocal superlattice constant G := ‖G1‖ = ‖G2‖ for the approximate structures
becomes

Gapprox =
4π√

3dapprox

=
8π√
3a

sin(θ/2), (3.9)

which is valid again for any θ ∈ [0, 30◦].
In Publications II and III we concentrated on the structures with r = 1. The

used theories themselves are valid for arbitrary commensurate structures, but
computationally it is convenient to study only the structures with the smallest
possible unit cell. Moreover, in the small-angle limit the r = 1 structures are dense
in all the structures, as shown in Fig. 3.3b. Any r 6= 1 structure between (as a
function of θ) the successive r = 1 structures is approximately equal to them, and
thus should exhibit similar physics. In the small-angle limit the r 6= 1 structures
should thus not yield new physics, as argued also by Lopes dos Santos et al . [132].



58 Chapter 3. Twisted bilayer graphene

Also Bistritzer & MacDonald [140] utilize this fact and model the small-angle
structures with a continuous angle θ ∈ R.

In experiments (including the transparency-paper experiment in Fig. 3.1)
it is always the approximate (moiré) superlattice that one observes. The first
experimental evidence of the moiré pattern was provided by scanning tunneling
microscopy (STM) [141–146], where the moiré pattern reveals itself as varying
interlayer separation and varying local density of states. Surprisingly, it was only
in 2019 when the moiré diffraction peaks in transmission electron microscopy were
observed [147].

3.2 Continuum model

To calculate the electronic properties of TBG, in Publications II and III we used
the continuum model of Lopes dos Santos et al . [132, 134]. We chose this model
due to its popularity [143, 148–151] by the time we started studying TBG in 2015.
I summarize the derivation of the Hamiltonian here, but with more care given for
handling the rotation and sublattices correctly.

Layer 1 Hamiltonian

Taking the same conventions for layer 1 as in PSG in Sec. 2.1 its Hamiltonian
reads

H1 := −t
∑
σ

3∑
j=1

∑
r∈L/LBK

ψ†σ(r)ψσ(r + δj) + h.c.− µN1, (3.10)

where t is the interlayer nearest neighbor hopping energy, ψσ(r) is the electron
annihilation operator at a crystal site r, periodic in translations of LBK, µ is the
chemical potential, N1 :=

∑
σαr ψ

†
σ(r + δ1α)ψσ(r + δ1α) is the number operator

of layer 1, and δ1A := 0, δ1B := δ1 is the sublattice shift. Defining the sublattice-
shifted annihilation operators of layer 1 as ψσ,1A, ψσ,1B : L/LBK → Op, ψσ,1A(r) :=
ψσ(r), ψσ,1B(r) := ψσ(r + δ1) for all r ∈ L/LBK allows writing H1 as

H1 = −t
∑
σ

3∑
j=1

∑
r∈L/LBK

ψ†σ,1A(r)ψσ,1B(r + δj − δ1) + h.c.− µN1 (3.11)

with the number operator becoming N1 =
∑
σαr ψ

†
σ,1α(r)ψσ,1α(r).

Making the valley expansion

ψσ,1α(r) =
∑
ρ

eiρK·rψσρ,1α(r) (3.12)

around theK point as in Eq. (2.7) and linearizing ψσρ,1B(r+δj−δ1) ≈ ψσρ,1B(r)+
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(δj − δ1) ·∇ψσρ,1B(r) gives the linearized Hamiltonian

H1 ≈
∑
σρ

∫
R2/LBK

dr ψ†σρ,1A(r)~vF(−i)(ρ∂x − i∂y)ψσρ,1B(r) + h.c.− µN1

=
∑
σρ

∫
dr ψ†σρ,1(r)Hρ1(−i∇)ψσρ,1(r). (3.13)

Here I also went to the continuum as in Eq. (2.9). Furthermore

Hρ1(−i∇) := ~vFσ
ρ · (−i∇)− µ =

(
−µ ρ∂x − i∂y

ρ∂x + i∂y −µ

)
, (3.14)

ψσρ,1 := (ψσρ,1A, ψσρ,1B)T (3.15)

is a matrix and a vector in sublattice space, respectively. Equation (3.13) is the
same Hamiltonian as that of PSG in Eq. (2.8) without the pseudo vector potential.

Layer 2 Hamiltonian

Taking the layer 2 to be rotated by θ (as illustrated in Fig. 3.9a) such that θ = 0
corresponds to Bernal (AB) stacking, we may write its Hamiltonian as

H2 := −t
∑
σ

3∑
j=1

∑
r∈L/LBK

ψ†σ(R(θ)(r−δ1)+c)ψσ(R(θ)(r−δ1+δj)+c)+h.c.−µN2.

(3.16)
Here I took the annihilation/creation operators to be periodic in translations of
R(θ)LBK (in addition to LBK), R(θ) is the rotation matrix, −δ1 ensures Bernal
stacking at θ = 0, c := (0, 0, cz) lifts the second layer by the interlayer distance
cz, N2 :=

∑
σβr ψ

†
σ(R(θ)(r + δ2β))ψσ(R(θ)(r + δ2β)) is the number operator of

layer 2, and δ2A := −δ1, δ2B := 0 is the sublattice shift. Defining the rotated
and shifted annihilation operators of layer 2 as ψσ,2A, ψσ,2B : L/LBK → Op,
ψσ,2A(r) := ψσ(R(θ)(r − δ1) + c), ψσ,2B(r) := ψσ(R(θ)r + c) for all r ∈ L/LBK

allows writing H2 as

H2 = −t
∑
σ

3∑
j=1

∑
r∈L/LBK

ψ†σ,2A(r)ψσ,2B(r − δ1 + δj) + h.c.− µN2 (3.17)

with the number operator becoming N2 =
∑
σβr ψ

†
σ,2β(r)ψσ,2β(r).

Making the valley expansion

ψσ,2β(r) =
∑
ρ

eiρK·rψσρ,2β(r) (3.18)

around the K point2 and linearizing ψσρ,2B(r− δ1 + δj) ≈ ψσρ,2B(r) +R(θ)(δj −
2Note that the definition of ψσ,2β includes the θ rotation so effectively we are expanding the

original annihilation operator ψσ around the rotated K point Kθ := R(θ)K.
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δ1) ·∇ψσρ,2B(r) gives the linearized Hamiltonian

H2 ≈
∑
σρ

∫
R2/LBK

dr ψ†σρ,2A(r)~vF(−i)eiρθ(ρ∂x − i∂y)ψσρ,2B(r) + h.c.− µN2

=
∑
σρ

∫
dr ψ†σρ,2(r)Hρ2(−i∇)ψσρ,2(r). (3.19)

Here I also went to the continuum through Eq. (2.9) and defined the sublattice-
space matrix and sublattice-space vector

Hρ2(−i∇) := ~vFR(θ)σρ · (−i∇)− µ =

(
−µ eiρθ(ρ∂x − i∂y)

e−iρθ(ρ∂x + i∂y) −µ

)
, (3.20)

ψσρ,2 := (ψσρ,2A, ψσρ,2B)T. (3.21)

Interlayer Hamiltonian

A slightly generalized (compared to the original Lopes dos Santos et al . model
[132, 134]) interlayer Hamiltonian is

H⊥ :=
∑
σαβ

∑
r∈LBK

∑
dαβ(r)∈Mαβ(r)

t⊥(dαβ(r))ψ†σ(r + δ1α)ψσ(r + δ1α + dαβ(r) + c)

+ h.c., (3.22)

where Mαβ(r) includes all the difference vectors between the atom at layer 1,
lattice site r, sublattice α, and all the atoms at layer 2, sublattice β that satisfy
some criteria (e.g . are closer than some cutoff distance). Lopes dos Santos et al .
[132, 134] included only the nearest neighbor, such that the set Mαβ(r) includes
exactly one element3 dαβ(r) for each r, α, β. In Publications II and III we
followed this model. Furthermore t⊥ is the interlayer hopping energy which has
to be parametrized somehow; the parametrization chosen by Lopes dos Santos
et al . is described in the Supplementary Material of Publication III. Using the
layer-specific, sublattice-shifted field operators, H⊥ can be written as

H⊥ =
∑
σαβ

∑
r∈L/LBK

∑
dαβ(r)∈Mαβ(r)

t⊥(dαβ(r))×

× ψ†σ,1α(r)ψσ,2β(R−1(θ)(r + δ1α + dαβ(r))− δ2β) + h.c. (3.23)

Carrying out the valley expansions (3.12) and (3.18), the zeroth-order approxi-
mation ψσρ,2β(R−1(θ)(r + δ1α + dαβ(r))− δ2β) ≈ ψσρ,2β(r) yields

H⊥ ≈
∑
σρ

∫
R2/LBK

dr ψ†σρ,1(r)eiρ∆K·rT ρ⊥(r)ψσρ,2(r) + h.c. (3.24)

3The single nearest-neighbor difference vector dαβ(r) ∈Mαβ(r) included in Refs. [132, 134]
and in Publications II and III is denoted by δαβ(r) in those works.
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Here ∆K := Kθ −K is the difference vector from the original K point to the
rotated K point Kθ := R(θ)K, ψσρ,1 and ψσρ,2 are the sublattice-space vectors
of Eqs. (3.15) and (3.21), the sublattice components of T ρ⊥(r) are

T ρ,αβ⊥ (r) :=
∑

dαβ(r)∈Mαβ(r)

eiρKθ·(δ1α+dαβ(r))t⊥(dαβ(r)), (3.25)

and I also went to the continuum as in Eq. (2.9). The continuum limit has to
be taken carefully, however, as T⊥ is only defined in the lattice L and not in
R2, and thus T⊥ has to be interpolated somehow. For commensurate structures
T⊥ : L/SL→ C2×2 is periodic in translations of the superlattice SL, and a natural
interpolation is provided by its discrete Fourier series

T ρ⊥(r) =
∑

G∈SL∗/L∗
eiG·rT̃ ρ⊥(G), (3.26)

which is trivially extended to R2 after the Fourier coefficients have been calculated
from4

T̃ ρ⊥(G) =
1

|L/SL|
∑

r∈L/SL

e−iG·rT ρ⊥(r). (3.27)

In deriving Eq. (3.24) I have assumed that T⊥ is slowly varying in the lattice
scale, i.e. that its Fourier coefficients T̃⊥(G) have only components with small G
(compared to K); otherwise also the opposite valleys would be coupled. Also, the
factor eiρ∆K·r is written separately of T⊥ because they have generally a different
periodicity.

Total Hamiltonian

The total Hamiltonian can then be written as

H = H1 +H2 +H⊥ (3.28)

=
∑
σρ

∫
dr

(
ψσρ,1(r)
ψσρ,2(r)

)†( Hρ1(−i∇) eiρ∆K·rT ρ⊥(r)
e−iρ∆K·rT ρ⊥(r)† Hρ2(−i∇)

)(
ψσρ,1(r)
ψσρ,2(r)

)
,

The exponential factor can also be moved to the intralayer Hamiltonians and the
basis operators by writing

H =
∑
σρ

∫
dr

(
φσρ,1(r)
φσρ,2(r)

)†(Hρ1(−i∇+ ρ∆K/2) T ρ⊥(r)
T ρ⊥(r)† Hρ2(−i∇− ρ∆K/2)

)(
φσρ,1(r)
φσρ,2(r)

)
=:
∑
σρ

∫
dr φ†σρ(r)Hρ(r)φσρ(r) (3.29)

4T̃⊥ is denoted by t̃⊥ in Refs. [132, 134] and in Publications II and III. Note also that
regarding the δ1α term the Fourier-coefficient equation (3.27) together with Eq. (3.25) is slightly
different from those works. The difference is however very small, as in the small-angle limit
Kθ · δ1α is small (because K · δ1 = 0) and with only small G components G · δ1α is also small.
The term G · δ1α is not explicitly written in Refs. [132, 134], but it is there in the source code.
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and defining the new annihilation operators

φσρ,1(r) := e−iρ∆K·r/2ψσρ,1(r), φσρ,2(r) := eiρ∆K·r/2ψσρ,2(r), (3.30)

which is the real-space version of what Lopes dos Santos et al . [132, 134] also did.

3.2.1 Noninteracting Hamiltonian in Fourier space

Due to the moiré-periodicity of the commensurate structures the Hamiltonian
is most conveniently diagonalized in Fourier space. The continuum “interlayer
coupling” T⊥ : R2/SL→ C2×2 is periodic in translations of the superlattice SL,
so we may expand it as the Fourier series (3.26), but with the sum going over
G ∈ SL∗ instead. I take also the field operators φσρ,1, φσρ,2 : L/LBK → Op2 to
be periodic in translations of the Born–von Kármán lattice LBK, in which case
there exist the Fourier series

φσρ,1(r) =
∑
k∈L∗BK

eik·rdσρ,1(k), (3.31)

φσρ,2(r) =
∑
k∈L∗BK

eik·rdσρ,2(k). (3.32)

Inserting these to Eq. (3.29) yields

H = N
∑
σρ

∑
k∈L∗BK

[
d†σρ,1(k)Hρ1(k + ρ∆K/2)dσρ,1(k)

d†σρ,2(k)Hρ2(k − ρ∆K/2)dσρ,2(k)∑
G′∈SL∗

d†σρ,1(k)T̃ ρ⊥(G′)dσρ,2(k −G′) + h.c.

]
, (3.33)

which is the form shown also by Lopes dos Santos et al . [132, 134].
Dividing the k sum in the reduced zone scheme as in Eq. (2.23) yields

H = N
∑
σρ

∑
k∈L∗BK

∑
GG′∈SL∗

d†σρ(k +G)H̃ρGG′(k)dσρ(k +G′). (3.34)

The connection between the original graphene BZ L∗BK/L
∗ and the SBZ L∗BK/SL

∗

is illustrated in Fig. 3.4. Note that the original graphene BZ is important in
cutting off the G components when calculating the interlayer Fourier coefficients
(3.27), but is otherwise lost in the continuum theory. Here

H̃GG′(k) :=

(
Hρ1(k +G+ ρ∆K/2)δGG′ T̃ ρ⊥(G−G′)

T̃ ρ⊥(G′ −G)† Hρ2(k +G− ρ∆K/2)δGG′

)
, (3.35)

dσρ := (dσρ,1, dσρ,2)T (3.36)

is a matrix and a vector in layer space, respectively. Furthermore defining the
G-space matrices and vectors as in Eq. (2.26) (in the reduced zone scheme) brings
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Figure 3.4: Illustration of the superlattice Brillouin zone (SBZ) and the double-cone
dispersion of TBG. (a) The layer 1 BZ L∗BK/L

∗ (orange hexagon) with the Dirac
K and K ′ points, the rotated layer 2 BZ R(θ)L∗BK/R(θ)L∗ (blue hexagon) with

the rotated Dirac points Kθ = R(θ)K and K ′θ = R(θ)K ′ points, and the SBZ
L∗BK/SL

∗ (black dashed hexagon) defined by the reciprocal superlattice vectors

G1 and G2 [Eq. (3.5)]. One of the SBZ edges is given by ∆K = Kθ −K. (b)
Illustration of the Dirac cones of the two graphene layers in the original BZ, when
no interlayer coupling is present. (c) Constraining ourselves close to one pair of
Dirac points effectively gives a double-cone structure for each valley K and K ′.

H to the form

H = N
∑
σρ

∑
k∈L∗BK/SL

∗

d†σρ(k)H̃ρ(k)dσρ(k). (3.37)

Now many of the electronic properties can be calculated by diagonalizing the
normal matrix H̃ρ(k).

What is left is the calculation of the “interlayer coupling” Fourier coefficients
T̃⊥(G) through Eq. (3.27), where one has to fix the form of the coupling t⊥(r).
Using the parametrization of Lopes dos Santos et al . [132, 134], described in
the Supplementary Material of Publication III, it can be numerically shown that
the largest coefficients are those for G ∈ {0,−G1,−G1 −G2} (valley ρ = +) or
G ∈ {0,G1,G1 +G2} (valley ρ = −). Their absolute value is |T̃⊥(G)| ≈ 0.11 eV,
independent of the rotation angle up to the same precision. The rest of the
components are an order of magnitude smaller. This was also shown analytically by
Lopes dos Santos et al . [132]: the coefficients die sufficiently rapidly with increasing
‖G+ ρ∆K‖. This is why a model including only these three components in T̃⊥(G)
(and setting the rest to zero) should yield the relevant physics. I call this shortly
the 3G LdS model. Opposite to this, I call the model including all the components
G ∈ SL∗/L∗ of T̃⊥(G) the full LdS model. The amplitude |T̃⊥| ≈ 0.11 eV was
experimentally confirmed in 2012 by Brihuega et al . [143] in scanning tunneling
microscopy (STM) and spectroscopy (STS) measurements.

In the first article Lopes dos Santos et al . [134] included only the abovemen-
tioned three G components, but at the same time truncated also the basis of the
Hamiltonian to {dσ+,1(k), dσ+,1(k−G1), dσ+,1(k−G1−G2), dσ+,2(k), dσ+,2(k+
G1), dσ+,2(k +G1 +G2)} (valley ρ = +), which is not the 3G LdS model. This
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works for sufficiently large angles, but it starts to break the superlattice period-
icity when approaching the magic angle at 1◦. In the second article [132] they
truncated the basis to much larger G vectors, determined from the saturation of
the bandstructure for each angle. This is what we also did in Publications II and
III. In Publication II we employed the 3G LdS model because it better reproduces
the flat-band bandwidth [121] of the widely-used Bistritzer–MacDonald model
[140], although at a slightly different (magic) angle. This difference is discussed
more in Sec. 3.3. On the other hand in Publication III we used the full LdS model,
because its magic angle, flat-band bandwidth, and the band gap between the
flat and dispersive bands better matches many other models recently considered.
While summarizing the results of Publications II and III in Secs. 3.3 and 3.5 I also
discuss the key differences between the 3G and full LdS models.

Bistritzer & MacDonald [140] have a widely-used model for TBG which is very
similar to the 3G LdS model. The key difference is that instead of parametrizing
the interlayer hopping energy function t⊥ in real space, they parametrized it
directly in Fourier space. They especially used the abovementioned fact that T̃ (G)
usually dies quickly with increasing ‖G+ ρ∆K‖, so that it is enough to choose
only the values of T̃ (G) for three different G vectors. Moreover the different
sublattice components are connected by (approximate) symmetry and they chose
the three different G components to have the same amplitude, so they have only
one parameter |T̃⊥| = 0.11 eV in the interlayer coupling. This approach, where
one fixes the Fourier components and assumes them to be constant as a function
of the rotation angle θ, has the advantage that structures with any θ ∈ R can be
modelled, with no commensuration condition.

3.3 Electronic properties of the normal state

In this section I give a brief historical overview of the normal-state electronic
properties that have been theoretically predicted or experimentally observed in
TBG. A review on the subject is provided in Ref. [152], as well as in a few theses
[153, 154]. Since in Publication III we used the 2012 Lopes dos Santos et al .
[132] model (the full LdS model) and in Publication II a combination of the 2007
[134] and 2012 [132] models (the 3G LdS model), I show more detailed results of
them. I also summarize the main differences between the 3G LdS, full LdS, and
Bistritzer–MacDonald models.

3.3.1 Bandstructure and flat bands

I start by illustrating how the dispersion of TBG is formed and is usually plotted
in the low-energy continuum theories within one of the valleys. Figure 3.5 shows
the evolution of the dispersion when one starts from two uncoupled layers in the
extended zone scheme (as in the hand-waving picture of Fig. 3.4), turns to the
reduced zone scheme in the SBZ, lowers the rotation angle, and finally turns on the
interaction (within the 3G/full LdS model). This forms van Hove singularities in
the spectrum, which according to Fig. 3.5d are located at ±0.1 eV for the example
rotation of θ = 2.88◦. As discussed below, the bands are flattened with decreasing
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(a) (m, r) = (1, 1)
(θ = 21.8◦),
T̃⊥ = 0

(b) (m, r) = (1, 1)
(θ = 21.8◦),
T̃⊥ = 0

(c) (m, r) = (11, 1)
(θ = 2.88◦),
T̃⊥ = 0

(d) (m, r) = (11, 1)
(θ = 2.88◦),
T̃⊥ 6= 0

Figure 3.5: Illustrating the dispersion of TBG at the valley K, as calculated from

H̃+
(k) in Eq. (3.37). (a) Two uncoupled (T̃⊥ = 0) layers in the extended zone

scheme (G,G′ = 0) gives effectively Fig. 3.4c, here shown for m = 1. Shifting the
origin by G2/2 and going to the reduced zone scheme in the SBZ [i.e. making
the superlattice-periodic copies of (a) through the G vectors, and restricting to
the SBZ gives] gives (b). Lowering the rotation angle to m = 11 gives (c). Note
the order-of-magnitude difference in the energy scale. Turning on the interlayer
coupling within the 3G/full LdS model gives (d). Further lowering the rotation
angle gives Fig. 3.7.

θ, which also moves the van Hove singularities closer to zero. Some of the earliest
scanning tunneling spectroscopy (STS) measurements confirming these van Hove
singularities were done by Li et al . [141] and Brihuega et al . [143].

Tight-binding (TB) models are easy to develop, as demonstrated in Sec. 3.2,
but without doing the low-energy continuum approximation the Hamiltonian
matrices are huge. The matrix size grows linearly with the number of atoms in the
superlattice unit cell, which on the other hand grows with decreasing θ through
Eq. (3.7). At the interesting (magic) angle of θ ≈ 1◦, the superlattice unit cell has
some 10 000 atoms [155], making computations heavy. The low-energy continuum
approximation greatly reduces the Hamiltonian matrix size, and in 2007 Lopes
dos Santos et al . [134] were the first to present a continuum model of TBG (the
one presented in Sec. 3.2) working in the intermediate-angle regime 3◦ . θ . 15◦

[148, 156] with r = 1. They identified the double-Dirac-cone structure in the
dispersion originating from the Dirac cones of the two layers, as illustrated in
Fig. 3.5. Using perturbation theory they also found that in the intermediate-angle
regime TBG behaves like two uncoupled graphene layers with a renormalized
Fermi velocity v∗F (the slope of the Dirac cone). Up to second order in α it is given
by

v∗F
vF
≈ 1− 9α2 with α :=

T̃⊥
~vF‖∆K‖

, (3.38)

where vF is the Fermi velocity of graphene and T̃⊥ ≈ 0.11 eV is the absolute value
of the most important interlayer coupling Fourier components in Eq. (3.27), as
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Figure 3.6: Illustration of the formation of flat bands in TBG within a simplified
model of two conical intralayer dispersions and a homogeneous interlayer coupling
T̃⊥. (a) With no interlayer coupling, we have the double-cone dispersion of Fig. 3.4c
or 3.5a. (b) Turning on the interlayer coupling T̃⊥ causes an avoided crossing,
the size of which is 2T̃⊥. The avoided crossing, on the other hand, creates van
Hove singularities. (c) The size of the avoided crossing is increased with increasing
interlayer coupling, which means that the van Hove singularities are moved closer
to zero. Equation (3.38) says that the only relevant parameter is T̃⊥/‖∆K‖, so
increasing interlayer coupling is similar to decreasing ‖∆K‖ ∝ θ (for small angles).

discussed in Sec. 3.2. Although not discussed in the original article, Eq. (3.38) can
be seen to predict the vanishing of v∗F at 9α2 = 1 corresponding to θ ≈ 1.9◦. This,
however, overestimates the angle since the perturbation theory behind Eq. (3.38)
breaks down when θ . 5◦ [132]. Vanishing of v∗F would correspond to a flat band.
The formation of the flat bands can be intuitively understood from Fig. 3.6, which
shows a 1D cut of the double-cone dispersion shown in Fig. 3.4c or 3.5a. Flat bands
are created with increasing (homogeneous) interlayer coupling T̃⊥ through avoided
crossing, which can be related to the decrease in ‖∆K‖ through Eq. (3.38), which
is furthermore linearly proportional to the rotation angle θ in the small-angle limit.
Thus the bands are flattened with decreasing θ. This simplified picture predicts a
monotonous decrease of the bandwidth, but as we see below, this is not totally
correct.

In the models of TBG, tight-binding and continuum models have dominated
over density functional theory (DFT), which is notoriously heavy due to the
huge size of the superlattice unit cell at small angles. Suárez Morell et al . [157]
developed a hybrid method which parametrizes a TB model by a DFT calculation
of large-angle structures (including lattice relaxation), and by using this method
they predicted the existence of flat bands at the magic angle5 θ ≈ 1.5◦, thus
confirming the “prediction” of Lopes dos Santos et al . [134].

Mele [137] presented a similar continuum model as Lopes dos Santos et al ., but

5The definition of a magic angle is a little ambiguous. For example some [157] define it
through the (local) minimum bandwidth while others [140] through the (local) minimum of v∗F.
As Suárez Morell et al . [157] showed, these are not necessarily the same thing.
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one which works for all commensurate structures. He found that at large angles
the sublattice-exchange odd (r - 3) and even (r | 3) structures are electronically
different at large angles. Trambly de Laissardière et al . [156] used DFT for large
angles and TB calculations for small angles and again found flat bands at the first
magic angle θ ≈ 1◦. They also confirmed that the vF renormalization equation
(3.38) works well when θ & 3◦.

One of the most popular [121, 158–170] models nowadays is the one-parameter
continuum model of Bistritzer & MacDonald [140] discussed already above, which
is valid in the small-angle regime θ . 10◦, even for incommensurate structures.
Their main result is the prediction of multiple magic angles: v∗F vanishes at
a series of angles θ∗ ≈ 1.05◦, 0.5◦, 0.35◦, 0.24◦, 0.2◦, . . . (described roughly by
θ∗ ≈ 1.05◦/n with n ∈ N). They also presented a simplified eight-band model
which is often used [171, 172] as well. Although the interlayer couplings are
roughly the same |T̃⊥| ≈ 0.11 eV in the Bistritzer–MacDonald and 3G LdS models,
they produce a slightly different magic angle:6 θ∗ = 0.96◦ for the 3G LdS model
(Publication II) and θ∗ = 1.05◦ for the Bistritzer–MacDonald model. I have checked
that this happens because of two reasons: (i) reducing the intralayer coupling from
t = −3.08 eV of the 3G LdS model to t = −2.9 eV and (ii) making the symmetry
approximation of Table I in Refs. [132, 134] between the different sublattice
components of T̃⊥(G) increases the magic angle to the Bistritzer–MacDonald value
of 1.05◦.

Trambly de Laissardière et al . [148] used a DFT-parametrized TB model to
study also very small angles and found remarkable agreement with the Bistritzer–
MacDonald model: flat bands at the first magic angle ≈ 1.1◦ and at the second
magic angle ≈ 0.55◦. At intermediate angles they also confirmed the validity of
Eq. (3.38) for θ & 3◦. On the other hand they predicted that at large angles
15◦ . θ . 30◦ the graphene layers are effectively decoupled.

In 2012 Lopes dos Santos et al . [132] refined their 2007 model [134] by using
larger bases for the Hamiltonian, as discussed in Sec. 3.2.1. Using this refined
continuum model they also confirmed the existence of flat bands, happening
roughly at θ∗ ≈ 1.08◦/n with n ∈ N, and also the validity of Eq. (3.38) for θ & 5◦.
The appearance of the flat bands at 1.08◦ using this model (the full LdS model
used in Publication III) is shown in the second row of Fig. 3.7, which also shows
significant gaps between the flat and the dispersive bands below the magic angle.
On the other hand the first row of Fig. 3.7 shows the appearance of the flat bands
at 0.96◦ using the 3G LdS model (a combination of the 2007 [134] and 2012 [132]
Lopes dos Santos et al . models) and the lack of band gaps. It also shows (when
zoomed in) a major difference in the bandwidth: roughly 1 meV for the 3G and
15 meV for the full LdS model. These differences highlight the sensitivity of the
electronic properties of TBG close to the magic angle. In Fig. 3.8 I further show
the density of states (DOS) at the magic angle for both models. It shows that
while the bandwidths are highly different, the energy range of significant DOS
(1 meV for the 3G and 3 meV for the full LdS model) is not. What mostly matters
in Publications II and III is the DOS and not the actual bandwidth, so we use

6By “magic angle” I always mean the largest magic angle, which is also called the first magic
angle.
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Figure 3.7: Dispersions at the valley ρ = + for the 3G and full LdS models close
to the magic angle. Out of the r = 1 structures, the 3G LdS model has the magic
angle at m = 34 while the full LdS model at m = 30. The main differences at the
magic angle are the larger bandwidth of the full model and the gap to the higher
bands. The last three subfigures of the first row are reprinted with permission from
Ref. [173]. Copyright 2018 American Physical Society. They have been modified
by updating the labels.

the terms “bandwidth” and “energy range of significant DOS” interchangeably.
It is notable that different STS measurements [141, 143–146] give varying values
for the separation between the DOS peaks (the van Hove singularities), but most
of them are much larger than the 1 meV separation in the full LdS model. On
the other hand calculating the local density of states (Fig. 3.9b) along the blue
line of Fig. 3.9a shows how the low-energy states are localized at the AA stacking
regions [132, 140, 155, 174, 175]. This was experimentally confirmed by Luican et
al . [142] in an STS measurement.

It is notable that the dispersions in Fig. 3.7 of the 3G and full LdS models
are approximately electron–hole symmetric (with respect to the charge neutrality)
when summed over valleys, as seen in the DOS in Fig. 3.8. The same is true for the
Bistritzer–MacDonald model. However, many other models [109–111, 176, 177]
predict strong electron–hole asymmetry, with much flatter bands on the hole
(negative-energy) side. According to the same studies structural relaxation even
amplifies this asymmetry.

By combining STM and Landau-level spectroscopy, Luican et al . [142] provided
in 2011 an experimental verification of the three different angle regimes: (i) at large
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Figure 3.8: Density of states (DOS) at the magic angle for the 3G and full LdS
models. The dashed line shows the charge neutrality nnormal(µ0) = 0 at µ0, where
the excess charge nnormal in the normal state relative to the charge neutrality is
calculated through Eq. (S8) of the Supplementary Material in Publication II. Each
plot is normalized such that the visible area integrates to unity.

angles 15◦ . θ . 30◦ the layers are effectively decoupled as predicted by Trambly
de Laissardière et al . [156], Shallcross et al . [135], and others [155, 178], (ii) at the
intermediate angles 3◦ . θ . 20◦ electrons behave as massless Dirac fermions with
a renormalized vF as predicted by Lopes dos Santos et al . [132, 134], Bistritzer &
MacDonald [140], and others [135, 155, 156], and (iii) in the small-angle regime
θ . 3◦ the system is dominated by the van Hove singularities as predicted by the
same groups.

Shallcross et al . [135] used Diophantine analysis to show which interlayer matrix
elements vanish, and as a consequence they were able to show that the electronic
structure depends only on the rotation angle θ and not on the details of the unit
cell (i.e. not on the parameters m and r). Later it was shown [174, 178] more
rigorously that the geometric momentum scale G = ‖G1‖ in Eq. (3.5) (which is
defined only for commensurate angles and is a highly discontinuous function of θ
as shown in Fig. 3.3b) is physically irrelevant, while the effective momentum scale
defining the electronic properties is Gapprox in Eq. (3.9),7 which is a continuous
function of θ. This solved the “similar structures problem”, where it was not clear
why similar-looking structures with highly different reciprocal space structures
should yield similar physics. This problem was also addressed by Lopes dos
Santos et al . [132] by noting that all commensurate structures are almost periodic
repetitions of the r = 1 structures. Their idea was then to approximate a given
arbitrary commensurate (m, r) structure with a similar-looking (m′, 1) structure.8

Uchida et al . [155] performed the first full DFT calculations of TBG going
all the way to the magic angle (and even below), which they observed at 1.08◦,
being thus in agreement with the full LdS model and the Bistritzer–MacDonald

7Shallcross et al . [174] denote Gapprox by g(c) and use reciprocal-space units of 2π/a. This is
why the effective momentum scale in that article is written as g(c) = 4√

3
sin(θ/2).

8The argumentation by Lopes dos Santos et al . [132] is, however, somewhat faulty: the
presented method works as such only for structures with r = 3.
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Figure 3.9: (a) Twisted bilayer graphene, where the straight layer 1 is shown
in red and the θ-rotated layer 2 in black. The blue line goes through the high-
symmetry points (blue circles) with AB, AA, and BA stacking. (b) Local density
of states (LDOS) along the blue line of (a) at the magic angle within the 3G
LdS model, showing how the low-energy states are localized at the AA stacking
regions. Reprinted with permission from Ref. [173]. Copyright 2018 American
Physical Society. Figure (a) has been modified by changing the font of the labels
and increasing the thickness of the blue objects.

model. This way they were also able to study atomic corrugations due to structural
relaxation, which they found to be substantial for small angles. Koshino et al .
[179, 180] and Tarnopolsky et al . [169] presented a two-parameter version of the
original one-parameter Bistritzer–MacDonald model to account for changes due to
this structural relaxation. Lin & Tománek [181] presented a simple three-parameter
tight-binding model capable of describing graphene, Bernal bilayer graphene, and
TBG. More generic models for TBG have been derived e.g . by Fang & Kaxiras
[175] and Balents [182].

Cao et al . [183] performed transport measurements near the magic angle in
2016 and observed the insulating states resulting from the single-particle bandgaps
as predicted by Lopes dos Santos et al . [132] (full LdS model in Fig. 3.7), Suárez
Morell et al . [157] and others [175, 184], but whose size is much larger than
predicted. Note that many theories [158], including the 2007 Lopes dos Santos
et al . [134] model, the 3G LdS model in Fig. 3.7, and the Bistritzer–MacDonald
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model [140] predict no bandgaps at all. By the time Cao et al . did not find any
further insulating (or superconducting) states.

3.3.2 Effects of strain and structural relaxation

Structural relaxation or strain in general can have a significant effect on both
the atomic structure and the (flat) bands. Using STM and STS, Yan et al . [149]
measured how a wrinkle in TBG affects the dispersion of a 5.1◦ TBG. Chu et al .
[150] used a continuum model to show how tensile/compressive strain can be used
to control the position of the Dirac cones and flattening of the bands. Uchida
et al . [155] studied angles between 0.76◦ and 52◦ (although the smallest-angle
structures were extrapolated) by DFT and found the interlayer distance to increase
at the AA-stacking regions through structural relaxation. This out-of-plane atomic
corrugation increased with a decreasing angle, with the maximum corrugation
of 0.3 Å. van Wijk et al . [107] used an atomic force-field method for structural
relaxation near the magic angle and found significant strain also in-plane. Dai
et al . [185] presented a continuum model based on the Peierls–Nabarro model
and calculated the energetics of dislocations in bilayer systems. Later they [108]
applied this to TBG to find the equilibrium structure of TBG at different angles,
and identified distinct “breathing” and “bending” modes.

Nam & Koshino [109] relaxed the structures close to the magic angle by a
continuum elasticity model containing only one parameter (the binding energy
difference between AA and AB stacking) and found that the AA-region sizes
are significantly reduced. Using a tight-binding model they then observed that
bandgaps are opened close to the magic angle, the flat-band bandwidth is increased
at or above the magic angle, and its bandwidth is decreased below the magic angle.
The decrease in the AA-stacking areas was experimentally confirmed by Yoo et al .
[111]. Carr et al . [176] found similar results with an ab initio TB model: both
bandgaps and flat-band bandwidth increase as a result of structural relaxation
at the magic angle. Fang et al . [177] confirmed this with a TB calculation. On
the contrary, Lucignano et al . [186] found by a DFT calculation that the flat-
band bandwidth is decreased, but the bandgaps are formed or increased. In a
comprehensive study Guinea & Walet [187] found that both the unrelaxed flat
bands and the effect of relaxation on them is largely dependent on the employed
model, but a common factor seems to be an increase of bandwidth as a result of
relaxation.

Lin et al . [110] used continuum elasticity theory together with a TB model and
found that magic-angle TBG is unstable to global shear, which is as important
as atomic relaxation. The effect is, however, relatively small: the magic angle
is changed only by 0.04◦. Qiao et al . [188] studied the strain-engineering aspect
close to the magic angle and showed both experimentally and theoretically how
heterostrain (each layer strained independently) can be used to effectively tune
the magic angle. Bi et al . [189], on the other hand, got the result that heterostrain
increases the bandwidth in TBG, but can create flat bands in bilayer transition
metal dichalcogenides. Luo [190] went even further and showed how a moiré
pattern accompanied by flat bands can be formed in untwisted bilayer graphene
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by applying “magical” heterostrain.
The above long list of papers suggest that strain effects are indeed significant,

and explains why there can be large differences between experiments and theories
(such as Lopes dos Santos et al . [132, 134] and Bistritzer–MacDonald [140])
including only the unrelaxed structure. Especially the increase in bandwidth
and bandgap size after structural relaxation may explain why the experimentally
observed values are often much larger than predicted in these simple theories. On
the other hand, as shown by Koshino et al . [179, 180] and Tarnopolsky et al . [169],
the structural relaxation effects can be incorporated also in the simple Bistritzer–
MacDonald model by adding a second parameter that tunes the sublattice structure
of the interlayer coupling.

3.3.3 Effect of pressure

External pressure can be used to decrease the interlayer distance, and thus effec-
tively to increase the interlayer hopping strength and correspondingly the magic
angle. Carr et al . [176] showed by an ab initio TB model that this is indeed the
case: while the magic angle is 1.1◦ at zero pressure, for a 10 % compression (a
pressure of 9 GPa) it is 2◦ and for a 20 % compression (33 GPa) already over 3◦.
Chittari et al . [161] used a refinement of the Bistritzer–MacDonald model, where
the interlayer coupling strength is tuned by a single parameter t⊥. They found
that the (first) magic angle is linear in t⊥/t through

θ∗ = 27.8◦
∣∣∣∣ t⊥t

∣∣∣∣, (3.39)

where t is the in-plane nearest-neighbor coupling strength. Taking t = −2.6 eV, this
gives θ∗ = 1.07◦ for the zero-pressure interlayer coupling t⊥ = 0.1 eV. Doubling
t⊥ then gives θ∗ ≈ 2◦, which through a simplified DFT calculation was found to
correspond to a pressure of 8 GPa, thus being consistent with the work of Carr et
al . [176].

The magic-angle tuning by pressure was experimentally verified by Yankowitz
et al . [191] by using a hydraulic press with the maximum pressure of 2.2 GPa. A
separate but closely related study was performed earlier by Yankowitz et al . [106],
where they experimentally showed that commensurate stacking of graphene on
hBN can be induced by pressure applied by an AFM tip. On the other hand,
González-Tudela & Cirac [192] proposed how twisted bilayers could be realized
in cold-atom experiments to tune not only the interlayer, but also the intralayer
coupling.

3.3.4 Incommensurate structures

The incommensurate TBG structures, which include all the angles that are not
included in Eq. (3.2), are interesting because they do not allow using the traditional
momentum-space approach of condensed matter physics due to the lack of peri-
odicity and thus need a totally different approach. Massatt et al . [193], however,
showed how the density of states can be calculated as an integral over the Brillouin
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zones of the separate (periodic) layers. This theory was generalized by Amorim &
Castro [194] to arbitrary incommensurate van der Waals structures, also to calcu-
late the local DOS. Cazeaux et al . [195] presented a way to do structural relaxation
in incommensurate structures by performing the process in a local configuration
space instead of real space. One interesting special case is θ = 30◦, which forms a
dodecagonal quasicrystal and that has been demonstrated also experimentally by
Yao et al . [136] and Ahn et al . [196]. Park et al . [197] showed how in this system
electrons get localized in the presence of a sublattice-symmetry-breaking mass
term when increasing the interlayer interaction, in contrast to commensurate TBG
where the states are delocalized.

3.3.5 Other aspects

Liu et al . [198] provided an interesting connection between TBG and PSG: they
showed that in the continuum model the position-dependent interlayer coupling
can be (partly) written as a pseudo vector potential for both layers separately. But
the transformation is not full, as there is still a constant interlayer coupling term
left. Ramires & Lado [72], on the other hand, showed that in addition to the magic
angle, tiny-angle (θ � 1◦) TBG is also interesting: in that case a perpendicular
electric field is equivalent to a new kind of gauge field, which can be used to form
flat bands, thus removing the need for precise angle tuning. Furthermore Carter
et al . [199] predicted that an interlayer bias produces a new set of magic angles.

Under a magnetic field, the Landau levels of TBG were studied by de Gail et
al . [158] and Choi et al . [200]. Dean et al . [201] observed a self-similar Hofstadter’s
butterfly spectrum in bilayer graphene twisted relative to the underlying hBN
substrate. This is usually difficult to measure because it needs a magnetic field of
the order of the magnetic flux quantum Φ0 = h/(2e) per unit cell, and in usual
materials with a lattice constant of a few ångströms this is over 10 000 T [201].
But when the lattice constant is replaced by the superlattice constant of the order
of 10 nm, a magnetic field of the order of 10 T is already enough. Kim et al . [202]
performed magnetotransport measurements in TBG when the chemical potential
crosses the van Hove singularity and observed a topological phase transition.

He et al . [151] showed that Klein tunneling in TBG is tunable between perfect
tunneling and perfect reflection. The optical properties were studied by Moon &
Koshino [184] and Le & Do [203]. The topological properties of TBG were studied
for example by San-Jose et al . [204], Tong et al . [205], and Hejazi et al . [163].
Linear response theory for electric current was studied by Stauber et al . [206, 207].
Regarding the dynamical behavior of the electrons, Do et al . [208] showed that
electrons undergo an oscillatory motion between the layers.

3.3.6 Similar systems

Nowadays the focus is slowly starting to move towards other (twisted) multilayer
van der Waals materials. Let me start from bilayers. Marchenko et al . [209]
observed by angle-resolved photoemission spectroscopy (ARPES) that also (un-
twisted) bilayer graphene exhibits flat bands when relatively biasing the sublattices
of the other layer. This was also explained by DFT and continuum tight-binding
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calculations. The important point is that the flat band is not formed at the Fermi
energy, but 0.2 eV higher.

Xian et al . [210] performed DFT calculations to show that twisted bilayer boron
nitride (TBBN) hosts monotonically decreasing bandwidth with decreasing angle,
having thus no magic angles. Because boron nitride (BN) is an insulator with an
energy gap of ∼ 4 eV [210], the flattening of the bands may be at least partially a
strain effect, in which case a small generalization (including the chemical potential
difference between the sublattices in BN) of the PSG model in Publication I
might explain the origin of the flat bands, and could be also utilized to predict
superconductivity in those bands. Due to the large bandgap the flat bands are,
however, not close to the Fermi energy but 2 eV away from it, so reaching them
needs heavy chemical doping.

Staying in bilayers, Kariyado & Vishwanath [211] predicted by a continuum
theory how flat bands are formed in generic twisted bilayer Bravais lattices. Crasto
de Lima et al . [212] used a tight-binding model to predict both high- and low-energy
flat bands in a twisted magic-angle bilayer kagomé crystal, where the high-energy
flat bands come from the kagomé crystal and the low-energy flat bands from the
twist.

Three layers allow having two separate moiré patterns which work together to
form a new, larger moiré pattern. Wang et al . [213] verified this experimentally
in a hBN/graphene/hBN system. Amorim & Castro [194] applied their generic
momentum-space theory of incommensurate van der Waals structures to incom-
mensurate twisted trilayer graphene, and found that the hybridization between
the first and third layers is also significant. Mora et al . [214] generalized the
Bistritzer–MacDonald model to study trilayer graphene with arbitrary twists and
found flat bands at certain magic angles. Using symmetry arguments they also
showed that the system is a metal at all energies (up to the lowest and highest
bands), similarly as graphene but contrasting (twisted) bilayer graphene. This
happens because the Dirac cones can only gap in pairs.

Li et al . [215] also used a generalized Bistritzer–MacDonald model to study
trilayer graphene where one layer is twisted and found both flat and Dirac-like
bands form strongly depends on the initial stacking configuration (AAA, ABA, or
ABC) and on which layer is twisted. Using a simplified model with fewer bands
they predicted that an “optimal” configuration is the one where every second
layer is rotated with respect to the initial Bernal configuration, in the sense that
then both the flat and Dirac-like bands are well formed. For this configuration
they predicted the magic-angle sequences for 3, 5, 7, and 9 layers. For example
the trilayer has two sequences of magic angles, one identical to TBG and one
where the TBG sequence is multiplied by

√
3. The optimal stacking configuration

is very special, but by using atomistic simulations Carr et al . [216] showed that
the trilayer always relaxes to it when the twisting angle is fixed. Using ab initio
tight-binding calculations they also obtained similar bandstructures to those of
Li et al . [215]. Using a low-energy model Tsai et al . [217] obtained a similar
bandstructure.

Four layers allow even more freedom. When the system consists of two bilayers
twisted relative to each other, it is often called twisted double bilayer graphene
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(TDBG). Using a tight-binding approach, Choi & Choi [218] found the first magic
angle of TDBG at 1.25◦, with a similar bandwidth as in TBG, but being a much
slower function of θ. Lee et al . [219] showed that a two-parameter Bistritzer–
MacDonald model predicts a magic angle of 1.05◦ with a bandwidth of 0.25 meV,
but including further hoppings dramatically increases the bandwidth to 15 meV.
We see a similar increase in bandwidth in Fig. 3.7 in the case of TBG when
including higher Fourier components of the interlayer coupling (full vs the 3G LdS
model). Similar results were calculated by Koshino [180], who also showed that
the topological properties are strongly influenced by the stacking of the bilayers.

Also twisted n-layer graphene has been studied. Khalaf et al . [164] showed
that twisted n-layer graphene with alternating ±θ rotations can be mapped to
a set of decoupled twisted bilayers with different angles. Using this result they
showed that in the twisted-graphite limit n→∞ there is a continuum of magic
angles for θ . 2◦. Cea et al . [220] used a continuum model to find flat bands at
small angles in three systems: (i) one rotated layer of graphene on top of untwisted
graphite, (ii) graphite with a constant rotation between all the layers, and (iii)
two untwisted graphite stacks rotated with respect to each other. These studies
might be relevant in explaining the experiments of Scheike et al . [221, 222] and
Ballestar et al . [223, 224], where high-temperature superconductivity was observed
in twisted interfaces of graphite [8, 225].

3.4 BCS equations for the superconducting state

Let us move to superconductivity. Adding the assumption of intralayer interaction
to the interaction (2.34) chosen for PSG, we arrive at similar equations for the
superconducting state, except that now we have also the layer index (which do
not couple). Explicitly, the Bogoliubov–de Gennes equation becomes(

Hρ(r) ∆(r)
∆∗(r) −Hρ(r)

)(
uρn(r)
vρn(r)

)
= Eρn

(
uρn(r)
vρn(r)

)
(3.40)

and the self-consistency equation becomes

∆iα(r) = − λ
V

∑
ρn+

uρn+,iα(r)v∗ρn+,iα(r) tanh

(
Eρn+

2kBT

)
. (3.41)

Now in addition to the sublattice structure, we have also the layer structure as

∆ := diag(∆1A,∆1B ,∆2A,∆2B), uρn := (uρn,1A, uρn,1B , uρn,2A, uρn,2B)T

(3.42)
and similarly for vρn. Here the noninteracting Hamiltonian Hρ is defined in
Eq. (3.29) and n+ = (b+,k) is summed over the positive-energy bands b+ and the
SBZ k ∈ L∗BK/SL

∗.
While in Publication II the chemical potential µ is used to describe doping, in

Publication III we chose to use the filling9

ν := nAmoiré − 4 (3.43)

9The convention of filling is ambiguous; its scale depends whether the spin and valley
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instead because it is approximately the one controlled in experiments by the
gate voltage. Here n is the number density of electrons, Amoiré := |t1 × t2| is
the area of the superlattice unit cell, and −4 is used to fix the scale such that
ν = 0 corresponds to charge neutrality. The number density of electrons can be
calculated from the thermal average

n :=
∑
σρ

∫
dr
〈
ψ†σρ(r)ψσρ(r)

〉
(3.44)

=
2

V

∑
ρn+

∫
dr
[
u†ρn+

(r)uρn+(r)f(Eρn+) + v†ρn+
(r)vρn+(r)(1− f(Eρn+))

]
,

(3.45)

where in the second equality we used the inverse Bogoliubov transformation (2.57)
(with the w and γ replaced by those of TBG), the symmetries (2.49) and (2.50)
to transform all the Bogoliubons to the positive-energy ones, and the expectation
values (2.55) and (2.56).

The Fourier-space versions of the above equations are similar to those of PSG in
Sec. 2.3.3, but now written only in the reduced zone scheme G ∈ SL∗S = SLRZ =
SL∗. The superfluid weight Ds is calculated from Eq. (2.93) but with the same
replacements as above.

3.5 Electronic properties of the superconducting
state

The experimental observation of correlated insulator states [130] and superconduc-
tivity [9] (Fig. 3.10) in magic-angle TBG ignited a tremendous rise of interest in
this system. This is understandable, as the measured phase diagram is highly rem-
iniscent of the high-temperature cuprate superconductors [229], but the material is
much simpler, including only carbon. Moreover, simple electrical gating is enough
to move between the different phases. Despite the similarity to high-temperature
superconductors, unfortunately the critical temperature of magic-angle TBG
turned out to be only of the order of one kelvin. Nevertheless, cracking the
mechanism behind the complex phase diagram of TBG might shed light also
on the mechanism behind the high-temperature superconductors. Moreover, as
TBG is relatively easy to manufacture and model and its correlated phases are
easily tunable, it is an interesting new material already on its own. Whether it
is the first carbon-only superconductor can be argued, as similar experiments in
graphite (with twisted interfaces) were done already several years ago [221–224],
with critical temperatures exceeding 100 K.

degeneracy is included or not. We and some others [9, 226, 227] use the scale ν ∈ {−4, . . . , 4},
where 0 means charge neutrality, 4 means all flat bands are full with electrons, and −4 means all
flat bands are full with holes. In this case ν = ±2 is often called half-filling. Some [191, 228] use
the scale {−1, . . . , 1} instead, in which case ±1/2 is called half-filling. In both cases the filling 0
is the charge neutrality. Whenever I talk about filling, I mean the scale from −4 to 4, regardless
of the article I am discussing.
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Figure 3.10: Two-terminal conductance and phase diagram measured by Cao et
al . [9] in the breakthrough experiment, where electrically doped magic-angle TBG
was shown to be superconducting. (a) Two-terminal conductance as a function
of the carrier density n, which is calculated from the measured gate voltage Vg

by n = CVg/e, where C is the gate capacitance per unit area and e the electron
charge. The insulating states at ν = ±4 fillings (upper horizontal axis) show
the bandgaps between the flat and higher bands, as shown in Fig. 3.7 within
the full LdS model. (b,c) Measured phase diagram (four-terminal resistance as
a function of temperature and carrier density) of two samples (θ = 1.16◦ and
θ = 1.05◦) in the hole-doped region bordered by the red dashed lines in (a). The
measurements reveal (correlated) insulating behavior at the integer fillings ν = ±2,
while superconductivity is observed only nearby the ν = −2 filling. Reprinted
with permission from Ref. [9]. Copyright 2018 Springer Nature.

In Publication II our aim was to show that the simple and well-known (slightly
generalized) BCS theory with s-wave spin-singlet pairing, as defined by the BdG
equation (3.40) and the self-consistency equation (3.41), is enough to explain
(parts of) the observed superconducting behavior. Effectively we wanted to explain
the results of Fig. 3.10: appearance of superconductivity at the magic angle close
to the filling ν = −2 with the critical temperature10 Tc ≈ 1 K, and the vanishing

10In experiments the “critical temperature” Tc often denotes the temperature where the
resistance has dropped to half of the “normal-state resistance”. This is not a very accurate
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Figure 3.11: Position dependence of a typical self-consistent superconducting order
parameter ∆ = ∆iα at the magic angle, as calculated from the self-consistency
equation (3.41) within the 3G LdS model of Publication II. The blue line is the
same as shown in Fig. 3.9a, meaning that ∆ is localized around the AA stacking
regions. Reprinted with permission from Ref. [173]. Copyright 2018 American
Physical Society. Modified by updating the label of ∆.

of superconductivity away from the magic angle. But the results were limited to
those concerning the behavior of ∆ (or Tc calculated from it), which we know
does not properly describe the phase transition in a 2D material, as discussed in
Sec. 1.3. Thus in Publication III we expanded these results with the calculation
of the superfluid weight Ds and the BKT transition temperature TBKT. In both
publications we concentrated only on the r = 1 structures because they have the
smallest unit cells.

3.5.1 Order parameter and mean-field critical temperature

Let us first go to Publication II. Solving the self-consistency equation (3.41) shows
[Fig. 3.11] how the order parameter11 ∆ := ∆iα is localized around the AA-stacking
regions, similarly as the local density of states in Fig. 3.9b. This is the same
kind of behavior as what happens in PSG: localization of the low-energy states
determines the localization of ∆. But while in PSG the sublattice symmetry of
both the LDOS and ∆ is broken by the pseudo vector potential A, in TBG we
only observe sublattice- and layer-symmetric LDOS and ∆.

Similarly to PSG, max ∆ (maximum over r) is a number that well describes

definition, and is neither the Tc calculated from the vanishing of ∆ nor the BKT transition
temperature TBKT. However, according to studies where the BKT transition temperature has
been determined [9, 127], it is of the same order of magnitude as the measured Tc. For example
Cao et al . [9] cites Tc = 1.7 K and TBKT = 1 K.

11We use an initial guess where ∆1A(r) = ∆1B(r) = ∆2A(r) = ∆2B(r) = const, which
leads to a self-consistent solution with ∆1A = ∆1B = ∆2A = ∆2B . As was shown in the
Supplementary Material of Publication I in the case of PSG, another kinds of initial guesses lead
to solutions with higher energy. We expect the same to happen in TBG.
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Figure 3.12: Maximum of the zero-temperature superconducting order parameter
within the 3G LdS model of Publication II as a function of (a) the rotation angle θ
at δµ = 0, (b) the interaction strength λ at the magic angle, and (c) the chemical
potential/doping δµ away from the charge neutrality µ0 (i.e. the chemical potential
entering the Hamiltonian is µ = µ0 + δµ) at the magic angle. In (c) the dashed
lines denote the locations of the DOS peaks of Fig. 3.8a at δµ = ±0.26 meV.
Reprinted with permission from Ref. [173]. Copyright 2018 American Physical
Society. Modified by updating the labels and changing the sign of λ such that
λ < 0 corresponds to attractive interaction.

superconductivity in the flat-band regime, meaning that for example an approxi-
mately linear relation Tc ∝ max ∆ holds there. The rest of the most important
results in Publication II can be summarized by the three plots in Fig. 3.12, showing
max ∆ as a function of the rotation angle θ, the interaction strength12 λ, and the
chemical potential/doping δµ away from the charge neutrality µ0.

The calculated max ∆(θ) (Fig. 3.12a) confirms that ∆ is maximized at the
magic angle (0.96◦ for the 3G LdS model) and is suppressed with both higher
and lower angles. The experiment of Cao et al . [9] has only two different rotation
angles, so Fig. 3.12a serves also as a prediction of the functional dependence.
Figure 3.12a also shows that at the magic angle max ∆ is a linear function of
the interaction strength λ. This is confirmed in Fig. 3.12b: the dependence is
very linear when max ∆ exceeds 1 meV, the bandwidth in the 3G LdS model
(i.e. when |λ| & 1 eVa2). Similarly to PSG, this is called the flat-band regime,
because in this regime the details of the dispersion do not matter and the results
[Eqs.(1.50)–(1.52)] [7, 8, 129] for exact flat bands should be valid, at least in some
sense. The problem is that the cited results are derived for a homogeneous ∆FB,
whereas now ∆ is position dependent. But, as in PSG in Publication I, we get
similar linear relations if the homogeneous ∆FB in those results is replaced by
max ∆ of the position-dependent order parameter. For example a linear fit to the
linear regime of Fig. 3.12a gives at the magic angle

max ∆ = −0.2 meV − 1.0× 10−3λ/a2 at δµ = 0, T = 0, (3.46)

12In Publication II we had the opposite convention that λ > 0 corresponds to attractive
interaction.
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which is similar to the PSG result (2.94). On the other hand from Eq. (1.50) we
get for 8 exactly flat bands (2 from valleys, 2 from the two bands of graphene,
and 2 from the positive/negative BdG bands) with a homogeneous ∆FB [7, 8]
[Supplementary Material of Publication II] ∆FB = −λΩFB/π

2 ≈ −1.3× 10−3λ/a2

at the magic angle. Here ΩFB is the area of the flat bands, which is approximately
the SBZ area ΩFB ≈ Ω = |G1 ×G2| = 8π2/(

√
3d2). This flat-band formula also

predicts that a higher ∆ (i.e. higher Tc) could by manufactured by increasing
the SBZ area Ω, i.e. decreasing the superlattice constant d while still keeping the
flatness of the bands. Indeed, by applying external pressure an increase of Tc in a
higher-magic-angle (smaller d) TBG has been experimentally demonstrated [191].

On the other hand in the dispersive regime, where max ∆ is below the bandwidth
(i.e. |λ| . 1 eVa2), ∆ “sees” the complicated double-peak structure in the DOS
and vanishes below |λ| ≈ 0.5 eVa2 if the doping level is between the DOS peaks at
δµ = 0. Doping to the DOS peak at δµ = 0.26 meV prolongs the linear flat-band
regime to much smaller interactions strengths.

The same critical behavior at |λ| ≈ 1 eVa2 is seen in the doping dependence
in Fig. 3.12c: In the flat-band regime ∆ “sees” only one large flat band and thus
decreases monotonically with increasing δµ with the critical chemical potential

δµc ≈ 0.6 max ∆(δµ = 0) at T = 0 (3.47)

at the magic angle. This again corresponds to the similar result (2.95) for PSG or
to the exact-flat-band result (1.52) with a homogeneous ∆FB. On the other hand in
the dispersive regime ∆ “sees” the two peaks of the DOS at δµ = 0.26 meV (dashed
lines), and obtains its maximum there. Further calculating the filling from Eq. (S8)
in the Supplementary Material of Publication II tells us that in the noninteracting
state δµ = ±0.26 meV corresponds to the filling ν = ±2. This very much resembles
the experimental phase diagram in Fig. 3.10, except that our model disregards
the correlated insulating states at ν = ±2 and is electron–hole symmetric thus
predicting superconductivity also at ν = +2. While superconductivity close to
ν = +2 was not observed by Cao et al . [9], it has been later observed in other
experiments [127, 191, 230], so our prediction of the symmetric doping-behavior is
not really a drawback of our model. The nonmonotonic behavior suggests that the
interaction strength should be in the dispersive regime |λ| . 1 eVa2. In the view
of competing phases, the correlated insulating phases at ν = ±2 would then cut
the superconducting domes in half as in Fig. 3.10. But the phase at the charge
neutrality ν = 0 is a normal band insulator instead [9, 191], so this suggests that
we should actually choose λ ≈ −0.3 eVa2.

Above I discuss only the superconducting order parameter ∆, which cannot
directly be compared to the experiments since it is not an observable. It creates a
gap, however, as shown in Fig. 2 of Publication II, so measuring this gap by STS
would create knowledge about ∆. Another observable is the critical temperature Tc,
which in the mean-field level can be calculated from the self-consistency equation
as the temperature where ∆ vanishes. The temperature dependence is shown in
Fig. 4 of Publication II, which shows that we get an approximately linear relation

kBTc ≈ 0.25 max ∆(T = 0) at δµ = 0 (3.48)
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in the flat-band regime at the magic angle. This is similar to the PSG result
(2.96) and to the exact-flat-band result (1.51) with a homogeneous ∆FB. Applying
Eqs. (3.46) and (3.48) for λ = −1 eVa2 gives Tc ≈ 2 K, which is in the same order
of magnitude as the experiment of Cao et al . [9]. This is only a rough estimate,
as above I argued that a more realistic value for λ is −0.3 eVa2, and for this
small λ Eq. (3.48) cannot be employed. However, combining this rough knowledge
of Tc with the nonmonotonic behavior of ∆(δµ) convinces us that our model is
consistent with the experiment of Cao et al . [9].

3.5.2 Superfluid weight and BKT transition temperature

When comparing to experiments one has to remember that the Tc calculated from
the vanishing of ∆ does not correspond to the true superconducting transition
measured experimentally, which is described by the BKT physics instead. The
mean-field Tc gives only an upper bound for TBKT. But with the knowledge of ∆
also the superfluid weight Ds and the BKT transition temperature TBKT can be
calculated through Eqs. (2.93) and (1.65). This we did in Publication III in the
case of the magic angle.

To check whether the results are sensitive to the employed model, in Pub-
lication III we used two different models for the noninteracting state: (i) the
continuum full LdS model discussed in Sec. 3.2, called the Dirac point approxi-
mation (DP), and (ii) a tight-binding model, called the renormalized moiré (RM)
approach, where the hoppings and lattice constants are scaled so that the magic
angle increases and thus the superlattice unit cell decreases, rendering the numeri-
cal calculations much faster. These give roughly the same dispersion (Fig. 1 in
Publication III) apart from the small electron–hole asymmetry of the RM method,
which is amplified by the renormalization procedure. On the other hand in the
superconducting state we used the same local interaction as in Publication II.
But because the true form of the interaction is not known, in the case of the
RM method we employed also another type of interaction that is popular in the
graphene literature [47, 48, 231–234]: the nonlocal, nearest-neighbor resonating
valence bond (RVB) interaction [229, 235]. This way we could show that the
form of the interaction has an effect on the observable properties: especially
the superfluid weight is either isotropic (local interaction) or anisotropic (RVB
interaction), which could be used to determine experimentally the form of the
interaction and thus its origin. Below I concentrate on the results calculated with
the DP method and the local interaction, and discuss more briefly the results of
the RM calculations.

The DP results of Publication III can be summarized in Fig. 3.13: order
parameter ∆ at T = 0, superfluid weight Ds at T = 0, and BKT transition
temperature TBKT as a function of the interaction strength λ and doping13 δµ.
Because in Publication III we employed the full LdS model instead of the 3G LdS
model in Publication II, I start by presenting max ∆ as a function of λ and δµ in

13In Publication III we actually present the doping behavior as a function of the filling ν, as
calculated from Eq. (3.45), instead of the chemical potential δµ. But for an easier comparison to
Publication II and Fig. 3.12c I present the doping behavior here as a function of δµ.
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Figs. 3.13a and 3.13d. The qualitative behavior is very similar to that of the 3G
model in Fig. 3.12: linear max ∆(λ) in the flat band regime and a qualitatively
different doping behavior in the flat-band and dispersive regimes. The critical
max ∆ separating the dispersive and flat band regimes is still around 1 meV (the
separation of the DOS peaks), which now corresponds to λ ≈ −2 eVa2. But while
in Fig. 3.12b I show max ∆(λ) for two fixed chemical potentials, in Fig. 3.13a I
show it for two fixed fillings, as calculated from Eq. (3.43). For small λ the filling
ν = −2 corresponds to the DOS peak and thus slightly enhances ∆ compared to
ν = 0, while for large λ the filling ν = −2 does not anymore correspond to the DOS
peak and thus suppresses ∆ compared to ν = 0. With the local interaction the
behavior is similar with the RM method (Figs. 2c–d in Publication III), whereas
the RVB interaction has a two times larger critical interaction strength needed
to render ∆ finite. The largest difference regarding the order parameter is in the
pairing symmetry: the local interaction produces isotropic s-wave pairing, whereas
the RVB yields (d + id) + (p + ip)-wave pairing in the dispersive regime and a
C3-symmetry-breaking s+ p+ d-wave pairing in the flat-band regime. Both pair
electrons in the spin-singlet channel.

The superfluid weight (Fig. 3.13b) is also linear in the flat-band regime, but,
surprisingly, is already quite large even for weak interactions. This is in contrast
to the PSG result in Fig. 2.9a. The RM method yields quantitatively the same
result (Fig. 2c in Publication III). Perhaps a more interesting result is the fact that
for the local interaction Ds is always isotropic, Ds

xx = Ds
yy and Ds

xy = 0 = Ds
yx,

as in the case of PSG with the 2D potential. This is contrasted with the RVB
interaction (Fig. 2e in Publication III), which has an anisotropic superfluid weight
in the flat-band regime. The RVB interaction thus breaks the C3 symmetry of the
superlattice, which the local interaction conserves, so this difference could serve
as an important experimental fingerprint when trying to determine the origin
of superconductivity. As discussed in Publication III, this anisotropy could be
measured by radio-frequency impedance spectroscopy [236] in a Hall-like four-probe
setup.

Calculating then the superfluid weight as a function of temperature allows to
obtain the BKT transition temperature TBKT through Eq. (1.65). This I show in
Figs. 3.13c and 3.13f, which tell that the behavior of TBKT is very similar to max ∆
apart from a different energy scale. Calculating the ratio kBTBKT/max ∆(T = 0)
(Fig. 3b in Publication III) tells that they are indeed related: in the flat-band
regime we get the linear relation

kBTBKT = κmax ∆(T = 0) at ν = −2 (3.49)

with κ ≈ 0.16 . . . 0.2, which holds also for the RM model with the local interaction.
For the RVB interaction the proportionality factor becomes κ ≈ 0.09 . . . 0.15
instead. Since TBKT can be experimentally determined by conductivity measure-
ments and ∆ by measuring the gap in the (local) density of states, this difference
in the proportionality factors could also be used to determine the superconducting
pairing. This, however, would need more quantitative results on the ∆ depen-
dence of the (local) energy gap, which we did not determine in Publication II or
III. Equation 3.49 is again analogous to the one in PSG [Eq. (2.98)], where the
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Figure 3.13: The Dirac point (DP) method (i.e. the full LdS model) results of
Publication III using the local interaction. The superconducting order parameter
max ∆ at T = 0, the superfluid weight Ds =

√
detDs (which is isotropic for

the local interaction) at T = 0, and the BKT transition temperature TBKT as a
function of (a–c) the interaction strength λ and (d–f) doping δµ. All the results
are calculated at the magic angle. In (a–c) there are missing values for weak
interactions due to slow convergence, but every curve vanishes at λ = 0. In (d–f)
the values λ = −3.6 eVa2 and −1.24 eVa2 are chosen to yield max ∆ ≈ 3 meV and
0.4 meV at ν = δµ = 0, respectively, so that comparison to the renormalized moiré
(RM) method in Publication III can be made.

proportionality factor is 0.05 . . . 0.15, depending on the pseudo vector potential.
Finally combining it with Eq. (3.48) (which holds also for the full LdS model)
gives the ratio TBKT/Tc ≈ 0.6 . . . 0.8, which tells that the results of Publication II
are, in fact, not that far from being “correct”: in the flat-band regime the true
(BKT) transition temperature is “only” some 20 . . . 40 % lower than the calculated
Tc. At the same time the qualitative behavior stays the same.

In the experiments the measured BKT transition temperature is roughly
TBKT ≈ 1 K [9, 127]. According to Figs. 3.13c and 3.13f the value14 λ ≈ −1.2 eVa2

14Note that this value of λ cannot be directly compared with the one in Sec. 3.5.1 as they are
calculated with different models (full vs 3G LdS).
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best matches this. Note that when including the Coulomb repulsion, this has to
be interpreted as the effective interaction λeff [Eq. (2.102)] instead, as discussed in
Sec. 2.5. This value is right at the interface between the dispersive and flat-band
regimes. It is remarkable in the sense that flat-band physics already start emerging:
∆ starts to become linear in λ and thus TBKT can be much higher than could be
anticipated from the simple “standard” BCS estimate (1.35) or the bare graphene
estimates (1.43) and (1.45). On the other hand it is not large enough that the
simple flat-band results (3.46)–(3.49) could be used. Luckily, there are also new
experiments [191, 230] emerging that report Tc values much higher than in the Cao
et al . [9] experiments (although they did not determine TBKT), so that perhaps
reaching the flat-band regime is possible. If one could truly go to the flat-band
regime, the resulting TBKT values would quickly start increasing, as the linear
relations (3.46) and (3.49) become valid.

There are some aspects in the doping dependence of TBKT which require
further attention. For the filling dependence and comparison to the RM method
with the two different interactions see Figs. 3c–d in Publication III. It is notable
that in the flat-band regime (λ = −3.6 eVa2) the DP and RM method yield
practically indistinguishable results, which is understandable by the fact that
max ∆ exceeds the flat-band bandwidth of ≈ 1 meV and thus the small differences
in the bandstructure are not visible. In the dispersive regime (λ = −1.24 eVa2),
however, max ∆ . 0.5 meV is smaller than the bandwidth, and thus the small
differences are visible. This highlights the fact that in the dispersive regime the
TBG physics is very sensitive to the details of the equipped model. Especially
the electron–hole asymmetry in the RM model is visible as a higher TBKT in
the hole-doped side, whereas the DP model yields an almost symmetric doping
dependence. It has to be noted that the relatively high asymmetry in RM emerges
from the renormalization procedure, which is unphysical. However, as discussed
in Sec. 3.3, similar asymmetry is present in many models, and this might explain
why TBKT in experiments [9, 127, 191, 230] is often higher in the hole-doped side.
A second aspect it that although the value λ ≈ −1.2 eVa2 does not directly yield
the two-dome structure often measured in experiments [191, 230], TBKT is highest
at ν = ±2, which is consistent with them. The correlated insulating states may,
however, change this picture a lot.

Publication III includes a few other significant results, calculated with the
RM method, that require mentioning. Figure 4 in Publication III shows the
separation of the superfluid weight to the conventional and geometric parts, where
the former is proportional to the inverse effective mass and the latter depends also
on the eigenstate overlap between different bands [93]. For perfectly flat bands the
conventional contribution is thus zero, and a finite Ds must then be a geometric
effect [92]. Indeed, Fig. 4 in Publication III shows that in the flat-band regime the
geometric term becomes significant or dominating, while in the dispersive regime
the main contribution comes from the conventional term, which is nonzero because
the flat bands in TBG are not perfectly flat. This implies that superconductivity
in TBG has at least partly a geometric origin. A second conclusion from the same
figure is the fact that also the first dispersive bands have to be included if one
wants to obtain the correct superfluid weight. This is not because the intraband
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terms of the dispersive bands would be important, but because of the interband
terms between the flat and dispersive bands. This is an important result, as many
studies simply ignore the dispersive bands [162, 170].

3.5.3 Other experiments in TBG and related systems

The discovery of superconductivity and correlated insulating states [9, 130] in TBG
have ignited a lot of related experiments confirming the results and also extending
them. In the previous section I already briefly mentioned some of them, but let us
discuss them in more detail here. Yankowitz et al . [191] used hydrostatic pressure
(of the order of a gigapascal) to decrease the interlayer separation, thus increasing
the interlayer coupling, and thus increasing the magic angle. They observed both
correlated insulating and superconducting behavior at a higher angle of θ = 1.27◦,
and saw superconductivity also close to the filling ν = 2 (in addition to ν = −2),
which Cao et al . [9] did not observe. Going to a higher magic angle also increased
the superconducting critical temperature to Tc ≈ 3 K.

Before new superconductivity experiments were published, other correlated
phases were found. Sharpe et al . [228] observed ferromagnetism at ν = 3 which,
however, was attributed (though mentioned only briefly in the Supplementary
Material) to the alignment between graphene and hBN. This effect was theoretically
explained by Zhang et al . [237] and Bultinck et al . [238] by noting that the
alignment between TBG and hBN breaks C2 symmetry and the aligned hBN
creates a staggering potential for the other graphene layer. Note that the hBN
layer(s) are present in the vast majority of experiments, so their role can be
important also in the superconductivity experiments. The problem is that usually
the TBG’s orientation relative to the hBN layer(s) is not known. Cao et al . [226],
on the other hand, observed strange-metal behavior (Planckian metal; resistivity
linear in temperature) at ν = ±2 fillings when temperature is higher than the
critical temperature of the superconducting and correlated insulating phases.
Polshyn et al . [239] observed similar linear-in-T resistivity and attributed this to
electron–phonon scattering.

Then new superconductivity and correlated insulator experiments started
appearing. Lu et al . [227] used a refined manufacturing method to produce cleaner
(more uniform twist angle) TBG samples, and following this observed the phase
diagram in Fig. 3.14: band insulators at ν = 0,±4, correlated insulators at all
integer fillings ν = ±1,±2,±3, and also superconducting states close to many of
these fillings. The BKT transition temperature of the superconducting dome at
n ≈ 0.5× 1012 cm−2 was determined to be only TBKT = 110 mK, so according
to Fig. 3.13c this suggests that in our (full LdS) model the interaction strength
should be chosen as λ ≈ −0.7 eVa2. For this λ the phase diagram is also consistent
with the calculated doping dependence in Fig 3.13f, as then superconductivity
is probably strongest near ν = ±2 and diminishes at charge neutrality, similarly
to the measured phase diagram (disregarding the correlated insulating phases).
In the view of competing phases, superconductivity would then be killed at the
intermediate fillings ν = ±1,±2,±3 by some separate mechanism resulting in the
correlated insulating phases. Studying this mechanism is left for further studies.
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Figure 1a is a schematic of a typical graphite-gated, hexagonal boron 
nitride (hBN)-encapsulated MAG heterostructure device. The atomic 
force microscopy image in Fig. 1b shows the high structural homoge-
neity of the device. Figure 1c shows four-terminal resistance Rxx as a 
function of n at different out-of-plane magnetic fields B⊥, measured 
at a temperature T of 16 mK. We find strong resistance peaks at n = 4n0 
≈ ±3 × 1012 cm−2 that mark the edges of the flat bands, consistent with 
previous studies3,6,18. The full-band density corresponds to an average 
twist angle across the device of about 1.10°. By comparing 2n0 values 
extracted from two-terminal measurements between different contact 
pairs (Extended Data Fig. 4), we estimate that the variation in twist angle 
(Δθ) is only around 0.02° over a span of about 10 µm. Such homogeneity 
in the twist angle is, to our knowledge, unprecedented in a MAG device.

In addition to the resistance peaks at the CNP and at ν = ±4, we also 
observe interaction-induced resistance peaks at all non-zero integer 
fillings of the moiré bands (ν = ±1, ±2, ±3), corresponding to 1, 2 and 

3 electrons (+) or holes (−) per moiré unit cell (Fig. 1c). Signatures of 
some of these resistive states have been observed previously3,6,18,24, 
but they are much more strongly developed here. From temperature-
dependent transport behaviour over a range of 10 K (Fig. 1f), it is possible 
to extract the activated gap size of the correlated insulator states. We 
obtain values of 0.34 meV (ν = −2), 0.37 meV (ν = 2) and 0.25 meV (ν = 3).  
Evidence for thermally activated transport is much weaker for the  
ν = 1 state (0.14 meV) and is entirely absent for the ν = −3 and ν = −1 states, 
which might indicate that these are correlated semi-metallic states 
rather than insulating states25.

Our device also shows clear temperature-activated transport behav-
iour below 33 K at the CNP, with an extracted gap size of 0.86 meV. Gaps 
at the CNP do not require broken flavour symmetries, but they do require 
that at least one of the emergent C3 and C2T symmetries—which pre-
vent CNP bands from touching—be broken. These symmetries can be 
explicitly broken by crystallographic alignment of the MAG and hBN 
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Fig. 1 | Integer-filling correlated states and new superconducting domes.  
a, Schematic of a typical MAG device. b, Atomic force microscopy image and 
schematic of how various measurements are obtained. Scale bar, 2 µm.  
c, Four-terminal longitudinal resistance plotted against carrier density at 
different perpendicular magnetic fields from 0 T (black trace) to 480 mT (red 
trace). d, Colour plot of longitudinal resistance against carrier density and 
temperature, showing different phases including metal, band insulator (BI), 
correlated state (CS) and superconducting state (SC). The boundaries of the 
superconducting domes—indicated by yellow lines—are defined by 50% 
resistance values relative to the normal state. Note that the transition from the 
metal to the superconducting state is not sharp at some carrier densities, which 
adds uncertainty to the value of Tc extracted. e, Longitudinal resistance at 
optimal doping of the superconducting domes as a function of temperature. 
The resistance is normalized to its value at 8 K. Note that data points for  

n = −7.5 × 1011 cm−2 are overlaid by the data points for n = 5 × 1011 cm−2, as both 
curves follow a very similar line. f, Conductance Gxx plotted against inverse 
temperature at carrier densities corresponding to ν = 0, 1, ±2 and 3. The straight 
lines are fits to Gxx ∝ exp(−Δ/2kT) (where Δ is the size of the correlation-induced 
gap and k is the Boltzmann constant), for temperature-activated behaviour, and 
give gap values of 0.35 meV (ν = −2), 0.14 meV (ν = 1), 0.37 meV (ν = 2), 0.27 meV  
(ν = 3) and 0.86 meV (ν = 0; CNP). g, Mean-field phase diagram for neutral ν = 0 
(CNP) twisted bilayer graphene, as a function of twist angle and interaction 
strength, showing different configurations of C2T symmetry and Chern number 
(C). Red and blue regions with solid outlines indicate states that do not break 
symmetry, and therefore have bands with no Berry curvature and vanishing 
Chern number. Blue indicates a gapped state and red indicates a gapless state. 
Zones filled with other colours indicate gapped states that break C2T symmetry 
and have bands with different Chern numbers, as shown.

Figure 3.14: Phase diagram measured by Lu et al . [227] showing more correlated
states as a result of a refined manufacturing process reducing disorder. Band-
insulating (BI) or correlated-insulating (CS) phases appear at all integer fillings
(note that the shown horizontal scale is the number density, not the filling) ν =
−3, . . . , 3, while superconducting (SC) phases surround many of these. Reprinted
with permission from Ref. [227]. Copyright 2019 Springer Nature.

Stepanov et al . [127] and Saito et al . [230] studied the effect of Coulomb
screening by varying the thickness of the hBN layer between the graphite back gate
and TBG. By increasing the screening through decreasing the hBN thickness, they
could see superconducting phases without the correlated insulating phases when
slightly deviating from the magic angle (θ ≈ 1.15◦). The phase diagram measured
by Stepanov et al . [127] is shown in Fig. 3.15, and a very similar phase diagram
was obtained also by Saito et al . [230]. These are the first experiments strongly
pointing towards separate mechanisms underlying the correlated insulating and
superconducting phases, thus also supporting the viewpoint of Publications II and
III where we assumed that superconductivity can be studied separately of the
correlated insulating phase. Now the phase diagram can be readily compared to
the doping-dependence figure 3.13f without resorting to ad hoc argumentation of
the correlated insulating states. According to Stepanov et al . the BKT transition
temperatures at the highest point of the two superconducting domes are TBKT =
710 mK (ν ≈ −2) and TBKT = 410 mK (ν ≈ 2), suggesting an interaction strength
λ = −0.9 . . .−1.1 eVa2 according to Fig. 3.13c. Whether the doping dependence in
Fig. 3.13f is consistent with this, should be determined by calculating it with these
smaller interaction strengths and seeing if TBKT vanishes at charge neutrality. The
asymmetry of the domes cannot be explained by the (approximately) electron–hole
symmetric DP model. But as is seen in Fig. 3c in Publication III, an electron–hole
asymmetric dispersion (RM model) can reproduce this asymmetry in TBKT.

Saito et al . had a total of five samples at different angles, allowing us to
compare the θ dependence to our predicted Fig. 3.12a. But as the magic angle is
slightly off with the 3G LdS model, I recalculate the plot with the full LdS model
and show it in Fig. 3.16a in the case of zero doping ν = δµ = 0. With the full
model the magic angle (from the viewpoint of superconductivity) is at 1.08◦ for
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Figure 3.15: Phase diagram measured by Stepanov et al . [127] showing supercon-
ductivity (SC) and band insulators (BI) but no correlated insulating phases. The
critical ingredient for killing the correlated insulating phases is a thinner hBN layer
between the graphite back gate and the TBG sample, which enhances Coulomb
screening. The vertical red dashed lines denote the integer fillings ν = −4, . . . , 4,
the vertical axis is the temperature in kelvins, and the color corresponds to
resistivity. Reprinted with permission from Ref. [127].

strong interactions and at 1.05◦ for weak interactions. ∆ also vanishes much faster
for larger angles than in the 3G model. To compare to the experiment data we
would need the TBKT(θ) data, but we can calculate an estimate through Eq. (3.49)
if we assume it to hold also outside the magic angle. I show this estimated TBKT

data in Fig. 3.16b. Unfortunately Saito et al . did not determine TBKT, but only Tc

which corresponds to the temperature where the resistance has dropped to half of
the normal-state resistance. Thus we need to estimate also the TBKT data of the
experiment. According to experiments where TBKT has been measured, there is
roughly the relation TBKT ≈ 0.5Tc [9, 127]. The black points with the error bars in
Fig. 3.16b are the experimental data calculated this way. We immediately see that
there is a large 0.07◦ mismatch between the magic angles, and thus the calculated
data does not very well match the experiment. But, as discussed in Sec. 3.3.2, the
relaxation effects, which are not included in the LdS model, can be quite large.
Especially according to Lin et al . [110] the magic angle shifts from 1.08◦ to 1.12◦

due to structural relaxation. Shifting the theory values by a slightly larger angle
of 0.07◦ to match with the experimental magic angle produces Fig. 3.16c. In this
case the experimental data matches the calculated λ = −1 eVa2 curve, which is
the same value as argued already in the previous section.

Increasing the hBN thickness in the experiments of Stepanov et al . and Saito
et al . to & 10 nm produced a phase diagram that strongly resembles that of Lu
et al . [227] in Fig. 3.14, where the thickness was also around 10 nm. Thus the
experiments are consistent with each other, and the correlated insulators (CI) are
clearly controlled by screening. Goodwin et al . [240] explained this theoretically
by employing the tight-binding model of Trambly de Laissardière et al . [148]
and calculating the (extended) Hubbard interaction strength resulting from the
Coulomb interaction in the presence of the metallic gate(s). They found the
Hubbard interaction strength, which is generally believed to underlie the CI
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Figure 3.16: The rotation angle θ dependence of the superconducting state within
the full LdS model at the charge neutrality ν = δµ = 0 and comparison to the
experiment of Saito et al . [230]. (a) Maximum of the superconducting order
parameter ∆. The most important difference to the 3G LdS model in Fig. 3.12a
is the position of the magic angle, which for the full model is 1.08◦ for strong
interactions and 1.05◦ for weak interactions. In the full model ∆ also dies more
quickly when going to larger angles. (b) The same plot as in (a), but the vertical
values have been scaled by Eq. (3.49), assuming it to hold approximately also
outside the magic angle. The black points with error bars show the experimental
data of Saito et al . [230]. They reported only the Tc values, so the shown values
are calculated through TBKT = 0.5Tc, which seems to roughly hold according
to the experiments where the BKT transition temperature has been determined
[9, 127]. The magic angle is at 1.12◦ in the experiment, so the calculated data does
not match it. (c) By shifting the theory data to the magic angle of the experiment,
a nice match is found with the λ = −1 eVa2 curve.

phases, to start quickly reducing when the hBN thickness (the distance between
TBG and the gate) falls below the moiré length ≈ 12 nm. It is not clear what the
critical value of the Hubbard interaction strength is to establish the CI phases,
but by using rough estimates they were able to show that a critical thickness is of
the order of 5 nm, thus being consistent with the experiments. Cea et al . [241], on
the other hand, found the bandstructure to be sensitive to screening by applying
self-consistent Hartree–Fock calculations.

Codecido et al . [242] observed correlated insulating behavior at ν = ±2 and
superconductivity with Tc ≈ 0.4 K at ν = 2 at an angle of θ = 0.93◦, which is
much smaller than the first magic angle ≈ 1.1◦ but still much larger than the
second magic angle ≈ 0.5◦. This can be explained by Fig. 3.16a: according to
the full LdS model ∆ dies slowly when going to smaller angles. However, a more
accurate explanation would need the proper self-consistent calculation of TBKT as
a function of θ, but assuming the simple relation (3.49) to hold also outside the
magic angle, the same explanation applies. Similar behavior of both Tc and TBKT

was predicted by Hu et al . [165], although in a partly simplified theory.

In Publications I and II and in Figs. 3.12 and 3.13 we mostly used a fixed chem-
ical potential, which is not usually directly determined in experiments. Tomarken
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et al . [243] performed the first capacitance measurements to obtain the “electronic
compressibility” dn/dµ , and obtained a qualitatively similar n(µ) dependence as
we predicted in Fig. 5b in Publication II, apart from a very different energy scale.
This difference is explained by the very small bandwidth of the 3G LdS model
employed in Publication II, but the bandwidth of tens of meV observed in the
experiment is not reproduced even by the full LdS model.

The TBG samples are usually produced by a “tear-and-stack” method [9, 191,
228], which does not allow controlling the rotation angle after manufacturing.
Ribeiro-Palau et al . [244] presented a method which allows changing the rotation
angle of a hBN layer on top of graphene in situ by using an AFM tip. While not
being TBG, the principle should work for TBG also, although not with (hBN)
encapsulation.

Nowadays, two years after the breakthrough experiment [9], the experiments
are turning from TBG to similar systems with more freedom, such as twisted
trilayer and tetralayer graphene. Moriyama et al . [245] observed superconductivity
with Tc = 14 K in untwisted bilayer graphene, encapsulated between hBN layers
similarly as often in the TBG experiments. Chen et al . [246] observed correlated
insulating states and superconductivity with Tc below 1 K in rhombohedrally
stacked trilayer graphene encapsulated in hBN. This observation might be at
least partly explained by the flat-band surface states in rhombohedral graphite
[73, 74, 129, 247]. Tsai et al . [217] observed correlated insulating states and
superconductivity with Tc ≈ 3.4 K in twisted trilayer graphene (encapsulated in
hBN), at a charge density two orders of magnitude smaller than in TBG. One
interesting case is the system of four layers (encapsulated in hBN), which is
called twisted double bilayer graphene (TDBG) [248] or twisted bilayer-bilayer
graphene (TBBG) [249], depending on which layers are rotated. Both correlated
insulating states and superconductivity have been observed in this system by many
groups [248–250], with Tc ≈ 7 K [248]. Moreover, correlated insulating states and
superconductivity with Tc ≈ 6 K was observed in twisted double bilayer WSe2 by
An et al . [251].

3.5.4 Other theories in TBG and related systems

An enormous number of theory works trying to explain the various correlated
phenomena in TBG has been published since the 2018 experiments [9, 130]. I
present here a small subset of these works that I find somehow to be relevant to
this thesis, but that also shows the wide spectrum of different models, methods,
and the resulting physics.

Only superconductivity

In addition to Publications II and III, there are many other theories explaining
only the superconducting phase and discarding the correlated insulator phase.
Cao et al . [9] attributed their observations of superconductivity to unconventional
superconductivity, as does the vast majority of theory papers, probably because
many of the properties resemble the high-Tc cuprate superconductors. However, the
origin of superconductivity is in fact not known, and in addition to Publications II
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and III, a few other studies have shown that conventional theories can also explain
the experiments.

Wu et al . [121] have very similar (and consistent) results to Publication II,
except that they calculated the effective attractive electron–electron interaction
strength λ = −121 meV nm2 ≈ −6 eVa2 resulting from the electron–phonon
interaction. This, however, is suppressed by the repulsive Coulomb interaction
through Eq. (2.102), the amplitude of which is much more difficult to determine.
They also argued that electron–phonon interaction leads to s+ d-wave pairing, out
of which the s-wave channel has a higher Tc if discarding the Coulomb repulsion,
thus supporting the chosen s-wave model of Publication II.

Lian et al . [171] used the 8-band Bistritzer–MacDonald model and calculated
the electron–phonon coupling to be strong enough to induce conventional s-wave
superconductivity with Tc = 1 K. Using the McMillan formula15 they predicted
that superconductivity could be observed at many other angles also if going
to higher doping levels. Using an atomistic method of electrons and phonons,
Choi et al . [36] calculated the electron–phonon coupling strength to be an order
of magnitude larger than in graphene or in untwisted bilayer graphene, thus
indicating that the conventional electron–phonon coupling is a viable origin of
superconductivity.

The list of theory papers suggesting an unconventional mechanism is much
longer. Su et al . [234] presented the renormalized moiré method with RVB
interactions that we employed in Publication III, and found out that by increasing
the interaction strength a mixed d+id and p+ip phase evolves to a s+p+d phase.
Lin & Nandkishore [19] showed how d- or f -wave superconductivity can arise
from weak electronic repulsion through a Kohn–Luttinger [50, 51] renormalization
procedure. Wu [166] studied d-wave pairing within the model of Ref. [121] and
found (d+id)+(d− id)-wave superconductivity with spontaneous vortices and bulk
circulating supercurrents. Ray et al . [58] found extended s-wave superconductivity
in TBG through a repulsive multiband Hubbard interaction within the Bistritzer–
MacDonald model. For comparison, within the same interaction they found
d+ id-wave pairing in monolayer graphene and p+ ip-wave pairing in (untwisted)
graphene on hBN. Tang et al . [23] used an RG approach to solve a two-orbital
repulsive Hubbard model defined on the emergent superlattice, and found spin-
triplet, f -wave superconductivity.

Only correlated insulator

There are also theories trying to explain only the correlated insulating phase.
González-Árraga et al . [252] studied magnetism in a 1.5◦ TBG already before the
Cao et al . experiments [9, 130], and found competing lattice-antiferromagnetism
and superlattice-spiral-ferromagnetism within a repulsive Hubbard model. Xie
& MacDonald [253] used self-consistent Hartree–Fock calculations to solve the

15The McMillan formula of “standard” BCS theory does not hold in the flat-band regime. In
the flat-band regime one should use the modified formula of Ref. [129] instead. It is, however, not
perfectly clear whether the experiments happen in the flat-band regime or not, but as discussed
in Sec. 3.5 and in Publications II and III, it seems that the experiments happen on the verge of
the flat-band regime. Thus it seems that neither of these McMillan equations apply.
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Bistritzer–MacDonald model with Coulomb interactions and found magic-angle
TBG to be (correlated) insulating at all integer fillings, out of which ν = ±1 and
ν = ±3 may exhibit quantum anomalous Hall effect. Padhi et al . [254] claimed
that magic-angle TBG does not satisfy a “Mott criterion” and suggested it to be
a Wigner crystal instead. Ochi et al . [255] solved an extended Hubbard model on
the effective superlattice by exact diagonalization and presented two candidates
for the insulating phase: a spin- and valley-ferromagnet or a Dirac semimetal.
Haule et al . [256] used dynamical mean-field theory (DMFT) to go beyond the
mean-field and Hartree–Fock methods to show that the insulating states can be
Mott insulators. Liu et al . [198] showed how the noninteracting bandstructure
can be understood from the pseudo-Landau-level perspective by transforming
the position dependence of the interlayer coupling to an intralayer pseudo vector
potential, and argued that from this viewpoint the integer-filling insulators can be
naturally understood when turning on the Coulomb interaction.

Superconductivity and correlated insulator

The repulsive Hubbard model is commonly used, as it can model both the correlated
insulating and superconducting phases originating from the same mechanism,
usually from the “doping a Mott insulator” perspective [229]. It is very common
to use it on the superlattice scale, as then the unit cell contains only one or two
sites, making the problem much easier. This approach is supported by studies
suggesting that the Wannier states can be localized on the moiré scale [58, 179].
There are two different superlattice-scale models: in the first one the superlattice
is triangular consisting of the AA stacking “sites” [58], whereas in the second
one it is a honeycomb consisting of the AB and BA stacking “sites” [257, 258].
Some have even extended the Hubbard model to longer-range interactions, like
the model developed by Yuan & Fu [259].

Let me next list a few of the studies using this effective model. Po et al .
[258] derived effective tight-binding models starting from the symmetries of the
system, and proposed that both a Mott-insulating state and a nearby s-wave
superconducting state develop out of a state with spontaneous intervalley coherence.
Guo et al . [28] employed a determinant quantum Monte Carlo method and found
d + id-wave superconductivity surrounding an insulating state. Xu & Balents
[22] found d+ id-wave superconductivity near a Mott-insulator phase, as did also
Fidrysiak et al . [18]. Liu et al . [29] used random phase approximation (RPA)
calculations to predict a chiral spin density wave (SDW) bordered by d+ id-wave
superconductivity, driven by antiferromagnetic (AFM) fluctuations. Dodaro et
al . [20] predicted that a single mechanism drives both nematic ferromagnetism
and superconductivity surrounding it, which is mostly on-site (mostly s wave).
Venderbos & Fernandes [260] classified the different possible superconducting,
magnetic, and charge instabilities in the strong-coupling regime. Gu et al . [261]
showed that, assuming the insulating phase to be antiferromagnetic, fluctuations
in this antiferromagnet can mediate d-wave superconductivity. Classen et al .
[21] used functional renormalization group calculations to predict three types
of correlated phases: spin/orbital density wave, Chern insulator, and d± id- or
f -wave superconductivity. Chen et al . [262] used quantum Monte Carlo method
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to predict AFM-ordered Mott insulator and d+ id-wave superconductivity.
Huang et al . [263] used the quantum Monte Carlo method in the lattice scale

instead and predicted an AFM-ordered Mott insulator surrounded by a d+id-wave
superconductor. Between the repulsive Hubbard models in the superlattice and
lattice scales, one can use it also within the continuum model of Dirac electrons.
Roy & Juričić [264] used an RG approach in this continuum model to predict
competing AFM and p+ ip-wave superconducting phases.

Isobe et al . [265] exploited only the qualitative understanding of TBG’s band-
structure, wrote a general interaction Hamiltonian allowed by the symmetries,
and determined by RG calculations that the leading instabilities are d- or p-wave
superconductivity and charge or spin density wave as the insulating state. Laksono
et al . [266] obtained a similar phase diagram with a totally different approach:
Bistritzer–MacDonald model with a Hubbard-type repulsive interaction solved
by an RPA method. Wu et al . [267] had a unique approach: by noting that
atomic relaxation substantially enlarges the AB- and BA-stacking regions, they
developed a coupled-wire model, where the AB/BA domain walls act as conduct-
ing wires between the small AA-stacking regions. Depending on the parameters,
the model predicts either a correlated insulator or a superconductor with s- or
d± id-wave pairing. Also standing out from the mass is the work of Chou et al .
[268], as they predicted (by a similar phenomenological model of coupled wires)
the superconducting phase to be primary, arising at generic fillings, but being
interrupted by a correlated insulating state at commensurate (integer) fillings.
Moreover, they are not necessarily originated from the same mechanism, which
is exactly the view we took in Publications II and III (and I). Angeli et al . [269]
showed that there are phonon modes in the superlattice scale with a flat dis-
persion, resulting in strong electron–phonon coupling, further yielding insulating
states at integer fillings potentially together with spin-singlet, extended s-wave
or d± id-wave superconductivity. González & Stauber [270] showed how p-wave
superconductivity together with an SDW phase can emerge from a tight-binding
model with a Coulomb repulsion through the Kohn–Luttinger instability.

Differentiating mechanisms

The list above shows that there are almost as many models, mechanisms, and
correlated phases as there are studies. One problem in determining the correct
pairing mechanism of superconductivity and the correlated insulators is the fact
that most of the theories match (at least qualitatively) to the experiments but do
not give any differentiating predictions. In Publication III we gave one, namely
the isotropy/anisotropy of the superfluid weight for different pairing mechanisms.
Chen et al . [271] used a two-band tight-binding model (in the superlattice scale)
to show that different pairing symmetries could be differentiated by magnetic
impurity resonance (Yu–Shiba–Rusinov) states, which can be measured by LDOS
measurements near the magnetic impurity. For example, if the impurity is located
at an AA site, non-s-wave pairing should yield a resonance peak close to the
impurity. Using the two-parameter Bistritzer–MacDonald model Wu et al . [167]
predicted that applying in-plane magnetic field B‖ together with strain can reveal
differences between spin-singlet and spin-triplet superconductivity. Specifically, B‖
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always suppresses Tc in spin-singlet channels whereas for spin-triplet channels a
weak B‖ increases it. On the other hand Talantsev et al . [272] fitted the analytical
formulas of BCS and Ginzburg–Landau theory to the experimental Bc2(T ) (upper
critical field) and Ic(T ) (self-field critical current) data of Cao et al . [9] and Lu
et al . [227] and concluded that s- or p-wave pairing is most probable among the
electron–phonon mechanisms. This is again consistent with Publication II.

Superfluid weight and BKT transition

There are also a handful of papers studying the superfluid weight and the BKT
transition in TBG, in addition to Publication III. Hazra et al . [162] determined
an upper bound for Ds . 1.5 meV (in the units of Publication III) and TBKT,
which they claimed is independent of the chosen interaction mechanism, thus
clearly contradicting the results of Publication III. In the Supplementary Material
of Publication III we presented arguments why the claimed upper bound is not
valid: neglecting all the dispersive bands is not a valid approximation when the
interaction strength is strong enough, and thus the claimed “upper bound” is
actually only a bound on the weak-coupling regime. Xie et al . [170], on the other
hand, presented a topological lower bound for Ds and TBKT, assuming perfectly
flat bands with s-wave pairing. On the other hand using some estimates they
found TBKT/Tc ≈ 0.35, which is somewhat smaller than the value of 0.6 . . . 0.8
found in Publications II and III within the same (local) interaction model.

Hu et al . [165] used the Bistritzer–MacDonald model and calculated very
similar results to Publication III. The results are mostly consistent with each
other, except that they get somewhat larger TBKT/Tc ≈ 0.8 . . . 0.9 ratios. An
important difference, that may explain the difference, is that in Publication III
we calculated the real position-dependent ∆ from the self-consistency equation
and used that in calculating Ds and Tc, whereas Hu et al . calculated Tc from the
linearized self-consistency equation and defined a position-independent ∆ from the
BCS relation ∆ := 1.764kBTc, the validity of which is questionable in TBG.

Similar systems

Theoretical explanations for the observed superconducting and correlated insulating
states in TDBG etc. are only starting to emerge [219, 273]. Sakai et al . predicted
a Penrose-tiling quasicrystal to exhibit an exotic superconducting phase under a
magnetic field. Han et al . [274] predicted the flat bands of a kagomé crystal to
drive a metal–correlated insulator phase transition through Wigner crystallization.

3.6 Conclusions and outlook

In Publication II we applied BCS theory to study superconductivity in twisted
bilayer graphene (TBG). The motivation was to explain the 2018 breakthrough ex-
periments of Cao et al . [9, 130] (and the shortly following experiment of Yankowitz
et al . [191]), where superconductivity near a correlated insulator state was observed
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when two graphene layers are relatively rotated to a magic angle θ ≈ 1◦. The exper-
iment has spurred a tremendous amount of interest among the field of condensed
matter physics, which is understandable as TBG has turned out to be a very
versatile material. Moreover, finding the mechanisms between its complex phase
diagram might help solve the mystery of high-temperature superconductivity.

Our goal in Publication II was to show that simple BCS theory with spin-
singlet, s-wave pairing approximately originating from electron–phonon interaction
is enough to explain the observed superconducting states, whereas a vast majority
of theory papers suggest a repulsive electron–electron origin. We succeeded in this
goal, as we were able to reproduce the two superconducting domes at the magic
angle with the critical temperature Tc in the correct order of magnitude.

The results of Publication II left, however, room for improvement, as the
mean-field Tc is not a realistic description of the superconducting phase transition
in 2D materials. In Publication III we filled this hole by calculating the Berezinskii–
Kosterlitz–Thouless (BKT) transition temperature TBKT, which properly describes
the phase transition in 2D materials. It turned out that the results of Publication II
were already qualitatively correct, but the true transition temperature is somewhat
smaller TBKT ≈ 0.6 . . . 0.8Tc. Comparing to the available experimental data,
we concluded that the TBKT results are consistent with the experiments if the

interaction strength is chosen as λ ≈ −1 eVa2 ≈ −6 eVÅ
2
, where a is the graphene

lattice constant. We even confirmed the results by employing a second, tight-
binding (called the renormalized moiré, RM) model in addition to the continuum
(called the Dirac point, DP) model. Using the RM model we also showed that in
calculating the superfluid weight in the flat-band regime one has to include the
first dispersive bands in addition to the flat bands, contrary to many theoretical
studies. Moreover, it turned out that the geometric contribution [93] is significant
in the flat-band regime, as is expected for flat-band systems in general [93].

Often the superconducting and correlated insulating states are assumed to
originate from the same mechanism, and thus according to those theories they
always neighbor each other in the (doping) phase diagram. On the contrary,
in Publications II and III we chose the view that they originate from different
mechanisms, and can thus appear separately, allowing us to model the supercon-
ducting state by disregarding the insulating state. According to recent experiments
[127, 230] this viewpoint is indeed correct: the correlated insulating states van-
ish and superconductivity remains when the Coulomb screening is increased by
bringing the metallic gates closer.

As discussed in the case of periodically strained graphene in Sec. 2.5, also
the repulsive Coulomb interaction is included in the calculation if one interprets
the interaction strength as λeff = λ+ u∗ in Eq. (2.102) in the simplified view of
a homogeneous ∆. Then λeff < 0 corresponds to a superconductor and λeff >
0 to an insulating antiferromagnet [129]. In the Supplementary Material of
Publication II we estimated the parameter α ≈ 3.3 eV−1 nm−2 in Eq. (2.101),
yielding a maximum possible value u∗ ≈ 5 eVa2. Thus whenever the bare attractive
interaction (resulting from the electron–phonon interaction) is λ < −5 eVa2,
superconductivity will occur. In reality u∗ is most likely smaller, and thus a smaller
λ is enough. The above, however, is a simplified picture with a homogeneous ∆,
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while a more accurate description would need the generalization of Eq. (2.102)
to the case of a position-dependent ∆. As discussed in Sec. 2.5, one possibility
to describe the observed correlated insulators would then be through Eq. (2.102):
include the screening effect of the gates as in Refs. [240, 241], calculate the doping
dependence of λ and u∗ in the presence of screening, and see where the sign of
λeff changes.

In addition to the local s-wave-pairing model discussed above, in Publication III
we employed a resonating valence bond (RVB) type of interaction, which has also
been argued to be realistic in graphene. The largest difference to the local
interaction was the anisotropic superfluid weight in the flat-band regime, which
could be experimentally differentiated from the isotropic superfluid weight of
the local interaction via radio-frequency impedance spectroscopy arranged in a
Hall-like four-probe setting. The anisotropic superfluid weight actually breaks
spontaneously the C3 symmetry of the moiré superlattice, as does the order
parameter ∆, which has an s+ p+ d-wave symmetry in the flat-band regime in
the case of the RVB interaction.

As seen in Sec. 3.5.4, determining the origin of the superconducting and
correlated insulating phases in TBG has proven a difficult problem, and it still
remains debated. However, no end to the continuous flow of theory papers and
new experiments is on sight, so probably we are approaching the solution. If the
origin turned out to be conventional, this would simplify theories to the simple
BCS type, but on the other hand if it turned out to be unconventional, it would
probably help explaining the high-Tc cuprate superconductors. A vast majority of
the theory papers support an unconventional mechanism which is the common
origin of both the superconducting and correlated insulating phase, but on the
other hand some recent experiments suggest conventional electron–phonon origin
of superconductivity. Especially the experiments of Stepanov et al . [127] and
Saito et al . [230] showing superconductivity without the correlated insulating
phases point toward separate mechanisms. Also the experiment of Polshyn et al .
[239] on strange-metal behavior suggests strong electron–phonon coupling. These
experiments support our assumptions in Publications II and III.

There is a clear trend in the superconductivity experiments. First, supercon-
ductivity was observed [9, 190, 191] in TBG. Later, it was observed also in three
[217] and four layers [248–250] of twisted graphene sheets, with a higher Tc than
in TBG. Perhaps some day the experiments reach hundreds of graphene layers
with controlled twist angle, and explain the high-temperature (above 100 K) super-
conductivity that was observed in graphite with random twisted interfaces already
in 2012 by Scheike et al . [221, 222] and in 2013 by Ballestar et al . [223, 275],
but which did not get much attention. This was probably because there was
no control of the twist interfaces and angles, so that the experiments seemed
nonreproducible. But now with all the new knowledge on superconductivity in
twisted bilayers, trilayers, and tetralayers, those kind of graphite experiments
might become fashionable soon [276].
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Chapter 4

Closing

4.1 Concluding summary and outlook

In this thesis I have used (generalized) BCS theory to show that conventional
spin-singlet, s-wave, flat-band superconductivity can arise in periodically strained
graphene (PSG, Publication I) and in twisted bilayer graphene (TBG, Publi-
cations II and III), which both feature flat electronic bands strongly promoting
superconductivity. The results are consistent with the numerous TBG superconduc-
tivity experiments performed over the last two years, while no superconductivity
in PSG has been measured yet.

A huge amount of theoretical studies have emerged after the breakthrough
experiments of Cao et al . [9, 130], trying to explain the origin of superconductiv-
ity and the correlated insulating phases, which has proven to be a complicated
problem. A vast majority of them relies on an unconventional origin of supercon-
ductivity, whereas we showed that also the conventional mechanism is consistent
with the experiments. Our view is supported by recent experiments suggesting
strong electron–phonon coupling [239] and separate mechanisms [127, 230] for the
superconducting and correlated insulating phases.

By comparing to the available experimental data, we showed that an interaction

strength λ ≈ −6 eVÅ
2

is best consistent with the TBG experiments, having a
Berezinskii–Kosterlitz–Thouless transition temperature of TBKT ≈ 1 K [9, 127].
Using the same value for PSG, we calculated that the periodic-strain experiments
of Jiang et al . [71] are already close to achieving superconductivity: if one could
increase the strain amplitude by a factor of four, a relatively high TBKT ≈ 4 K
could already be measured.

The next natural extension to Publications I, II, and III would be to include
the repulsive Coulomb interactions and try to model the correlated insulating state
on top of superconductivity. In TBG the correlated insulators have already been
observed, but because of the similarity between PSG and TBG they are very likely
also in PSG. In a simplified theory the Coulomb interaction can be included through
Eq. (2.102), but a more accurate description would need a generalization to the
case of an inhomogeneous superconducting order parameter ∆. The competition
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between the insulating (antiferromagnetic) state and superconductivity could then
be modeled by the competition between the attractive interaction strength λ and
the repulsive Hubbard interaction u, which is renormalized to a smaller Coulomb
pseudopotential u∗ through Eq. (2.101).

Regarding TBG, it remains to be seen whether at some point one is able to
control the twist angles of hundreds of graphene layers, and is able to repeat
in a reproducible manner the high-temperature superconductivity measurements
[221–224] performed in graphite already years ago. A way towards this is already
visible, as superconductivity in three [217] and four [248–250] layers of twisted
graphene has now been reported, with a higher Tc than in TBG. Regarding PSG,
it is intriguing to wait when (if) the first experiments reporting superconductivity
(and correlated insulating phases) appear. The striking similarity to TBG suggests
that finding these phases is highly probable, if a strain field with large enough
amplitude and small enough period can be manufactured, simultaneously with the
knowledge of the graphene lattice orientation. There are numerous possibilities
for manufacturing it, and the experiments of Jiang et al . [71] suggest that we
are actually already close to achieving a measurable TBKT. Besides, the critical
temperature of PSG is (in principle) way more tunable than that of TBG through
controlling the shape, period, lattice, and amplitude of the strain, so a recipe for
a higher Tc is already available there.
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geometry, Berry curvature, and superfluid weight, Physical Review B 95,
024515 (2017).

[94] J. Pearl, Current Distribtuion In Superconducting Films Carrying Quantized
Fluxoids, Applied Physics Letters 5, 65 (1964).

[95] X. Zheng, Efficient Fourier Transforms on Hexagonal Arrays, PhD thesis,
University of Florida (2007).
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kagome twisted bilayers, Physical Review B 100, 155421 (2019).

[213] L. Wang, S. Zihlmann, M.-H. Liu, P. Makk, K. Watanabe, T. Taniguchi,
A. Baumgartner, and C. Schönenberger, New Generation of Moiré Super-
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tices, Physical Review Research 2, 033062 (2020).

[274] W. H. Han, S. Kim, I.-H. Lee, and K. J. Chang, A Metal-Insulator Tran-
sition via Wigner Crystallization in Boron Triangular Kagome Lattice,
arXiv:1902.08390 (2019).

[275] A. Ballestar, Superconductivity at Graphite interfaces, PhD thesis, Universität
Leipzig (2014).

[276] G. E. Volovik, Graphite, Graphene, and the Flat Band Superconductivity,
JETP Letters 107, 516 (2018).

https://doi.org/10.1103/PhysRevLett.122.026801
https://doi.org/10.1088/1361-648X/aaf626
https://doi.org/10.1088/1361-648X/aaf626
https://doi.org/10.1038/s41598-019-57055-w
https://doi.org/10.1103/PhysRevResearch.2.033062
https://arxiv.org/abs/1902.08390
https://www.researchgate.net/publication/275017145_Superconductivity_at_Graphite_Interfaces
https://doi.org/10.1134/S0021364018080052


 

ORIGINAL PAPERS 
 
 

I  
 
 

FLAT-BAND SUPERCONDUCTIVITY IN PERIODICALLY 
STRAINED GRAPHENE: MEAN-FIELD AND BEREZINSKII-

KOSTERLITZ-THOULESS TRANSITION 
 
 
 
 

by 
 

Teemu J. Peltonen and Tero T. Heikkilä 2020 
 

Journal of Physics: Condensed Matter 32, 365603 
 
 

Reproduced with kind permission by IOP Publishing. 
 



Flat-band superconductivity in periodically strained graphene: mean-field and
Berezinskii–Kosterlitz–Thouless transition

Teemu J. Peltonen1 and Tero T. Heikkilä1

1University of Jyväskylä, Department of Physics and Nanoscience Center,
P.O. Box 35 (YFL), FI-40014 University of Jyväskylä, Finland

In the search of high-temperature superconductivity one option is to focus on increasing the
density of electronic states. Here we study both the normal and s-wave superconducting state prop-
erties of periodically strained graphene, which exhibits approximate flat bands with a high density
of states, with the flatness tunable by the strain profile. We generalize earlier results regarding a
one-dimensional harmonic strain to arbitrary periodic strain fields, and further extend the results
by calculating the superfluid weight and the Berezinskii–Kosterlitz–Thouless (BKT) transition tem-
perature TBKT to determine the true transition point. By numerically solving the self-consistency
equation, we find a strongly inhomogeneous superconducting order parameter, similarly to twisted
bilayer graphene. In the flat-band regime the order parameter magnitude, critical chemical poten-
tial, critical temperature, superfluid weight, and BKT transition temperature are all approximately
linear in the interaction strength, which suggests that high-temperature superconductivity might
be feasible in this system. We especially show that by using realistic strain strengths TBKT can be
made much larger than in twisted bilayer graphene, if using similar interaction strengths. We also
calculate properties such as the local density of states that could serve as experimental fingerprints
for the presented model.

I. INTRODUCTION

Graphene was long waiting for superconductivity to be
added to its long list of miraculous properties. It took
over ten years after its discovery before superconductiv-
ity was demonstrated in chemically doped graphene [1–4]
with a critical temperature Tc of a few kelvin. Recently
the experiments on magic-angle twisted bilayer graphene
(TBG) [5–7] have drawn much more attention, demon-
strating superconductivity in a carbon-only material (al-
though the role of the hexagonal boron nitride substrates
is being disputed [8]) similarly with a Tc of a few kelvin.

Lack of superconductivity in pristine graphene can
be understood from the small-ν limit of the standard
Bardeen–Cooper–Schrieffer (BCS) result for the critical
temperature, Tc ∼ ωce

−1/(|λ|ν) [9, 10], with |λ| describing
the strength of the attractive electron–electron interac-
tion, ν being the density of states (DOS) at the Fermi
level, and ωc being the cutoff (Debye) frequency. Since
for intrinsic, undoped, graphene the density of states at
the Fermi level is ν = 0, according to this result we have
also Tc = 0. The doping experiments can be understood
from the same result. Since close to the Dirac point ν
increases linearly with chemical potential, doping can be
utilized to render Tc finite. But due to the exponential
suppression of the critical temperature, to produce Tc of
a few kelvin, the chemical potential shift has to be of the
order of eV [1, 3], corresponding to a very heavy doping
level.

TBG provides an alternative mean to render Tc finite:
increase the density of states by flattening the electronic
bands through moiré-modulated interlayer coupling. In
the limit of a large ν (the flat-band limit), BCS the-
ory gives a linear relationship Tc ∼ |λ|Ω [10], where Ω
is the area of the flat band, instead of the exponential
one. The linear relation allows in principle to increase

Tc much higher even with a small interaction |λ|. Here
the limiting factor seems to be the area Ω of the flat
band, which in the case of TBG is roughly the superlat-
tice (moiré) Brillouin zone (SBZ), fixed by the rotation
angle θ. Since θ fixes also the interlayer coupling modu-
lation, the whole dispersion is fixed by the rotation alone.
From experiments [5, 11] and theories [12, 13] we know
that in order to yield flat bands θ has to be close to the
magic angle θ∗ ≈ 1◦, for which Ω is only about 0.04%
[14] of the original graphene Brillouin zone (BZ). An in-
crease of a few kelvin in Tc has been successfully demon-
strated [6] by applying high pressure to slightly increase
θ∗ and thus also Ω. In TBG the flat bands are in fact
not exactly at zero energy, but of the order of meV higher
and lower. But compared to chemically doped graphene
where ∼ eV doping levels are needed, a thousand-fold
reduction in the needed chemical potentials allows using
much simpler and more easily tunable electrical doping.

In this paper we study yet another mechanism to pro-
duce flat bands in graphene, which is possibly free of the
limitations in TBG: periodic strain [15–21]. Instead of
periodically modulating interlayer hopping in TBG, we
modulate the intralayer hopping in monolayer graphene
by periodic strain. In this system we can, in principle,
separately choose the strain period d (and thus the SBZ
area ∼ Ω) and its strength β (and thus the flatness of
the bands), potentially allowing us to increase Tc higher
than in TBG by engineering strains with high amplitude
and small period.

At low energies, near the K and K ′ = −K points
where graphene can be described as a Dirac mate-
rial, strain is modelled by a pseudo vector potential A
[16, 18, 22–25], similarly to an external magnetic field.
But while the external magnetic field breaks the time-
reversal symmetry and usually suppresses superconduc-
tivity, the strain-induced A has opposite signs on differ-



2

ent valleys, preserving time-reversal symmetry and thus
preserving and even promoting spin-singlet superconduc-
tivity. Moreover, strain-induced pseudo vector potentials
can easily reach an effective magnetic field strength of
tens [26] or even hundreds [21, 27] of tesla, opening the
possibility for extreme tuning of electronic properties.

Possibilities for experimentally producing periodic
strain in graphene are numerous. In fact, flat bands have
already been observed in an experiment by Jiang et al .
[21], where both 1D and 2D periodic strains were created
by boundary conditions. In this experiment the displace-
ment amplitude was of the order of 1Å and the period d
was tunable between 8 and 25 nm. Even better control of
the strain pattern could perhaps be achieved by optical
forging [28], which allows drawing arbitrary out-of-plane
strain patterns in graphene, even below the diffraction
limit [29]. On the other hand the small secondary ripples
observed in the simulations [28] could be exploited, simi-
larly to the Jiang et al . experiment [21], but with better
control.

Another experimentally demonstrated method is to use
an AFM tip to evaporate hydrogen from a Ge-H substrate
to produce a pressurized H2 gas under specific locations
of graphene [30]. One option could be graphene on a
corrugated surface [31, 32]. Applying in-plane compres-
sion has been predicted to produce periodic wrinkles both
in simply-supported [31, 33] and encapsulated [34, 35]
graphene, with amplitude and period of the order of 0.2Å
and 2 nm, respectively. In the same spirit the proposed
graphene cardboard material could be manufactured [36].
Also an ultracold atom gas in a tunable optical honey-
comb lattice [37] could be used.

It has been predicted [38–42] and observed [43] that
TBG exhibits moiré-periodic strain due to lattice mis-
match and the following structural relaxation. The rel-
ative magnitude of the moiré and strain effects can be,
however, difficult to disentangle, as superconductivity by
both effects has been predicted by BCS theory [14, 19].
But if the moiré effect is enhancing for superconductivity,
as it seems to be, we get a lower bound for Tc by study-
ing the strain effects. Similarly periodic strain can be
expected with other mismatch lattices, such as graphene
on hBN [6].

In this work we generalize the model and results of
Kauppila et al . [19], where both the normal and su-
perconducting spin-singlet, s-wave state in periodically
strained graphene (PSG) have been studied in the case
of a cosine-like 1D potential A(x, y) = β

d (0, cos(2πx/d)),
to arbitrary periodic pseudo vector potentials A. This
generalization is motivated by the experiment of Jiang
et al . [21], where a variety of periodic strain patterns,
both 1D and 2D, were manufactured. On the other hand
generalizing the theory to 2D strains bridges the gap be-
tween PSG [19] and TBG [14] by showing how similar
these two systems are in many aspects.

The main conclusions of Kauppila et al . are that (i)
approximate flat bands are formed in the normal state,
(ii) the superconducting order parameter Δ(x) becomes

inhomogeneous and is peaked near the minima/maxima
of ∇×A, similarly to the local density of states (LDOS),
(iii) magnitude of Δ can be tuned by the amplitude β,
(iv) Tc is linear in λ in the flat-band regime (large λ or
β), and (v) even though Δ is strongly inhomogeneous and
anisotropic, supercurrent is only slightly anisotropic. We
show that these results continue to hold even when we
change the shape of A and move to 2D potentials. In ad-
dition we show how the shape of A and its dimensionality
affect the superconducting order parameter Δ, the crit-
ical chemical potential μc, and the critical temperature
Tc. We furthermore extend the calculations by calculat-
ing the superfluid weight [44, 45] Ds and the Berezinskii–
Kosterlitz–Thouless (BKT) transition temperature TBKT
to determine the proper transition temperature in a 2D
system.

In addition to Kauppila et al ., spin-singlet, s-wave su-
perconductivity in strained graphene was studied also
by Uchoa et al . [16]. They, however, concentrated on
strain fields with a homogeneous pseudomagnetic field
B = ∇ × A and correspondingly to a superconducting
state with a homogeneous order parameter Δ. This con-
straint allowed them to derive analytical formulas e.g .
for Δ and Tc, yielding a similar Tc-linear-in-λ result as
what Kauppila et al . found out. Here we instead focus on
periodic and inhomogeneous strain accompanying also a
periodic and inhomogeneous B, which is probably more
accessible experimentally, since a constant B might be
difficult to obtain [27]. Our approach is also complemen-
tary to Uchoa et al . in the sense that the periodicity of
B allows us to use the notion of (flat) electronic bands,
whereas in the pseudo-Landau-level perspective of Uchoa
et al . the electronic levels are the pseudo-Landau levels.

This article is organized as follows. In section II we de-
rive the Bogoliubov–de Gennes (BdG) theory to describe
the superconducting state of PSG at low energies, details
of which are shown in the Supplementary Material [22].
In section III we present the results of applying some
selected periodic pseudo vector potentials A by numeri-
cally solving the self-consistency equation. In section IV
we summarize the main results and discuss open ques-
tions and future prospects.

II. MODEL

In the low-energy limit, after adding an in-plane dis-
placement field u and an out-of-plane displacement field
h, the graphene continuum Hamiltonian for valley ρ ∈
{+,−} is

Hρ(r) = �vFσ
ρ · (−i∇+ ρA(r))− μ, (1)

where the pseudo vector potential is given by [22–24]

A = − βG

2a0
(uxx − uyy,−2uxy) (2)
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and the strain tensor is

uij =
1

2
(∂iuj + ∂jui) +

1

2
∂ih∂jh. (3)

Here vF is the graphene Fermi velocity, μ is the chemi-
cal potential, βG = − d ln t/d ln a0 ≈ 2 is the graphene
Grüneisen parameter [24], a0 is the carbon-carbon bond
length, σρ = (ρσx, σy) is a vector of sublattice-space
Pauli matrices, and the graphene zigzag direction is as-
sumed to be in the x direction. Note that A works
exactly like a vector potential related to an external
magnetic field, but with the important difference that it
changes sign on valley exchange ρ �→ ρ̄, preserving time-
reversal symmetry Hρ̄∗ = Hρ. Because of the relation
(2) we use the words “strain” and “pseudo vector poten-
tial” interchangeably. Note that for the linear elasticity
theory to be valid we should have [22]

‖u(r + δj)− u(r)‖, ‖h(r + δj)− h(r)‖ 	 a0, (4)

where δ1, δ2, and δ3 are the graphene nearest neighbor
vectors.

We model the possible superconducting state by a
(slightly generalized) BCS theory using BdG formalism.
We assume an intervalley, local (also in sublattice) inter-
action of strength λ (negative for attractive interaction
considered here), which has been widely used in the past
graphene literature [46–51] to model s-wave supercon-
ductivity. In this case the effective interacting mean-field
continuum Hamiltonian can be shown to be [22]

HBdG =
∑
σρ

∫
dr ψ†

σρ(r)Hρ(r)ψσρ(r)

+
1

2

∑
σρ

∫
dr ψ†

σρ(r)Δσ(r)ψ
†T
σ̄ρ̄(r) + h.c. + const,

(5)

where σ ∈ {↑, ↓} denotes spin, the real-space integrals are
over the Born–von Kármán cell R2/LBK, and ψσρ(r) =
(ψσρ,A(r), ψσρ,B(r))

T is a sublattice-space vector of the
electron annihilation operators. Furthermore the super-
conducting order parameter in the sublattice space is
Δσ(r) = diag(Δσ,A(r),Δσ,B(r)), where

Δσ,α = λ
∑
ρ

〈ψσ̄ρ̄,αψσρ,α〉 (6)

with angle brackets denoting the thermal average and
α ∈ {A,B} denoting the sublattice. Note that this kind
of a local interaction corresponds to spin-singlet type of
superconductivity, since from the fermionic anticommu-
tation relations it directly follows that Δσ̄,α = −Δσ,α.
Furthermore due to locality r denotes the center-of-mass
coordinate of the Cooper pair, while the relative coordi-
nate is always zero, meaning that this interaction corre-
sponds to s-wave superconductivity.

Utilizing the fermionic anticommutation relations and
by doubling the basis set we can bring HBdG in (5) into

the Nambu form

HBdG =
1

2

∑
σρ

∫
drΨ†

σρ(r)Hρ
BdG(r)Ψσρ(r)+const, (7)

where the BdG Hamiltonian in Nambu space and the
Nambu-vector are

Hρ
BdG =

(Hρ Δ
Δ∗ −Hρ

)
, Ψσρ =

(
ψσρ

s(σ)ψ†T
σ̄ρ̄

)
, (8)

respectively. Here the spin-independent order parameter
is Δ = Δ↑ = s(σ)Δσ, s(↑) = 1, and s(↓) = −1.

Using the spectral theorem, a symmetry between the
positive- and negative-energy states, and defining the
fermionic Bogoliubon operators as

γσρbk =
1√
V

∫
drw†

ρbk(r)Ψσρ(r), (9)

we may bring HBdG into the diagonal form [22]

H =
1

2

∑
σρbk

Eρbkγ
†
σρbkγσρbk + const. (10)

Here k together with the band index b enumerate the
positive-energy solutions of the BdG equation

Hρ
BdG(r)wρbk(r) = Eρbkwρbk(r) (11)

and V =
∣∣R2/LBK

∣∣ is the area of the Born–von Kármán
cell. According to the calculation above, diagonalizing
HBdG, i.e. bringing it to the form (10), is equivalent to
solving the BdG equation (11).

By inverting the Bogoliubov transformation (9) we
may write the definition of the order parameter (6) as
the self-consistency equation [22]

Δα(r) = − λ

V

∑
ρbk

uρbk,α(r)v
∗
ρbk,α(r) tanh

(
Eρbk

2kBT

)
,

(12)
at temperature T , where we denoted the Nambu compo-
nents of w as w = (u, v)T. Note that Δα might depend
on sublattice α, while Kauppila et al . [19] defined Δ by
summing over α. As we see below, the self-consistent Δα

is, in fact, sublattice dependent, leading to a different r
dependence than in [19].

In real space the self-consistency equation (12) is lo-
cal in space but the BdG equation (11) is a group of
2 difficult differential eigenvalue equations. The equa-
tions can be made easier to solve by utilizing period-
icity of A and writing them in Fourier space. We as-
sume both the pseudo vector potential A : R2/SL → R

2

(and thus the strain) and the order parameter Δ to
be periodic in translations of the arbitrary superlattice
SL = spanZ{t1, t2} ⊂ R

2, allowing us to use the Fourier
series [22]

A(r) =
∑
G

eiG·rÃ(G), Δ(r) =
∑
G

eiG·rΔ̃(G). (13)
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Here the sums are over SL∗
S , where SL∗

RZ = SL∗ =
spanZ{G1,G2} is the reciprocal lattice of SL, SL∗

MZ =
spanZ{G1} is a one-dimensional sublattice of SL∗, and
S ∈ {RZ,MZ} denotes either the reduced zone scheme
or the mixed zone scheme (the terms are justified be-
low), the latter of which being applicable only if A and
Δ are constant in the t2 direction, which we call the 1D
potential case. Otherwise we call A a 2D potential.

Together with the assumption of the eigenfunctions
wρbk being periodic in the Born–von Kármán cell, the
Fourier series (13) imply the existence of the Bloch-type
Fourier series

wρbk(r) = eik·r
∑
G

eiG·rw̃ρbk(k +G) (14)

and the Fourier space version of the BdG equation [22]
∑
G′

H̃ρ
BdG,GG′(k)w̃ρbk(k+G′) = Eρbkw̃ρbk(k+G). (15)

In the matrix form (15) can be written as

H̃ρ

BdG(k)w̃ρbk = Eρbkw̃ρbk, (16)

where the underlined variables are matrices or vectors in
the G space. Here k ∈ L∗

BK/SL
∗
S belongs to the superlat-

tice Brillouin zone (SBZ) in the scheme S, b enumerates
the positive-energy bands for each k, and the Nambu-
space BdG Hamiltonian is

H̃ρ
BdG,GG′(k) =

( H̃ρ
GG′(k) Δ̃(G−G′)

Δ̃∗(G′ −G) −H̃ρ
GG′(k)

)
(17)

with the noninteracting (normal state) Hamiltonian

H̃ρ
GG′(k) = (18)

�vFσ
ρ ·

[
(k +G)δGG′ + ρÃ(G−G′)

]
− μδGG′ .

Note the similarity to the Dirac-point low-energy TBG
model in [14, 51, 52]: while here Ã couples the sublattices
and G vectors within the layer, in TBG the Hamiltonian
(18) has a two-layer structure, Ã is absent, and the in-
terlayer coupling t̃⊥ couples sublattices and G vectors
between the layers. As we show in this paper, the second
layer is not necessary for yielding flat bands, but what
seems to be enough is coupling in the G space. To gener-
alize the theory to study the combined effect of periodic
strain and moiré physics, which should yield even more
pronounced flat bands, would thus be easy: add the sec-
ond rotated layer to the noninteracting Hamiltonian (18)
and couple the layers by t̃⊥(G−G′).

Let us discuss the notion of the reduced and the
mixed zone schemes. In the reduced zone scheme k =
k1G1 + k2G2 ∈ L∗

BK/SL
∗
RZ is periodic both in the G1

and G2 directions, with both k1, k2 ∈ [− 1
2 ,

1
2 [ being pe-

riodic Bloch momenta. This is also traditionally called
the reduced zone (or the repeated zone) scheme. In the
case of A and Δ being constant in the t2 direction (the

1D potential case) we are also allowed to use the mixed
zone scheme, where k = k1G1 + k2G2 ∈ L∗

BK/SL
∗
MZ is

periodic only in the G1 direction but not in the G2 direc-
tion, with k1 ∈ [− 1

2 ,
1
2 [ being a periodic Bloch momentum

and k2 ∈]−∞,∞[ being a nonperiodic real momentum.
Thus in the traditional notion the G1 direction is in the
reduced (or repeated) zone and the G2 direction in the
extended zone scheme, justifying the term mixed zone
scheme.

The reduced zone scheme is convenient if one wants to
compare the effects of the 1D and 2D potentials, since the
dispersions look similar and the notion of a band is the
same, but the calculations are heavy due to the G space
being two-dimensional. On the other hand the mixed
zone scheme produces cleaner-looking dispersions and is
computationally much lighter due to the G space being
only one-dimensional, but with the cost of more difficult
comparison between the 1D and 2D potentials. Thus in
all the 1D potential calculations we use the mixed zone
scheme unless otherwise stated. Also Kauppila et al . [19]
used the mixed zone scheme in all the calculations and
visualizations.

Using the Fourier series (13) and (14) in (12) and
approximating the k sum as an integral (assuming the
Born–von Kármán cell to be large), the Fourier-space
self-consistency equation becomes [22]

Δ̃α(G) = − λ

(2π)2

∑
ρbG′

∫
dk tanh

(
Eρbk

2kBT

)
×

×ũρbk,α(k +G′)ṽ∗ρbk,α(k +G′ −G), (19)

where the integral is over the continuum superlattice Bril-
louin zone R2/SL∗

S in the scheme S, which in the reduced
zone scheme can be interpreted as the parallelogram de-
fined by G1 and G2, and in the mixed zone scheme as
the semi-infinite parallelogram with the finite side being
G1 and the infinite side being in the direction of G2.

In summary, in Fourier space we are solving the BdG
equation (15) together with the self-consistency equa-
tion (19). Now the BdG equation is a normal matrix
eigenvalue equation, but the price to pay is that the
corresponding matrix has countably infinite dimension
(2 × 2 × |SL∗

S |), and the self-consistency equation be-
comes nonlocal in the Fourier components. Numerically,
however, they are easy to solve, provided we truncate
the Fourier-component set SL∗

S and the band sum, and
in the case of 1D potential add a momentum cutoff in the
k integral in the G2 direction. These cutoffs we choose
so large that the results (dispersion, Δ) start to become
saturated, and together they correspond to the energy
cutoff �ωc introduced earlier.

In a 2D system, however, we know that the super-
conducting transition is not properly described by the
mean-field critical temperature Tc determined from the
order parameter Δ, but by the BKT transition tempera-
ture determined from the superfluid weight Ds, which
describes the linearized supercurrent density response
〈j〉 = ( e

�
)2Ds 〈A〉 to an external (real) vector potential
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A, where the angle brackets denote average over position.
For the present model we may calculate the μ, ν ∈ {x, y}
component of the superfluid weight from [22, 45]

Ds
μν =

(�vF)
2

(2π)2

∑
ρbb′

∫
dk

f(Eρb)− f(Eρb′)

Eρb − Eρb′
× (20)

×
(
w̃†

ρbσ
ρ
μw̃ρb′w̃

†
ρb′σ

ρ
νw̃ρb − w̃†

ρbτzσ
ρ
μw̃ρb′w̃

†
ρb′τzσ

ρ
νw̃ρb

)
,

where the b, b′ band sums are calculated over both the
positive- and negative-energy bands, τz is the Pauli-z ma-
trix in Nambu space, f is the Fermi–Dirac distribution,
the difference quotient is interpreted as the derivative
f ′(Eρb) if Eρb = Eρb′ , and where we suppressed the k
dependence.

From the temperature dependence of Ds we can then
calculate the BKT transition temperature TBKT from the
generalized KT–Nelson criterion [53–55]

kBTBKT =
π

8

√
detDs(TBKT) (21)

for an anisotropic superfluid weight, which also needs to
be calculated self-consistently, unless Ds(TBKT) ≈ Ds(0).

III. RESULTS

We solve [56] the order parameter Δ, the super-
fluid weight Ds, and the Berezinskii–Kosterlitz–Thouless
transition temperature TBKT for a selection of periodic
pseudo vector potentials A with the period d. Δ is solved
from the self-consistency equation (19) by the fixed-point
iteration method with the initial guess of a constant or-
der parameter ΔA = ΔB [22], Ds is calculated from (20),
and TBKT is calculated by interpolating (21) in a prede-
termined temperature mesh.

In the case of a 1D potential we concentrate on the
potentials

A1D
cos(x, y) =

β

d
(0, cos(2πx/d)), (22)

A1D
c (x, y) =

β

d
(0, triangleSquarec(x/d)), (23)

both periodic in translations of the square superlattice
SL = spanZ{t1, t2} with the primitive vectors t1 = (d, 0)
and t2 = (0, d) (or any multiple of t2). The latter
utilizes the function triangleSquarec, shown in figure 1,
which is a d-periodic waveform where the slope param-
eter c ∈ [4,∞[ can be used to interpolate between the
triangle and square waveforms. This allows controlling
the slope ±βc/d2 of A1D

c at the lines x = ∓d/4. Note
that the triangle waveform c = 4 corresponds to the case
of (nearby) islands with constant pseudomagnetic fields,
as discussed qualitatively in Uchoa et al . [footnote 20 in
Ref. 16]. Note also that the potential A1D

2π has exactly
the same slope as A1D

cos at the points x = ±d/4 and also
otherwise approximates that potential rather well, so all

c=4

c=10

c=100

-0.4 -0.2 0.0 0.2 0.4

-1.0

-0.5

0.0

0.5

1.0

x/d

tr
ia
n
gl
eS
qu
ar
e
c
(x
/d
)

Figure 1. A plot of the d-periodic function triangleSquarec
used for defining the potential A1D

c , shown here for three val-
ues of c. The slope near the points x = ∓d/4 is given by
±c/d.

the following results are more or less indistinguishable
between these two potentials. Since both the potentials
A1D

cos and A1D
c are constant in the t2 direction, this al-

lows us to use either the reduced zone or the mixed zone
scheme in the theory.

To concretize the difference between the two schemes
we write the Fourier components of the cosine potential.
In the reduced zone scheme they are [22]

Ã
1D
cos(m1G1 +m2G2) =

β

2d
(0, δm1,−1 + δm1,1)δm2,0, (24)

for the cosine potential and for A1D
c they are given in

the Supplementary Material [22]. Here m1G1 +m2G2 ∈
SL∗

RZ = SL∗ belongs to SBZ in the reduced zone scheme,
where the SBZ primitive vectors are G1 = (2π/d, 0) and
G2 = (0, 2π/d). But since for the 1D potentials the com-
ponents are multiplied by δm2,0, we may as well use a one-
dimensional Fourier series [22] and define in the mixed
zone scheme

Ã
1D
cos(m1G1) =

β

2d
(0, δm1,−1 + δm1,1), (25)

where m1G1 ∈ SL∗
MZ belongs to SBZ in the mixed zone

scheme.
On the other hand in the 2D case we concentrate on

the simplest generalization of the 1D cosine-like potential
A1D

cos, the potential

A2D
cos(x, y) =

β

d
(cos(2πy/d), cos(2πx/d)) (26)

with the lattice of periodicity being the square super-
lattice SL = spanZ{t1, t2}, with the primitive vectors
t1 = (d, 0), t2 = (0, d). Note that we are allowed to
choose a potential periodic in any superlattice, whereas
in TBG the (moiré) superlattice is fixed by the rotation
angle. Thus in principle the periodic strain allows much
more freedom in tuning the system. The Fourier compo-
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Figure 2. (a,b) Example in-plane displacement fields, defined
in (28) and (29), producing the studied pseudo vector po-
tentials A1D

cos and A2D
cos through (2) with exaggeratedly large

amplitude and small period. (c,d) The corresponding pseu-
domagnetic fields B = ∇ × A with β = 40 and β = 20,
respectively. (e,f) Corresponding typical profiles of the self-
consistent superconducting order parameter ΔA/B (A orange,
B blue), which is always peaked at the minima/maxima
of ∇ × A. The parameters for calculating Δ are T = 0,
λ/(�vFd) = −0.01, and optimal doping μ = μopt yielding a
maximal Δ (μ = 0 produces the same Δ for such large λ).

nents of the 2D cosine potential are

Ã
2D
cos(m1G1 +m2G2) =

β

2d
(δm2,−1 + δm2,1, δm1,−1 + δm1,1) (27)

in the reduced zone scheme, where m1G1 + m2G2 ∈
SL∗

RZ with G1 = (2π/d, 0) and G2 = (0, 2π/d).
According to (2) the potentials A1D

cos and A2D
cos can be

produced for example by the in-plane displacement fields

u1D
cos(x, y) =

βa0
βGπ

(0, sin(2πx/d)), (28)

u2D
cos(x, y) =

βa0
βGπ

(0, sin(2πx/d) + sin(2πy/d)), (29)

respectively. The pseudomagnetic fields B = ∇ × A =

∂xAy − ∂yAx produced by the 1D and 2D cosine poten-
tials, together with these example displacement fields, are
shown in figures 2(a–d). The amplitude B of B, which
is an important factor determining the flatness of the
bands and the magnitude of the superconducting order
parameter ΔA/B , is

B1D
cos =

2πβ

d2
, B1D

c =
cβ

d2
, B2D

cos =
4πβ

d2
(30)

for the potential A1D
cos, A

1D
c , or A2D

cos, respectively. To give
a realistic scale for β, in the experiment by Jiang et al .
[21] a pseudomagnetic field of �

eB ≈ 100T was observed
for a strain period of d = 14nm, which corresponds to
β ≈ 5 for the 1D cosine potential. To be better in the
flat-band regime, we mostly use a factor of 4 to 8 times
larger values of β in this study.

Corresponding typical profiles of ΔA/B for the cosine
potentials are shown in figures 2(e–f), from where it is
clear that ΔA/B is always peaked at the minima/maxima
of the pseudomagnetic field B. For comparison in TBG
[14] Δ is localized around the AA stacking regions and
is independent of the sublattice and layer. Note that
the sublattice dependence was not present in the work
by Kauppila et al . [19] due to sublattice-summation in
the self-consistency equation. As we see below, it is ap-
proximately the maximum (over position r) of the order
parameter that is important in describing the strength of
the superconducting state. As for all the studied poten-
tials the maximum of the order parameter is independent
of the sublattice, we simply denote maxΔ := maxΔA =
maxΔB .

The typical dispersion relations in the normal state are
shown in figure 3 together with the conical unstrained
graphene dispersions. For an easier comparison the 1D
potential A1D

cos dispersion is shown both in the mixed zone
and reduced zone schemes, while the 2D potential A2D

cos

dispersion only in the reduced zone scheme (the only pos-
sibility in this case). We find similar-looking approximate
flat bands as in TBG [14, 52], with the difference that
here the number and the flatness of the flat bands can
be controlled by β and c. Also all the successive bands
are touching, while in TBG many models predict the flat
bands to be isolated [40, 42, 52, 57].

We calculate most of the superconducting state results
at optimal doping μ = μopt, which is the energy of the
density of states peak as discussed in Sec. III A, and is
thus the doping level with the highest Δ. We start dis-
cussing the superconducting state results by calculating
maxΔ as a function of the interaction strength λ for
the different potentials A, as shown in figures 4(a) for
the cosine potentials. The most important conclusion is
that for large enough λ, β, or c, which we call the flat-
band regime due to the energy scale of Δ exceeding the
flat-band bandwidth, the dependence is linear in λ as we
would expect for any flat-band superconductor [10]. On
the other hand for small enough λ, β, and c the dispersive
behavior of the lowest energy bands starts playing a role,
which we call the dispersive regime. In the dispersive
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(a) A1D
cos, β = 30, mixed zone

scheme (MZ)
(b) A1D

cos, β = 30, reduced zone
scheme (RZ)

(c) A2D
cos, β = 15, reduced zone

scheme (RZ)

Figure 3. Typical dispersions in the normal state at the valley
ρ = ± with μ = 0. (a,b) The 1D cosine potential A1D

cos (shown
for β = 30) (a) in the mixed zone scheme (MZ) and (b) in the
reduced zone scheme (RZ). (c) The 2D cosine potential A2D

cos

(shown for β = 15) in the reduced zone scheme. The strained
dispersions are shown in blue and for comparison the conical
unstrained graphene dispersions in orange.

regime the order parameter is exponentially suppressed
and we also start seeing quantum critical points [48]. We
further see how in the flat-band regime the behavior of
A2D

cos with β is similar to that of A1D
cos with 2β. Since

in this paper we are mostly interested in the flat-band
regime, we choose to calculate many of the following re-
sults at the fixed interaction strength λ/(�vFd) = −0.01,
which is clearly in the flat-band regime except for A2D

cos

with β = 10, which is at the interface of the dispersive
and flat-band regimes.

To further confirm that in the flat-band regime maxΔ
is linear both in the interaction strength λ and the am-
plitude B of the pseudomagnetic field B,

maxΔ = −ζBλ, (31)

we show the ratio ζ for all the potentials in figures 4(b,c)
at μ = μopt and T = 0. In the flat-band regime ζ tends
approximately to a constant ζ ≈ 0.15, which holds as long
as c � 20. For c � 20 we start seeing deviations from
this result, with ζ ≈ 0.05 for the extreme case of c = 100.
The small variation in ζ due to c even in the flat-band
regime is most likely due to the fact that the maximum
of Δ is not exactly the correct quantity to calculate, but
it gives a very good estimate. We may compare this to
the exact-flat-band result [14] with a constant ΔFB, for

Acos
1D

Acos
2D
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m
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(c) A1D
c

Figure 4. Behavior of the maximum of the superconducting
order parameter Δ as a function of the interaction strength λ
at optimal doping μ = μopt and T = 0. (a) Linearity of maxΔ
in λ in the flat-band regime for the cosine potentials. Each
potential has three curves corresponding to β = 20, 30, 40
(1D potential) or β = 10, 15, 20 (2D potential), from bottom
to top. (b,c) The ratio maxΔ/(−λB) as a function of λ for
(b) the cosine potentials and (c) A1D

c with varying c, where
B is the amplitude of the pseudomagnetic field B. In (b) the
curves are the same as in (a) while in (c) each c has two curves
corresponding to β = 30, 40, from bottom to top. In the flat-
band regime the ratio tends approximately to a constant as
in (31).

which ΔFB = − 1
(2π)2nΩλ with Ω = 1/d2 and n being

the number of flat bands. In PSG it is the amplitude
B of the pseudomagnetic field B that effectively deter-
mines nΩ, the number of approximate flat bands in the
system with the SBZ area of 1/d2. A similar linear rela-
tionship was found out by Uchoa et al . [16] in the case of
a homogeneous pseudomagnetic field B, although with a
somewhat larger prefactor ζ.

A. Order parameter profile, dispersion, and
density of states

In figure 5 we show a cross section of the self-consistent
ΔA/B [as in figures 2(e,f)] along the line (x, 0) [1D poten-
tials] or r(1,−1) [2D potential] for different potentials A,
strain strengths β, and slope parameters c. The effect of
β is to simply linearly increase the amplitude of ΔA/B .
On the other hand increasing c not only increases the am-
plitude of ΔA/B , but makes it also more localized. We
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Figure 5. Effect of the amplitude β and the slope parameter
c on ΔA/B (A solid, B dashed lines) at λ/(�vFd) = −0.01,
and optimal doping μ = μopt (μ = 0 produces the same Δ
for such large λ). (a) Varying β of the 1D cosine potential
A1D

cos. (b) Varying the slope parameter c of the 1D potential
A1D

c with β = 30. (c) Varying β of the 2D cosine potential
A2D

cos. ΔA/B is drawn along the line (x, 0) [1D potentials] or
r(1,−1) [2D potential].

also see that for the 2D potential A2D
cos, ΔA/B with the

strain strength β along the diagonal behaves similarly as
ΔA/B in the x direction for the 1D potential A1D

cos with
2β.

These effects we can further see in the dispersions and
densities of states in figures 6 and 7, respectively, which
are plotted at μ = 0 for clarity. In figure 6 we show the
cross section of the dispersions in figure. 3 along the line
(0, ky) [1D potentials] or k(1, 1) [2D potential], both in
the normal and superconducting states, and in the dif-
ferent schemes to allow for easier comparison between
the 1D and 2D potentials. In figure 7 we show the cor-
responding densities of states (DOS). We clearly see in
the normal state how increasing β and c both suppress
the group velocity, thus increasing flatness of the bands.
The density of states becomes correspondingly more and
more peaked at zero energy. The superconducting en-
ergy gap also increases both with increasing β and c, and
the peculiar double-peak structure in the superconduct-
ing DOS is also better revealed for higher β or c. In the
2D case it is notable how increasing β generates multi-
ple peaks in the normal state DOS, and thus also in the
superconducting state DOS, in a way that separates it
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Figure 6. Effect of the strain strength β and the slope param-
eter c on the dispersion (normal state: solid, superconducting
state: dashed lines) for the different potentials at μ = 0.
In the superconducting state T = 0 and λ/(�vFd) = −0.01.
(a,b) Dispersions in the mixed zone scheme (MZ) along the
line (ky, 0) for (a) A1D

cos with various β and for (b) A1D
c with

various c and fixed β = 30. (c,d) Corresponding dispersions in
the reduced zone scheme (RZ) along the line (0, ky) for A1D

cos

with β = 20 and 30, respectively. (e,f) Dispersions for A2D
cos

along the diagonal line k(1, 1) in the reduced zone scheme for
β = 10 and 15, respectively.

from the 1D potentials.
To determine more properties that could be measured

e.g . by STM [21, 58], we show in figure 8 the local densi-
ties of states (LDOS) along the line (x, 0) [1D potentials]
or r(1,−1) [2D potential], which further illustrate the
results discussed so far. In the normal state the overall
energy dependence shows the clear peak at zero energy
for the 1D potentials, as well as the multiple-peak struc-
ture for the 2D potential. In the superconducting state
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Figure 7. Effect of the strain strength β and the slope pa-
rameter c on the density of states (DOS) at μ = 0, T = 0,
and λ/(�vFd) = −0.01 (normal state: solid, superconducting
state: dashed lines) for (a) A1D

cos, (b) A1D
c , and (c) A2D

cos. For
clarity the successive curves in the DOS plots are shifted verti-
cally by 15 in (a,c) and by 10 in (b). Each curve is normalized
such that the shown area integrates to unity.

the energy dependence also shows the superconducting
gap, as already seen in the total DOS in figure 7. The
position dependence gives us more information about the
underlying strain field. They clearly show the high den-
sity of low-energy states near the points x = ±d/4 (1D
potentials) or r = ±d/4 (2D potential), that is, points
where B has extrema. Furthermore the states on the
positive (negative) x or r side are those coming from the
sublattice A (B), which, by comparison to Fig. 2(c–d),
means that the A (B) sublattice states are localized at
the minima (maxima) of B. This kind of localization and
sublattice polarization was also experimentally observed
by Jiang et al . [21]. Since the low-energy states are the
ones contributing to superconductivity, their localization
explains the similar localization of the order parameter
ΔA/B , as seen in figures 2(e,f).

In the normal state LDOS we further see the localiza-
tion pattern splitting at higher energies for the 1D poten-
tials. This is contrasted with the 2D potential, where the
higher-energy peaks are separated not only in position
but also in energy. Furthermore in the superconducting
state LDOS we see the same behavior in the energy gaps
as in the total DOS: increasing β or c leads to an in-
creasing gap size, with the localization pattern staying

0 0.1 0.2 0.3 0.4 0.5

(a) A1D
cos, β = 20, normal (b) A1D

cos, β = 20, SC

(c) A1D
cos, β = 30, normal (d) A1D

cos, β = 30, SC

(e) A1D
20 , β = 30, normal (f) A1D

20 , β = 30, SC

(g) A2D
cos, β = 10, normal (h) A2D

cos, β = 10, SC

(i) A2D
cos, β = 15, normal (j) A2D

cos, β = 15, SC

Figure 8. Local density of states (LDOS) at μ = 0 and T = 0
along the line (x, 0) [1D potentials] or r(1,−1) [2D potential]
both in the (a,c,e,g,i) normal and (b,d,f,h,j) superconducting
(SC) states. In the superconducting state λ/(�vFd) = −0.01.
In each plot the states on the positive (negative) x or r side
come from the sublattice A (B). Each plot is normalized such
that the total visible area integrates to unity.



10

=20

=30

=40

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
0.0

0.2

0.4

0.6

0.8

1.0

/max ( =0)

m
ax

/m
ax

(
=
0
)

(a) A1D
cos

A4
1D

Acos
1D

A10
1D Acos

2D

0.000 0.005 0.010 0.015 0.020
0.0

0.5

1.0

1.5

2.0

2.5

- /( vFd)

5
0
%
/m
ax

(
=
0
)

(b)

Figure 9. Solving the “critical” chemical potential μ50% at
T = 0, where μ50% is the chemical potential where maxΔ has
dropped to maxΔ(μ = 0)/2. (a) Normalized order parameter
maximum maxΔ/maxΔ(μ = 0) as a function of the normal-
ized chemical potential μ/maxΔ(μ = 0) for A1D

cos showing
how doping away from the flat band, located at the DOS
peak (which is at the zero energy in the flat-band regime and
at a nonzero energy in the dispersive regime), kills supercon-
ductivity. The behavior is the same for −μ. The four curves
for each β are those for −λ/(�vFd) = 0.005, 0.01, 0.015, 0.02
(from top to bottom). (b) The ratio μ50%/maxΔ(μ = 0) as a
function of λ for different potentials A. Each 1D potential has
three curves corresponding to β = 20, 30, 40 (from top to bot-
tom). In the flat-band regime the ratio tends approximately
to a constant as in (32).

the same. Again the 2D potential behaves slightly differ-
ently: the gap is largest at r = ±d/4, while for the 1D
potentials the gap at x = ±d/4 is smallest.

B. Critical doping level and temperature

We can in principle calculate the critical doping level
μc and the critical temperature Tc by solving the self-
consistency equation (19) for various μ and T and by
solving for the point where Δ vanishes. But since the
fixed-point iteration scheme converges slowly when Δ is
small, we calculate μ50% [T50%] instead, corresponding
to the chemical potential [temperature] at which maxΔ
has decreased to maxΔ(μ = 0)/2 [maxΔ(T = 0)/2].

We show in figure 9(a) the μ-dependence of Δ at
T = 0 in the case of A1D

cos, from where μ50% is deter-
mined. We see how doping away from the flat band,
which in the flat-band regime is located at zero en-
ergy, kills superconductivity. In this case μ50% ap-
proaches ∼ 0.7maxΔ(μ = 0) in the flat-band limit.
In the flat-band regime the results fit very well the re-
lation maxΔ(μ) =

√
(maxΔ(μ = 0))2 − (μ/b)2 with b

as the fitting parameter, as compared to the result [59]
ΔFB(μ) =

√
ΔFB(μ = 0)2 − μ2 for exactly flat bands and

homogeneous ΔFB. On the other hand in the dispersive
regime Δ is not maximized at zero chemical potential,
but around μ ≈ 0.9maxΔ(μ = 0) ≈ 0.9

1.1 maxΔ(μ =
μopt) ≈ 0.02�vF/d instead, which corresponds to the
DOS peak position shown in figure 7(a). This is exactly

the same behavior as seen in TBG [14, 51]: in the flat-
band regime the energy scale of Δ exceeds the DOS peak
separation (the “bandwidth”) and the smeared DOS is
centered at zero energy, while in the dispersive regime Δ
can “see” the double-peaked DOS because of the small en-
ergy scale of Δ. In TBG this might explain [14, 51] why
superconductivity is observed at a nonzero doping level
[5], and the same might happen also in PSG if the inter-
action strength λ is small enough. But note that in PSG
we can in principle tune A (its functional dependence,
β, c, and d) to move the interface between the flat-band
and dispersive regimes so that superconductivity would
be observed at zero doping.

To further verify that μ50% is linear in maxΔ(μ = 0)
in the flat-band regime,

μ50% = ηmaxΔ(μ = 0), (32)

we show in figure 9(b) the ratio η at T = 0 for a selection
of potentials. In the flat-band regime the ratio tends ap-
proximately to a constant η ≈ 0.7 as long as c � 10. For
c � 10 we start seeing slight deviations from this, with
η ≈ 0.6 and 0.5 for c = 20 and 100, respectively. The crit-
ical chemical potential μc is slightly larger, approximately
μc ≈ maxΔ(μ = 0) for A1D

cos in the flat-band regime ac-
cording to figure 9(a). This coincides with the case of
perfectly flat bands and a constant ΔFB for which [60,
Supplemental Material of Ref. 14] μFB

c = ΔFB(μ = 0).
In experiments the filling ν is more easily directly con-

trolled [5] than the chemical potential μ, which we use as
a parameter. While we do not calculate the filling, hints
for the ν(μ) dependence in PSG can be found from the
work of Uchoa et al . [16] in the case of strained graphene
with a homogeneous pseudomagnetic field [61] or from
Refs. 14 and 52 in the case of TBG.

In figure 10 we show the corresponding plots for deter-
mining T50% at μ = μopt. Again the ratio ξ in

kBT50% = ξmaxΔ(T = 0), (33)

tends approximately to a constant ξ ≈ 0.35 in the flat-
band regime as long as c � 10. For c � 10 we start seeing
deviations from this, with ξ ≈ 0.3 for c = 20 and ξ ≈ 0.25
for c = 100. The critical temperature Tc is slightly larger,
approximately kBTc ≈ 0.4maxΔ(T = 0) for A1D

cos in the
flat-band regime according to figure 10(a). For compar-
ison, in the case of perfectly flat bands and a constant
ΔFB we have the result [10] kBT

FB
c = 1

2Δ
FB(T = 0)

and in TBG [14] within the same interaction model
kBTc ≈ 0.25maxΔ(T = 0).

C. Superfluid weight and
Berezinskii–Kosterlitz–Thouless transition

temperature

To determine the true superconducting transition tem-
perature we calculate the superfluid weight Ds and the
Berezinskii–Kosterlitz–Thouless transition temperature
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Figure 10. Solving the “critical” temperature T50% at opti-
mal doping μ = μopt, where T50% is the temperature where
maxΔ has dropped to maxΔ(T = 0)/2. (a) Normalized or-
der parameter maximum maxΔ/maxΔ(T = 0) as a func-
tion of the normalized temperature kBT/maxΔ(T = 0) for
A1D

cos. Each β has four curves corresponding to −λ/(�vFd) =
0.005, 0.01, 0.015, 0.02. (b) The ratio kBT50%/maxΔ(T = 0)
as a function of λ for different potentials A. Each A has
three curves corresponding to β = 20, 30, 40 (1D potentials)
or β = 10, 15, 20 (2D potential), with the outliers being those
for the smallest β. In the flat-band regime the ratio tends
approximately to a constant as in (33).

TBKT from (20) and (21). In figure 11(a) we show the
total superfluid weight

√
detDs, together with the dif-

ferent components Ds
μν , as a function of the interaction

strength λ for A1D
cos. The behavior is very similar to that

of maxΔ in figure 4(a): it is linear in the flat-band regime
and also increases linearly with increasing β. To further
verify that

√
detDs is linear in maxΔ,

√
detDs = χmaxΔ, (34)

we show the ratio χ in figure 11(c,d) at μ = μopt and T =
0. In the flat-band regime the ratio tends approximately
to a constant χ ≈ 0.15 . . . 0.4, which has more variation
than η and ξ for μ50% and T50% in the flat-band regime.
For comparison, in TBG we found [52] within the same
interaction model that χ ≈ 0.35 in the flat-band regime.

We may again compare (34) to the case of exactly
flat bands and a constant ΔFB. But since the super-
fluid weight depends heavily on the Hamiltonian itself
and not only its eigenvalues, we need to specify which
flat-band model to use. We take the “graphene flat-band
limit”, that is, graphene with vF → 0. In this case [45, 49]
Ds

FB = 2
πΔ

FB at μ = 0 ≈ μopt and T = 0, which in fact
holds for any vF.

What is intriguing in figure 11(a) is that for the stud-
ied 1D potentials the superfluid weight is almost isotropic
although the potentials are highly anisotropic. There is,
however, a slight anisotropy, Ds

xx �= Ds
yy and Ds

xy = 0 =
Ds

yx, visible for large β and λ. On the other hand the 2D
potential produces an isotropic superfluid weight, Ds

xx =
Ds

yy and Ds
xy = 0 = Ds

yx. This (an)isotropy is consistent
with the symmetries of the studied potentials. For com-
parison in TBG it was found [52] that local interaction
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Figure 11. Behavior of the superfluid weight Ds at optimal
doping μ = μopt and (a,c,d) T = 0. (a) Ds as a function
of λ for A1D

cos showing linearity in the flat-band regime. The
superfluid weight for the 1D potentials is slightly anisotropic,
Ds

xx �= Ds
yy, for large β and λ. For the 2D potential A2D

cos

(not shown) the superfluid weight is isotropic, Ds
xx = Ds

yy.
The off-diagonal components Ds

xy = 0 = Ds
xy are zero for all

the studied potentials. The (an)isotropy is consistent with
the symmetries of the studied potentials. (b)

√
detDs as a

function of temperature T for A1D
cos. Each β has three curves

corresponding to −λ/(�vFd) = 0.01, 0.015, 0.02, from bottom
to top. Also the dashed line

√
detDs = 8kBT/π is shown,

from intersections of which TBKT is determined through (21).
(c,d) The ratio

√
detDs/maxΔ as a function of the inter-

action strength λ for (c) the cosine potentials and (d) A1D
c

with varying c. In (c) each A has three curves correspond-
ing to (from top to bottom) β = 20, 30, 40 (1D potentials)
or β = 10, 15, 20 (2D potential), while in (d) each c has two
curves corresponding to (from top to bottom) β = 30, 40. In
the flat-band regime the ratio is approximately a constant
depending slightly on the potential, as in (34).

always produces an isotropic superfluid weight, while the
more complicated resonating valence bond (RVB) inter-
action was able to produce anisotropy through sponta-
neous symmetry breaking. The anisotropy could serve
as one experimental signature for superconductivity de-
scribed by the presented model, and it could be measured
by radio frequency impedance spectroscopy [62] in a Hall-
like four-probe setup [52].

Although in this work we do not separate the super-
fluid weight into the conventional and geometric contri-
butions [45], from general knowledge [45] and calculations
in TBG [52, 63] we expect the geometric contribution to
dominate in the flat-band regime.



12

Acos
1D Acos

2D

0.000 0.005 0.010 0.015 0.020
0.00

0.05

0.10

0.15

- /( vFd)

k
B
T
B
K
T
/m
ax

(T
=
0
)

(a)

c=4

c=10

c=20

c=100

0.000 0.005 0.010 0.015 0.020
0.00

0.05

0.10

0.15

- /( vFd)

k B
T
B
K
T
/m

ax
(T
=
0
)

(b) A1D
c

Figure 12. Behavior of the Berezinskii–Kosterlitz–Thouless
transition temperature TBKT at optimal doping μ = μopt.
The ratio kBTBKT/maxΔ(T = 0) for (a) the cosine potentials
and (b) A1D

c with varying c. In (a) both potentials have
three curves corresponding to β = 20, 30, 40 (1D potential) or
β = 10, 15, 20 (2D potential), from top to bottom in the flat-
band regime, while in (b) each c has two curves corresponding
to β = 30, 40, from top to bottom. In the flat-band regime the
ratio tends approximately to a constant depending slightly on
the potential, as in (35).

In figure 11(b) we further show
√
detDs as a function

of temperature T for A1D
cos, from where TBKT is deter-

mined through (21) by solving for the intersection point
with the line

√
detDs = 8kBT/π. We immediately see

that in the flat-band regime Ds(TBKT) ≈ Ds(0) is a
rather good approximation so that the self-consistency
in (21) is not essential. This is very different from TBG
[52], where the temperature dependence is essential due
to TBKT being closer to Tc. We nevertheless need to solve
the full self-consistent equation for all the potentials, as
the relative magnitude of Tc and TBKT is not known be-
forehand.

The resulting ratio kBTBKT/maxΔ(T = 0) is shown
in figure 12 for the different potentials at μ = μopt, fur-
ther confirming that Ds(TBKT) ≈ Ds(0): apart from the
different scale, the TBKT plots in figure 12 are very simi-
lar to the Ds plots in figures 11(c,d). Furthermore in the
linear relation

kBTBKT = κmaxΔ(T = 0), (35)

the ratio κ tends approximately to a constant κ ≈
0.05 . . . 0.15 in the flat-band regime. Again in (35) we see
similarity to the “graphene flat-band limit” result with a
homogeneous ΔFB, for which kBT

FB
BKT = π

8D
s
FB(T

FB
BKT) ≈

1
4Δ

FB(T = 0) at μ = 0 ≈ μopt if we furthermore assume
Ds

FB(T
FB
BKT) ≈ Ds

FB(0).
Combining (34) and (35) we get in the flat-band

regime at μ = μopt the ratio TBKT/T50% = κ/ξ ≈
0.2 . . . 0.4 depending on the potential. For A1D

cos this
yields TBKT/T50% ≈ 0.4, and within the same accu-
racy TBKT/Tc ≈ 0.4. For comparison in TBG we found
within the same interaction model in the flat-band regime
kBTBKT ≈ 0.16 . . . 0.2maxΔ(T = 0) [52] (depending
slightly on λ), kBTc ≈ 0.25maxΔ(T = 0) [14], and thus
TBKT/Tc ≈ 0.6 . . . 0.8.

By combining (31) and (35) we get kBTBKT = −κζBλ
at μ = μopt. Let us calculate an estimate of TBKT by
using λ = −1 eVa2 ≈ −6 eVÅ2, which roughly corre-
sponds [14, 52] to TBKT ≈ 1K measured in TBG [5].
Here a =

√
3a0 ≈ 2.46Å is the graphene lattice con-

stant. For A1D
cos we have B = 2πβ/d2 and in the flat-

band regime κ = 0.15 and ζ = 0.15, yielding a sim-
ilar TBKT ≈ 1K if we apply strain for example such
that β = 40 and d = 60nm [then λ/(�vFd) ≈ −0.002
if using vF = 1× 106 m/s, which is in the flat-band
regime according to figures 4(b) and 12(a)]. In the case
of the in-plane displacement field u1D

cos (28) this corre-
sponds to the displacement amplitude βa0/(βGπ) ≈ 1 nm
if βG = 2. Since in this case the elasticity theory as-
sumes β/βG 	 d/a0 and d/a0 � 1 [22], we are very
well in the validity regime. On the other hand, if we are
able to decrease the strain period to d = 10nm [then
λ/(�vFd) = −0.009], we get to a high-temperature su-
perconductor value of TBKT ≈ 40K, which is still in the
validity regime. Note the optimization problem in in-
creasing TBKT: decreasing d directly enhances TBKT but
at the same time it makes the validity limit for β tighter,
while at the same time we should have as large β as possi-
ble. But this might only be a limiting factor in our linear
elasticity theory, while a more complete microscopic the-
ory could, perhaps, yield a result that increasing β or
decreasing d always increases TBKT.

The experiments of Jiang et al . [21] with �

eB ≈ 100T
and d = 14nm can be described by the 1D cosine poten-
tial with β ≈ 5. When λ = −6 eVÅ2, λ/(�vFd) ≈ −0.007
is not in the flat-band regime. Hence TBKT cannot be ob-
tained from the simple estimate used above, and is likely
much lower than 1K. Increasing the strain amplitude
by a factor of 4, so that β = 20, would yield ζ = 0.05,
κ = 0.17, and thus TBKT ≈ 0.007�vF/(dkB) ≈ 4K. Fur-
ther decreasing the period to d = 8nm, a period which
was already observed by Jiang et al ., would yield already
λ/(�vFd) ≈ −0.01 and thus TBKT ≈ 11K.

IV. CONCLUSIONS

We have studied both the normal and superconducting
s-wave state properties of periodically strained graphene
(PSG) in the continuum low-energy model. We have
shown that periodic strain might be a mechanism that al-
lows increasing the critical temperature Tc higher than a
few kelvin, observed in doped graphene and in twisted bi-
layer graphene (TBG), or possibly even to tens of kelvins.
Especially we have generalized the results of Kauppila
et al . [19], where the authors studied the same prob-
lem in the case of a 1D cosine-like pseudo vector poten-
tial A, to potentials with arbitrary shape and dimen-
sion. We furthermore calculated the superfluid weight
and the Berezinskii–Kosterlitz–Thouless transition tem-
perature TBKT to determine the true transition temper-
ature observed in experiments. In the normal state we
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observed flat bands in the spectrum and localization of
low-energy states near the extremum points of the effec-
tive pseudomagnetic field B = ∇×A.

We modelled the superconducting state by the
Bogoliubov–de Gennes mean-field theory assuming a lo-
cal interaction between the Cooper pairs leading to s-
wave pairing. Because of the inhomogeneous strain field
we observed a highly inhomogeneous order parameter
ΔA/B that is localized near the extremum points of B,
similarly to the localization of the low-energy states. We
also noticed how the superconducting Tc or TBKT can
be linearly increased by increasing the strain strength β,
decreasing the period d, or by increasing the slope (near
the extremum points of B) of the corresponding pseudo
vector potential A. On the other hand increasing the
slope makes the order parameter also more localized.

While between the 1D potentials we observed only
quantitative differences in the results, for the 2D cosine
potential we saw also some qualitative differences when
compared to the 1D potentials. The main differences are
the localization pattern of ΔA/B , and the more peaked
structure of the (local) density of states both in the nor-
mal and superconducting states. In the 2D case we stud-
ied only the cosine potential, but on the other hand the
qualitative similarity in the results between the different
1D potentials gives us certainty that changing the shape
of the potential would not change the qualitative results
in the 2D case neither. However, it should be noted that
it is the shape of B that matters and not that of the po-
tential A itself, and thus even a 2D potential can produce
results that are effectively those of a 1D potential.

We chose all our potentials to be periodic in a square
(super)lattice, but note that any other lattice could be
chosen as well, with different shapes and different peri-
odicities in the two directions. Properties of this lattice
are then directly seen in the dispersion, as well as in the
localization of B and ΔA/B . We also observed the sym-
metry ΔB(r) = ΔA(−r) of the order parameter for all
the chosen potentials. This is due to the inversion sym-
metry A(r) = A(−r) present in all of them. The relative
magnitude between ΔA and ΔB can then be tuned by
breaking this symmetry, e.g . by using a sawtooth-wave
potential.

We also observed some very peculiar structures in the
(local) density of states, which could serve as an experi-
mental fingerprint of the physics described by this model.
We furthermore found that in the flat-band regime the
superconducting order parameter maximum maxΔ at
μ = μopt and T = 0, the “critical” chemical poten-
tial μ50% at T = 0, the “critical” temperature T50% at
μ = μopt, the superfluid weight

√
detDs at μ = μopt

and T = 0, and the BKT transition temperature TBKT
at μ = μopt are all approximately linear in the interac-
tion strength λ. The linear relations, instead of expo-
nential ones in usual bulk superconductors, suggest that
high-temperature superconductivity might be possible in
PSG.

As is known from the closely-related materials twisted

bilayer graphene [5, 7, 11, 64–66], twisted trilayer
graphene [67], twisted double bilayer graphene [68–70],
rhombohedral graphite [71], or other graphite-based com-
posites [72–76], also other phases like correlated insu-
lators might be present. These are obviously excluded
from the present study, but as we showed in previous
studies [14, 52], the superconductivity-only model gives
a plausible explanation for the observed superconduct-
ing states in TBG. This view of competing phases is
supported by recent experiments where superconduc-
tivity could be seen without the correlated insulating
phases [65, 66]. Thus we expect our similar model to
work also in PSG when concentrating only on super-
conductivity. If the competing phase (if any) is mag-
netic, we know from a recent study [77] that in a pure
flat-band system superconductivity is favored over mag-
netism whenever (in the weak-coupling regime) the ef-
fective attractive electron–electron interaction strength
λ̂�ωc = [g2/(�ωc)](ΩFB/ΩBZ) is stronger than the repul-
sive one u = UΩFB/ΩBZ. Here g is the electron–phonon
coupling constant, U is the repulsive Hubbard coupling
constant, �ωc is the characteristic phonon energy (in this
case the Einstein energy �ωE), and ΩFB/ΩBZ is the ra-
tio of the flat-band area to the Brillouin zone area. The
competition between superconductivity and magnetism
was studied also by Löthman & Black-Schaffer [60], who
showed how the two phases in the flat-band regime have
somewhat different dependence on the doping.

An interesting future prospect would be to study the
other phases which, by the analogue of TBG, are highly
probable. Secondly the combination of moiré [14, 52]
and strain [this work] physics would perhaps advance
the understanding of superconductivity in TBG, where
intrinsic periodic strain is inevitable. Thirdly, general-
izing the Eliashberg formalism [77, 78] to the case of
PSG with inhomogeneous superconductivity would make
handling the electron–phonon interaction more accurate,
especially in the strong-coupling limit. From the experi-
mental point of view the challenge is to manufacture peri-
odically strained graphene samples with large amplitudes
and small periods and to perform low-temperature con-
ductivity measurements in this (electrically doped) sys-
tem to reveal the possible superconducting and/or corre-
lated insulator states. The periodic strain and flat bands
observed by Jiang et al . [21] are already an intriguing
starting point, but according to our calculations a TBKT
of the order of 4K would need a strain amplitude 4 times
larger than in the experiment. On the other hand, fur-
ther decreasing the period to 8 nm would yield already
TBKT ≈ 11K.
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I. NOTATION

• α ∈ {A,B} denotes sublattice, σ ∈ {↑, ↓} spin, and ρ ∈ {+,−} valley (i.e. +K or −K = K ′)

• The bar operator exchanges sublattices, spins, valleys, and vectors: Ā = B, B̄ = A, ↑̄ =↓, ↓̄ =↑, ρ̄ = −ρ, k̄ = −k

• s is a sign function for σ: s(↑) = +1, s(↓) = −1

• σx, σy, σz are the Pauli matrices in sublattice space

• σρ := (ρσx, σy) is a vector of Pauli matrices

• τx, τy, τz are the Pauli matrices in Nambu space

• v1 × v2 is the 2-dimensional “cross product” of v1,v2 ∈ R
2 (= third component of (v1, 0) × (v2, 0) = signed

area of the parallelogram defined by v1 and v2).

• z∗ is the complex conjugate of z ∈ C and L∗ is the reciprocal lattice of a lattice L

• |z| is the absolute value of z ∈ C and |K| is the “measure” of a set K, i.e.

|K| =

⎧⎪⎨
⎪⎩
#K, if K is discrete
length of K, if K is continuous and 1 dimensional
area of K, if K is continuous and 2 dimensional

• G/H := {[g] : g ∈ G} denotes the quotient group of the group G modulo a normal subgroup H, consisting of the
equivalence classes [g] := g +H = {g + h : h ∈ H} of the representative g ∈ G, assuming the group operation
of addition. Especially if G is a lattice and H is its sublattice/superlattice, G/H identifies all the lattice points
whose difference is in H, and thus G/H is isomorphic to the unit cell of G modulo H. Thus by dropping the
brackets from [g], under an isomorphism g might mean either the equivalence class or the representative in the
unit cell, and from the context it should be clear which interpretations are allowed.

• a1 and a2 are the primitive vectors of the graphene lattice L := spanZ{a1,a2}, a := ‖a1‖ = ‖a2‖ is the lattice
constant, the nearest-neighbor vectors are δ1, δ2, and δ3, the carbon–carbon bond length is a0 := ‖δj‖ = a/

√
3,

and δA := 0, δB := δ1 is the sublattice-translation vector

• LBK denotes the large Born–von Kármán lattice, in translations of which the creation/annihilation operators
are taken to be periodic

• V :=
∣∣R2/LBK

∣∣ is the area of the continuum Born–von Kármán unit cell

• SL := spanZ{t1, t2} denotes the superlattice created by periodic strain, SL∗ = spanZ{G1,G2} is its reciprocal
lattice, SL1 := spanZ{t1} is a 1-dimensional sublattice of SL, SL∗

1 = spanZ{G1} is a 1-dimensional sublattice
of SL∗

• S ∈ {RZ,MZ} denotes either the reduced zone scheme or the mixed zone scheme, explained in section II B, and
SLRZ := SL, SLMZ := SL1 are shorthand notations for writing the Fourier series in different schemes

• Op is the space of electron creation/annihilation operators (for the sake of notation)
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• ψσ : [L∪ (L+ δ1)]/LBK → Op is an electron annihilation operator defined in the graphene crystal (in the union
of A sublattice L and B sublattice L + δ1). In other words, if r ∈ L/LBK, then ψσ(r) annihilates a σ-spin
electron at the (A-sub)lattice point r and ψσ(r + δ1) annihilates a σ-spin electron at the B-sublattice point
r + δ1.

• ψσ,A, ψσ,B : L/LBK → Op, ψσ,A(r) := ψσ(r), ψσ,B(r) := ψσ(r + δ1) are the sublattice-shifted annihilation
operators and ψσρ,α is the corresponding valley-specific operator defined in (S24). The continuum limit is taken
by replacing L → R

2 and ψ/
√|a1 × a2| → ψ.

• ψσρ := (ψσρ,A, ψσρ,B)
T is a corresponding sublattice-space vector

II. FOURIER SERIES OF A LATTICE-PERIODIC FUNCTION

Using the notation of quotient groups, (discrete) Fourier series can be written elegantly [1]. We will be using the
term “series” for functions that are periodic, and the term “discrete” for functions defined on a lattice.

A. Discrete Fourier series

Let f : L/SL → C
n be a function defined on a 2-dimensional lattice L ⊂ R

2 and periodic in translations of the
2-dimensional superlattice SL ⊂ L. It can be shown that the 2-dimensional discrete Fourier series and its coefficients
can be written respectively as [1]

f(r) =
∑

G∈SL∗/L∗
eiG·r f̃(G), f̃(G) =

1

|L/SL|
∑

r∈L/SL

e−iG·rf(r), (S1)

where L/SL can be interpreted as any of the discrete superlattice unit cells and SL∗/L∗ as any of the unit cells of
the reciprocal superlattice (e.g . the superlattice Brillouin zone SBZ).

B. Fourier series

Let f : R2/SL → C
n be a function defined on the continuum R

2 and periodic in translations of the 2-dimensional
lattice SL = spanZ{t1, t2} ⊂ R

2 with the reciprocal lattice SL∗ = spanZ{G1,G2}. Assuming the 1-dimensional
Fourier series is known, it can be shown that the 2-dimensional Fourier series and its coefficients can be written
respectively as

f(r) =
∑

G∈SL∗
eiG·r f̃(G), f̃(G) =

1

|R2/SL|
∫
R2/SL

dr e−iG·rf(r), (S2)

where the integral is calculated as a 2-dimensional volume integral which, by interpreting R
2/SL as the parallelogram

defined by t1 and t2 (one of the superlattice continuum unit cells) and by change of variables, can be written as

f̃(G) = f̃(m1G1 +m2G2) =

∫ 1
2

− 1
2

dx1

∫ 1
2

− 1
2

dx2 e
−i2π(m1x1+m2x2)f(x1t1 + x2t2). (S3)

Writing the Fourier series this way we call the reduced zone scheme, for reasons explained in section V A.
As a special case, if f is constant in the t2 direction, we may use the result

f̃(G) = f̃(m1G1 +m2G2) = δm2,0f̃(m1G1) = δm2,0f̃(G) (S4)

yielding the series

f(r) =
∑

G∈SL∗
1

eiG·r f̃(G). (S5)

If we calculate the Fourier series this way (possible only if f is constant in the t2 direction), as a sum over the
one-dimensional lattice SL∗

1, we call this the mixed zone scheme, for reasons explained in section VA.
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Summarizing both schemes together, we may write the Fourier series and its coefficients as

f(r) =
∑

G∈SL∗
S

eiG·r f̃(G), f̃(G) =
1

|R2/SL|
∫
R2/SL

dr e−iG·rf(r), (S6)

with the mixed zone scheme S = MZ being applicable only in the case of f being constant in the t2 direction.

C. Fourier components of selected functions

If we calculate the Fourier components of the pseudo vector potentials chosen in the main paper by (S6) [or more
explicitly, (S3)], we get

Ã
1D
cos(m1G1 +m2G2) =

β

2d
(0, δm1,−1 + δm1,1)δm2,0, (S7)

Ã
2D
cos(m1G1 +m2G2) =

β

2d
(δm2,−1 + δm2,1, δm1,−1 + δm1,1), (S8)

Ã
1D
1/c(m1G1 +m2G2) =

{
(0, 0), if m1 = 0,(
0, eiπm1/2 e−i2πm1(1+c)

c(2πm1)2
(−1 + eiπm1)(−1 + ei2πm1c)(−eiπm1 + ei2πm1c)

)
δm2,0, otherwise

(S9)

in the reduced zone scheme, where m1G1 +m2G2 ∈ SL∗
RZ. As discussed in the previous section, because of the δm2,0

factor in the 1D potentials we may as well use a one-dimensional Fourier series and write

Ã
1D
cos(m1G1) =

β

2d
(0, δm1,−1 + δm1,1) (S10)

in the mixed zone scheme (and similarly for Ã
1D
1/c), where m1G1 ∈ SL∗

MZ.

III. STRAINED GRAPHENE LOW-ENERGY EFFECTIVE BCS HAMILTONIAN

Let us first fix the lattice vectors. Note that these are needed only when deriving the continuum theory, but after
moving to the continuum theory the lattice is not anymore present, except of its orientation. We take the graphene
lattice primitive vectors

a1 =
a

2
(1,

√
3), a2 =

a

2
(−1,

√
3), (S11)

and the nearest-neighbor vectors

δ1 =
1

3
(a1 + a2), δ2 =

1

3
(a2 − 2a1), δ3 =

1

3
(a1 − 2a2). (S12)

With these definitions the zigzag direction is in the x direction and the K point is located at

K =
4π

3a2
(a1 − a2) =

4π

3a
(1, 0). (S13)

In the nearest-neighbour tight-binding model the interacting Hamiltonian of strained graphene is

HBdG = Hp + δHs +Hint =: H +Hint, (S14)

where the noninteracting pristine graphene part is

Hp = −t
∑

σ∈{↑,↓}

3∑
j=1

∑
r∈L/LBK

ψ†
σ(r)ψσ(r + δj) + h.c. − μ

∑
α∈{A,B},
σ∈{↑,↓}

∑
r∈L/LBK

ψ†
σ(r + δα)ψσ(r + δα) (S15)

= −t
∑

σ∈{↑,↓}

3∑
j=1

∑
r∈L/LBK

ψ†
σ,1A(r)ψσ,1B(r + δj − δ1) + h.c. − μ

∑
α∈{A,B},
σ∈{↑,↓}

∑
r∈L/LBK

ψ†
σ,1α(r)ψσ,1α(r), (S16)
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the small change to this due to strain is

δHs = −
∑

σ∈{↑,↓}

3∑
j=1

∑
r∈L/LBK

δtj(r)ψ
†
σ(r)ψσ(r + δj) + h.c. (S17)

= −
∑

σ∈{↑,↓}

3∑
j=1

∑
r∈L/LBK

δtj(r)ψ
†
σ,1A(r)ψσ,1B(r + δj − δ1) + h.c., (S18)

and the interacting part is

Hint =
λ

2

∑
α∈{A,B},
σ∈{↑,↓}

∑
r∈L/LBK

ψ†
σ(r + δα)ψ

†
σ̄(r + δα)ψσ̄(r + δα)ψσ(r + δα) (S19)

=
λ

2

∑
α∈{A,B},
σ∈{↑,↓}

∑
r∈L/LBK

ψ†
σ,α(r)ψ

†
σ̄,α(r)ψσ̄,α(r)ψσ,α(r) (S20)

assuming local (also in sublattice) interaction of strength λ (negative for attractive interaction considered here) that
is independent of sublattice, spin, and position. Here t is the graphene nearest-neighbour hopping energy, δtj(r) is a
small change to this due to strain in the bond from r to r + δj , and μ is the chemical potential.

Because of the periodicity of ψσ,α we may expand it as a discrete Fourier series

ψσ,α(r) =
∑

k∈L∗
BK/L∗

eik·rcσ,α(k). (S21)

Dividing the sum in parts near and far from the Dirac points yields

ψσ,α(r) =
∑

ρ∈{+,−}

∑
k∈L∗

BK/L∗

(k near ρK)

eik·rcσ,α(k) +
∑

k∈L∗
BK/L∗

(k not near K,K′)

eik·rcσ,α(k), (S22)

where we can drop the last term by going into effective low-energy theory where terms far from the Dirac points are
uninteresting. By defining the fermionic valley-specific annihilation operators in Fourier space,

cσρ,α(k) :=

{
cσ,α(k + ρK), if k small,
0, otherwise,

(S23)

and its corresponding discrete Fourier series

ψσρ,α(r) =
∑

k∈L∗
BK/L∗

(k small)

eik·rcσρ,α(k), cσρ,α(k) =
1

|L/LBK|
∑

r∈L/LBK

e−ik·rψσρ,α(r), (S24)

equation (S22) can be written as

ψσ,α(r) =
∑
ρ

∑
k∈L∗

BK/L∗

(k small)

ei(k+ρK)·rcσρ,α(k) =
∑
ρ

eiρK·rψσρ,α(r) (S25)

which is the expansion to use when we want to go to the low-energy theory and express the original operators in the
valley-operator basis.

A. Strained graphene Hamiltonian

The derivation of the strained Hamiltonian has been already done in [2] in the case of carbon nanotubes, but for
transparency we repeat the calculation here. Writing the annihilation/creation operators as the valley expansion
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(S25) and linearizing ψσρ,B(r + δj) ≈ ψσρ,B(r) + (δj − δ1) ·∇ψσρ,B(r) the pristine graphene Hamiltonian becomes

Hp = �vF
∑
σρρ′

∑
r∈L/LBK

ei(ρ
′−ρ)K·rψ†

σρ,A(r)(−i)(ρ′∂x − i∂y)ψσρ′,B(r) + h.c.

−μ
∑
σρρ′α

∑
r∈L/LBK

ei(ρ
′−ρ)K·rψ†

σρ,α(r)ψσρ′,α(r), (S26)

where we used
∑3

j=1 e
iρK·δj = 0 and defined the Fermi velocity by �vF :=

√
3at/2. The exponential factor gives

simply δρρ′ . This can be seen by going into Fourier space by using (S24), after which the overall exponential gives
|L/LBK|δk+ρK,k′+ρ′K after calculating the r sum. By using the property that k and k′ are small, this is equal to
|L/LBK|δkk′δρρ′ . Then after coming back to real space the Hamiltonian reads

Hp = �vF
∑
σρ

∑
r∈L/LBK

ψ†
σρ,A(r)(−i)(ρ∂x − i∂y)ψσρ,B(r) + h.c. − μ

∑
σρα

∑
r∈L/LBK

ψ†
σρ,α(r)ψσρ,α(r). (S27)

For the strain Hamiltonian we similarly write the sublattice-shifted annihilation operators as the valley expansion
(S25) and make the zeroth-order approximation ψσρ,B(r + δj) ≈ ψσρ,B(r). This yields

δHs =
∑
σρ

∑
r∈L/LBK

ψ†
σρ,A(r)ρ�vFA

ρ(r)∗ψσρ,B(r) + h.c., (S28)

where

Aρ(r) := ρAx(r) + iAy(r) := − ρ

�vF

∑
j

e−iρK·δjδtj(r). (S29)

The strained graphene Hamiltonian then becomes

H = Hp + δHs =
∑
σρ

∑
r∈L/LBK

ψ†
σρ(r)Hρ(r)ψσρ(r), (S30)

where we defined the Hamiltonian matrix element

Hρ(r) := �vFσ
ρ · (−i∇+ ρA(r))− μ (S31)

and the pseudo vector potential A := (Ax, Ay).
We now know the connection (S29) between the pseudo vector potential A and the small change δtj in the hopping

energy, but we still need to find the connection between δtj and strain. Assuming the atom at r to be displaced by a
vector v(r) = (u(r), h(r)), where u = (ux, uy) is the in-plane and h is the out-of-plane displacement field, the change
in the bond length of the δj bond due to strain is

δuj(r) := ‖r + δj + v(r + δj)− [r + v(r)]‖ − ‖r + δj − r‖ (S32)

≈ 1

‖δj‖
[
δj · (u(r + δj)− u(r)) +

1

2
(h(r + δj)− h(r))2

]
, (S33)

where in the last step we linearized in ‖u(r + δj)− u(r)‖, |h(r + δj)− h(r)| � ‖δj‖. Furthermore in the linear order
we may approximate [3]

u(r + δj)− u(r) ≈ (δj ·∇)u(r), h(r + δj)− h(r) ≈ δj ·∇h(r), (S34)

and if we define the strain tensor as

uij :=
1

2
(∂iuj + ∂jui) +

1

2
∂ih∂jh, (S35)

the change in the bond length becomes [4]

δuj(r) =
1

‖δj‖
[
δ2jxuxx(r) + 2δjxδjyuxy(r) + δ2jyuyy(r)

]
. (S36)
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Now that the change in the hopping energy can be linearized to

δtj(r) ≈ dt

da0
δuj(r) = − tβG

a0
δuj(r), (S37)

where βG := − d ln t/d ln a0 ≈ 2 is the graphene Grüneisen parameter [5], equations (S29), (S36), and (S37) yield for
the pseudo vector potential

A = − βG

2a0
(uxx − uyy,−2uxy). (S38)

Finally we can extend the annihilation operators to the continuum R
2/LBK by the discrete Fourier series (S24),

and everything else is trivially extended. By furthermore redefining the continuum annihilation operator density as
ψσρ,α/

√|a1 × a2| → ψσρ,α we arrive at the continuum Hamiltonian

H =
∑
σρ

∫
R2/LBK

dr ψ†
σρ(r)Hρ(r)ψσρ(r). (S39)

Note that while a normal vector potential would break time-reversal symmetry, this Hamiltonian is time-reversal
symmetric, Hρ̄∗ = Hρ, because of the valley-odd pseudo vector potential.

1. Limits in the theory

The only assumptions regarding strain in deriving the Hamiltonian (S39) were
‖u(r + δj)− u(r)‖, |h(r + δj)− h(r)| � ‖δj‖. For the cosine displacement fields u1D

cos and u2D
cos of the main

paper this assumption reads

u1D
cos :

β

βG
� d

a0
and

d

a0
 1 (S40)

u2D
cos :

β

βG
� d

2a0
and

d

a0
 1. (S41)

Note that this is equivalent to assuming that the strain is |uij | � 1.

B. Interaction Hamiltonian

The derivation regarding superconductivity is based on the book by Nazarov & Danon [6]. First making the
mean-field approximation in the Cooper channel for Hint yields

Hint ≈ 1

2

∑
σα

∑
r∈L/LBK

Δσ,α(r)ψ
†
σ,α(r)ψ

†
σ̄,α(r) + h.c. + E0 (S42)

where the superconducting order parameter is

Δσ,α := λ 〈ψσ̄,αψσ,α〉 (S43)

with the angle brackets denoting the thermal average and the constant term is

E0 := − 1

2λ

∑
σα

∑
r∈L/LBK

|Δσ,α(r)|2. (S44)

Using the valley expansion (S25) and assuming only intervalley interaction gives

Hint =
1

2

∑
σρα

∑
r∈L/LBK

Δσ,α(r)ψ
†
σρ,α(r)ψ

†
σ̄ρ̄,α(r) + h.c. + E0 (S45)

=
1

2

∑
σρ

∑
r∈L/LBK

ψ†
σρ(r)Δσ(r)ψ

†T
σ̄ρ̄(r) + h.c. + E0, (S46)
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Δσ,α := λ
∑
ρ

〈ψσ̄ρ̄,αψσρ,α〉 , Δσ := diag(Δσ,A,Δσ,B) (S47)

and

E0 = − 1

2λ

∑
σ

∑
r∈L/LBK

Tr(Δ∗
σ(r)Δσ(r)), (S48)

where the trace is over the sublattice structure.
Further taking the continuum limit L → R

2 gives

Hint =
1

2

∑
σρ

∫
R2/LBK

dr ψ†
σρ(r)Δσ(r)ψ

†T
σ̄ρ̄(r) + h.c. + E0, (S49)

if we at the same time replace ψσρ/
√|a1 × a2| → ψσρ and λ/|a1 × a2| → λ. The constant term is then

E0 = − 1

2λ

∑
σ

∫
R2/LBK

drTr(Δ∗
σ(r)Δσ(r)). (S50)

IV. DIAGONALIZING THE HAMILTONIAN

A. Writing the Hamiltonian in Nambu basis

Utilizing the anticommutation relations and the identity∫
dr ψ†

σρ(r)Hρ(r)ψσρ(r) = −
∫

dr ψT
σρ(r)Hρ̄(r)ψ†T

σρ(r)− 2μV δ(0), (S51)

where the −2μV δ(0) term comes from anticommuting the annihilation/creation operators in the particle number
operator, we may bring the total Hamiltonian into the form

HBdG =
1

2

∑
σρ

∫
dr

(
ψ†
σρ(r) ψT

σ̄ρ̄(r)
)(Hρ(r) Δσ(r)

Δ∗
σ(r) −Hρ(r)

)(
ψσρ(r)

ψ†T
σ̄ρ̄(r)

)
+ E0 − 4μV δ(0) (S52)

=
1

2

∑
σρ

∫
drΨ†

σρ(r)Hρ
BdG(r)Ψσρ(r) + E0 − 4μV δ(0), (S53)

where in the last step we defined the spin-independent Bogoliubov–de Gennes Hamiltonian in Nambu space, the
spin-independent order parameter, and the Nambu-vector operator respectively as

Hρ
BdG :=

(Hρ Δ
Δ∗ −Hρ

)
, Δ := Δ↑ = −Δ↓ = s(σ)Δσ, Ψσρ :=

(
ψσρ

s(σ)ψ†T
σ̄ρ̄

)
. (S54)

B. Writing the Hamiltonian in eigenbasis: Bogoliubov–de Gennes equation

Simply by using the definition of the Dirac delta we may write HBdG in (S53) as

HBdG =
1

2

∑
σρ

∫
dr

∫
dr′ Ψ†

σρ(r)δ(r − r′)Hρ
BdG(r)Ψσρ(r

′) + E0 − 4μV δ(0). (S55)

Now let δ(r − r′)Hρ
BdG(r) be the representation of Ĥρ

BdG in position space, that is,

δ(r − r′)Hρ
BdG(r) = 〈r| Ĥρ

BdG |r′〉 . (S56)

Since HBdG is Hermitian we may use the spectral theorem (following from the resolution of identity)

1 =
1

V

∑
n

|wρn〉〈wρn| ⇒ Ĥρ
BdG =

1

V

∑
n

Eρn |wρn〉〈wρn| (S57)
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where n enumerates all the eigenstates |wρn〉 of Ĥρ
BdG, i.e.

Ĥρ
BdG |wρn〉 = Eρn |wρn〉 ⇔ Hρ

BdG(r)wρn(r) = Eρnwρn(r). (S58)

Here we fixed the normalization of the eigenstates to 〈wρn|wρn〉 = V (see section V B). Equation (S58) is usually
called the (Dirac–)Bogoliubov–de Gennes equation [7–9]. Writing the Nambu structure explicitly it reads

(Hρ(r) Δ(r)
Δ∗(r) −Hρ(r)

)(
uρn(r)
vρn(r)

)
= Eρn

(
uρn(r)
vρn(r)

)
. (S59)

Using the spectral theorem (S57) in (S56) yields

δ(r − r′)Hρ
BdG(r) =

1

V

∑
n

Eρn 〈r|wρn〉 〈wρn|r′〉 = 1

V

∑
n

Eρnwρn(r)w
†
ρn(r

′) (S60)

and furthermore substituting this to (S55) brings HBdG into the diagonal form

HBdG =
1

2V

∑
σρn

Eρn

∫
drΨ†

σρ(r)wρn(r)

∫
dr′ w†

ρn(r
′)Ψσρ(r

′) + E0 − 4μV δ(0) (S61)

=
1

2

∑
σρn

Eρnγ
†
σρnγσρn + E0 − 4μV δ(0), (S62)

where we defined the Bogoliubon operator or the Bogoliubov transformation

γσρn :=
1√
V

∫
drw†

ρn(r)Ψσρ(r). (S63)

The Bogoliubons are not generally fermionic operators, but as we see in section IV C, concentrating only on posi-
tive/only on negative-energy operators makes them fermionic.

C. Making the Bogoliubons fermionic

Since the noninteracting Hamiltonian has the time-reversal symmetry Hρ̄∗ = Hρ, we have the symmetry

τyHρ̄∗
BdGτy = −Hρ

BdG (S64)

of the BdG Hamiltonian. To see what this implies for the eigenenergies and eigenfunctions, we need to identify the
so-far abstract index n. Taking the annihilation operators to be periodic in translations of the Born–von Kármán
lattice LBK and A and Δ to be periodic in translations of the superlattice SL, let us take the ansatz that n = (b,k),
where k ∈ L∗

BK/SL
∗
S belongs to the superlattice Brillouin zone (in different schemes) and b = (η, ν) enumerates the

bands for each k with ν ∈ {+,−} giving the sign of energy of this band. We show in section V A this ansatz to
be consistent. Further assuming the bands to be ordered energy-wise such that the noninteracting energies have the
symmetry ερbk = ερ̄bk̄, and assuming this symmetry to be inherited to the superconducting state,

Eρbk = Eρ̄bk̄, (S65)

we find that

wρην̄k = iτyw
∗
ρ̄ηνk̄. (S66)

This then directly gives the symmetry

γσρην̄k = −s(σ)γ†
σ̄ρ̄ηνk̄

(S67)

between the positive/negative-energy Bogoliubons.
Choosing an orthogonal eigenbasis

V δnn′ = 〈wρn|wρn′〉 =
∫

drw†
ρn(r)wρn′(r) (S68)
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(see section V B for the chosen normalization) gives the first fermionic anticommutation relation
{
γσρn, γ

†
σ′ρ′n′

}
=

δσσ′δρρ′δnn′ for all n, n′ and the second fermionic anticommutation relation
{
γσρηνk, γσ′ρ′η′ν′k′

}
= 0 provided ν = ν′

i.e. that they both are either positive- or negative-energy operators. Concentrating then only on the positive-energy
ones, we get the desired result that the Bogoliubons are fermionic,

{
γσρη+k, γ

†
σ′ρ′η′+k′

}
= δσσ′δρρ′δηη′δkk′ , (S69){

γσρη+k, γσ′ρ′η′+k′
}
= 0. (S70)

Utilizing then the symmetry (S67) of the positive/negative-energy Bogoliubons, the fermionic anticommutation
relations (S69) and (S70) of the positive-energy Bogoliubons, and defining

Egs := E0 − 4μV δ(0)− 1

2

∑
σρn+

Eρn+ (S71)

allows us to finally write the Hamiltonian (S62) in the diagonal form

HBdG =
∑
σρn+

Eρn+
γ†
σρn+

γσρn+
+ Egs (S72)

with the operators γσρn+ being fermionic. According to the calculation above diagonalizing HBdG [i.e. bringing it to
the form (S72)] is equivalent to solving the Bogoliubov–de Gennes equation (S58). Note that since the Hamiltonian
is diagonal in the fermionic positive-energy Bogoliubons, Egs measures the ground-state energy.

D. Self-consistency equation

To write the definition (S47) and (S54) of the order parameter Δ in the same Bogoliubon basis as we did for HBdG
in (S72), we need to invert the definition (S63). Using the orthogonality condition (S68) together with the resolution
of identity (S57) the inverse transformation can be shown to be

Ψσρ(r) =
1√
V

∑
n

wρn(r)γσρn. (S73)

This can also be written as a sum over only the positive-energy states as

Ψσρ(r) =
1√
V

∑
n+

(
wρn+(r)γσρn+ + iτyw

∗
ρ̄n+

(r)γ†
σ̄ρ̄n+

)
(S74)

by using the symmetries (S66) and (S67).
Since the positive-energy Bogoliubons are fermionic and we assume no interactions between them, they follow the

Fermi–Dirac statistics
〈
γσρn+

γσ′ρ′n′
+

〉
= 0, (S75)〈

γ†
σρn+

γσ′ρ′n′
+

〉
= δσσ′δρρ′δn+n′

+
f(Eρn+), (S76)

where f(E) := [eE/(kBT ) + 1]−1 is the Fermi–Dirac distribution at temperature T . Substituting then the relation
(S73) in the definition (S47) and (S54) of Δ, using the fermionic anticommutation relations (S69) and (S70) of the
Bogoliubons, and the thermal averages (S75) and (S76) then yields the self-consistency equation

Δα(r) = − λ

V

∑
ρn+

uρn+,α(r)v
∗
ρn+,α(r) tanh

(
Eρn+

2kBT

)
(S77)

for the superconducting order parameter at sublattice α.
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V. EQUATIONS IN FOURIER SPACE

A. Bogoliubov–de Gennes equation in Fourier space

Assuming the eigenfunctions wρbk′ = (uρbk′ , vρbk′)T : R
2/LBK → C

2 (with k′ ∈ L∗
BK/SL

∗
S in the superlattice

Brillouin zone in different schemes) to be periodic in translations of the large Born–von Kármán lattice LBK, the pseudo
vector potential A : R2/SL → R

2 to be periodic in translations of the arbitrary superlattice SL = spanZ{t1, t2}, and
the order parameter Δ : R2/SL → C2×2 to be periodic in translations of the same lattice SL, we may expand them
by (S6) as the Fourier series

wρbk′(r) =
∑

k∈L∗
BK

eik·rw̃ρbk′(k) with w̃ρbk′(k) =
1

|R2/LBK|
∫
R2/LBK

dr e−ik·rwρbk′(r), (S78)

A(r) =
∑

G∈SL∗
S

eiG·rÃ(G) with Ã(G) =
1

|R2/SL|
∫
R2/SL

dr e−iG·rA(r), (S79)

Δ(r) =
∑

G∈SL∗
S

eiG·rΔ̃(G) with Δ̃(G) =
1

|R2/SL|
∫
R2/SL

dr e−iG·rΔ(r). (S80)

Substituting these Fourier series to the BdG equation (S58), shifting the k sums properly, writing the k sum over the
whole space L∗

BK as a sum over the superlattice Brillouin zone L∗
BK/SL

∗
S (in different schemes) plus shifted copies of

this,
∑

k∈L∗
BK

g(k) =
∑

k∈L∗
BK/SL∗

S

∑
G∈SL∗

S

g(k +G) (S81)

(g being a test function), and using the linear independence of the exponentials yields for all k,k′ ∈ L∗
BK/SL

∗
S ,

G ∈ SL∗
S the BdG equation in Fourier space,

∑
G′∈SL∗

S

H̃ρ
BdG,GG′(k)w̃ρbk′(k +G′) = Eρbk′w̃ρbk′(k +G). (S82)

Here the Nambu-matrix

H̃ρ
BdG,GG′(k) :=

( H̃ρ
GG′(k) Δ̃(G−G′)

Δ̃∗(G′ −G) −H̃ρ
GG′(k)

)
(S83)

is the Fourier-space version of the BdG Hamiltonian matrix element with

H̃ρ
GG′(k) := �vFσ

ρ ·
(
(k +G)δGG′ + ρÃ(G−G′)

)
− μδGG′ (S84)

being the Fourier-space version of the noninteracting Hamiltonian matrix element.
By collecting the G,G′ components H̃ρ

BdG,GG′(k) into a countably infinite G-space matrix

H̃ρ

BdG(k) :=
(
H̃ρ

BdG,GG′(k)
)
G,G′∈SL∗

S

(S85)

and the G components w̃ρbk′(k +G) into a countably infinite G-space vector

w̃ρbk′(k) :=
(
w̃ρbk′(k +G)

)
G∈SL∗

S

(S86)

the BdG equation (S82) becomes a matrix eigenvalue equation

H̃ρ

BdG(k)w̃ρbk′(k) = Eρbk′w̃ρbk′(k). (S87)

Obviously we must have k′ = k, so we may set

w̃ρbk′(k +G) = δkk′w̃ρbk(k +G) (S88)
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and the BdG equation in Fourier space reads

H̃ρ

BdG(k)w̃ρbk(k) = Eρbkw̃ρbk(k). (S89)

This is clearly a separate problem for each k ∈ L∗
BK/SL

∗
S , and for each k there are exactly 2× 2× |SL∗

S | (the matrix
size) solutions labelled by the band index b. Thus our original ansatz n = (b,k) is consistent. Equation (S89) is the
form of the BdG equation implemented and solved in the numerics.

Note that in the reduced zone scheme here k = k1G1 + k2G2 ∈ L∗
BK/SL

∗ is periodic in both k1 ∈ [− 1
2 ,

1
2 [ and

k2 ∈ [− 1
2 ,

1
2 [, so that both k1 and k2 are periodic Bloch momenta. In this case the G translations in (S85) in both G1

and G2 directions are transformed to new bands. This is also traditionally called the reduced zone (or the repeated
zone) scheme. However, in the case of A and Δ being constant in the t2 direction (the 1D potential case), we are also
allowed to choose the mixed zone scheme, as discussed in section II B. In this case k = k1G1 + k2G2 ∈ L∗

BK/SL
∗
1 is

periodic in k1 ∈ [− 1
2 ,

1
2 [ but not in k2 ∈]−∞,∞[, so that k1 is a periodic Bloch momentum while k2 is a nonperiodic

real momentum. In this case the G translations in (S85) are done only in G1 direction, and only these are transformed
to new bands. Traditionally the k1 direction is then called to be in the reduced zone scheme and the k2 direction in
the extended zone scheme. This is why we call this the mixed zone scheme.

Equation (S88) can be used to write the Fourier series (S78) of w in the Bloch form. Further dividing the k′ sum
as in (S81) gives the Fourier series in the Bloch form

wρbk(r) =
∑

k′∈L∗
BK

eik
′·rw̃ρbk(k

′) =
∑

k′∈L∗
BK/SL∗

S

∑
G∈SL∗

S

ei(k
′+G)w̃ρbk(k

′ +G) (S90)

= eik·r
∑

G∈SL∗
S

eiG·rw̃ρbk(k +G), (S91)

where the function multiplying eik·r is periodic in translations of the superlattice SL.

B. Normalization of eigenvectors

Equation (S89) is the form of the BdG equation we are solving numerically. For the eigenvectors we choose the
normalization

∥∥w̃ρbk(k)
∥∥ = 1. To see what this means for the eigenstates |wρbk〉, we may use Parseval’s theorem

∑
k′∈L∗

BK

∥∥w̃ρbk(k
′)
∥∥2 =

1

|R2/LBK|
∫
R2/LBK

dr ‖wρbk(r)‖2 =
1

V
〈wρbk|wρbk〉 . (S92)

On the other hand dividing the k sum as in (S81), using (S88), and using the definition (S86), the l.h.s. gives
∑

k′∈L∗
BK

∥∥w̃ρbk(k
′)
∥∥2 =

∑
G∈SL∗

S

‖w̃ρbk(k +G)‖2 =
∥∥w̃ρbk(k)

∥∥2 = 1, (S93)

which then yields the normalization

〈wρbk|wρbk〉 = V. (S94)

C. Self-consistency equation in Fourier space

Using the Fourier series (S79), (S80), and (S91) we may write the self-consistency equation (S77) in Fourier space
as

Δ̃α(G) = − λ

V

∑
ρb+

∑
k∈L∗

BK/SL∗
S

∑
G′∈SL∗

S

ũρb+k,α(k +G′)ṽ∗ρb+k,α(k +G′ −G) tanh

(
Eρb+k

2kBT

)
(S95)

for all G ∈ SL∗
S . Assuming the Born–von Kármán cell to be large, i.e. LBK to be sparse or L∗

BK to be dense, we may
approximate the k sum as an integral

∑
k∈L∗

BK/SL∗
≈ V

(2π)2

∫
R2/SL∗

dk , (S96)
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yielding the self-consistency equation

Δ̃α(G) = − λ

(2π)2

∑
ρb+

∑
G′∈SL∗

S

∫
R2/SL∗

S

dk ũρb+k,α(k +G′)ṽ∗ρb+k,α(k +G′ −G) tanh

(
Eρb+k

2kBT

)
. (S97)

This form, where the integration region is the rather abstract R2/SL∗
S , is convenient when doing analytical calculations.

But in numerical calculations it is easier to integrate over simpler areas instead, which is done next by change of
variables.

1. Reduced zone scheme

In the reduced zone scheme we have SLS = SLRZ = SL, meaning that the integration region R
2/SL∗

S = R
2/SL∗

can be interpreted as the parallelogram defined by G1 and G2. Making a change of variables with the function

φ :
[− 1

2 ,
1
2

[2 → R
2/SL∗, φ(k1, k2) = k1G1 + k2G2 (S98)

the k integral in (S97) can be written as

∫
R2/SL∗

dk g(k) =

∫
φ([− 1

2 ,
1
2 [

2)

dk g(k) =

∫
[− 1

2 ,
1
2 [

2

dk (g ◦ φ)(k)|Jφ(k)| = |G1 ×G2|
∫ 1

2

− 1
2

dk1

∫ 1
2

− 1
2

dk2 g(k1G1 + k2G2)

(S99)
(g being a test function) where the absolute value of the Jacobian determinant,

|Jφ(k)| = |G1 ×G2| =
∣∣R2/SL∗∣∣, (S100)

is the area of the parallelogram defined by G1 and G2.
The self-consistency equation (S97) then becomes

Δ̃α(G) = − λ

(2π)2
|G1 ×G2|

∑
ρb+

∑
G′∈SL∗

∫ 1
2

− 1
2

dk1

∫ 1
2

− 1
2

dk2

ũρb+,α(k1G1 + k2G2 +G′)ṽ∗ρb+,α(k1G1 + k2G2 +G′ −G) tanh

(
Eρb+(k1G1 + k2G2)

2kBT

)
, (S101)

where we dropped k1G1 + k2G2 from the subscripts of ũ and ṽ and denoted Eρb+(k) := Eρb+k. In the numerics we
have to make a cutoff to the countably infinite G′ and b+ sums, both corresponding to a cutoff at high energies. This
cutoff can be seen to come from the electron–phonon coupling.

2. Mixed zone scheme

In the mixed zone scheme we have SLS = SLMZ = SL1, meaning that the integration region R
2/SL∗

S = R
2/SL∗

1

can be interpreted as a semi-infinite parallelogram, where the finite side is G1 and the infinite side is in the G2

direction. Making a change of variables with the function

φ :
[− 1

2 ,
1
2

[× R → R
2/SL∗

1, φ(k1, k2) = k1G1 + k2G2 (S102)

the k integral in (S97) can be written as
∫
R2/SL∗

1

dk g(k) =

∫
φ([− 1

2 ,
1
2 [×R)

dk g(k) =

∫
[− 1

2 ,
1
2 [×R

dk (g ◦ φ)(k)|Jφ(k)| (S103)

= |G1 ×G2|
∫ 1

2

− 1
2

dk1

∫ ∞

−∞
dk2 g(k1G1 + k2G2) (S104)

(g being a test function) where the absolute value of the Jacobian determinant,

|Jφ(k)| = |G1 ×G2| =
∣∣R2/SL∗∣∣, (S105)
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is the area of the parallelogram defined by G1 and G2.
The self-consistency equation (S97) then becomes

Δ̃α(G) = − λ

(2π)2
|G1 ×G2|

∑
ρb+

∑
G′∈SL1∗

∫ 1
2

− 1
2

dk1

∫ ∞

−∞
dk2

ũρb+,α(k1G1 + k2G2 +G′)ṽ∗ρb+,α(k1G1 + k2G2 +G′ −G) tanh

(
Eρb+(k1G1 + k2G2)

2kBT

)
, (S106)

where we dropped k1G1 + k2G2 from the subscripts of ũ and ṽ and denoted Eρb+(k) := Eρb+k. While in the reduced
zone scheme in (S101) both the k1 and k2 momentum directions are cut off in the G′ sum, in this case only the k1
momentum direction is cut off in the G′ sum while the k2 direction is handled by a momentum cutoff in the limits of
the corresponding improper integral. Also the band sum b+ has a cutoff but it is generally different from the one in
the reduced zone scheme, as the meaning of bands is different.

D. Ground-state energy expectation values

Using the Hamiltonian (S72) and equation (S76) the energy density expectation value in the ground state for the
order parameter (ΔA,ΔB) can be shown to be

1

V
〈HBdG(ΔA,ΔB)〉 = 1

V

∑
σρb+

∑
k∈L∗

BK/SL∗
S

Eρb+k(ΔA,ΔB)
〈
γ†
σρb+kγσρb+k

〉
+

1

V
Egs(ΔA,ΔB) (S107)

≈ − 1

(2π)2

∑
ρb+

∫
R2/SL∗

S

dkEρb+k(ΔA,ΔB) tanh

(
Eρb+k(ΔA,ΔB)

2kBT

)
+

1

V
E0(ΔA,ΔB)− 4μδ(0), (S108)

where in the last step we also approximated the sum as an integral as in (S96). We would like to show that a ground
state with a zero phase difference between the Δ components has the lowest energy, and thus we define for each δ ∈ R

the Josephson energy density

EJ(θ)

V
:=

1

V

〈
HBdG(e

iθ/2δ, e−iθ/2δ)
〉
− 1

V
〈HBdG(δ, δ)〉 = (S109)

− 1

(2π)2

∑
ρb+

∫
R2/SL∗

S

dk

[
Eρb+k(e

iθ/2δ, e−iθ/2δ) tanh

(
Eρb+k(e

iθ/2δ, e−iθ/2δ

2kBT

)
− Eρb+k(δ, δ) tanh

(
Eρb+k(δ, δ)

2kBT

)]
,

(S110)

where the E0/V and 4μδ(0) terms cancel out because they do not contain the phases of ΔA/B . The integral is then
calculated in the different schemes as described in section V C.

E. Superfluid weight

Writing the result of [10] for the superfluid weight Ds in the superlattice-folded picture near the Dirac points, we
get for the μ, ν ∈ {x, y} component

Ds
μν =

1

V

∑
ρbb′

∑
k∈L∗

BK/SL∗
S

Fρbb′k

(
w̃†

ρbk(k)∂μH̃
ρ

BdG(k)τzw̃ρb′k(k)w̃
†
ρb′k(k)τz∂νH̃

ρ

BdG(k)w̃ρbk(k)

−w̃†
ρbk(k)∂μH̃

ρ

BdG(k)w̃ρb′k(k)w̃
†
ρb′k(k)∂νH̃

ρ

BdG(k)w̃ρbk(k)

)
, (S111)

where the prefactor is

Fρbb′k =

{
f ′(Eρbk), if Eρbk = Eρb′k,
f(Eρbk)−f(Eρb′k)

Eρbk−Eρb′k
, otherwise,

(S112)
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Figure S1. (a,b) Profile of the self-consistent ΔA/B (A joined, B dashed lines) for the two initial guesses with the relative
phases (a) θ = 0 and (b) θ = π, along the line (x, 0). In (a) the imaginary part is zero while in (b) the real part is zero. (c)
Profile of the corresponding dispersion relation for θ = 0 (joined lines) and θ = π (dashed lines) along the line (0, ky) in the
mixed zone scheme. Here A = A1D

cos, β = 30, μ = 0, T = 0, and λ/(�vFd) = −0.01.

the b, b′ band sums are calculated over both the positive- and negative-energy bands, the partial derivatives are shortly
denoted as ∂μ := ∂kμ , and the energies and eigenvectors are calculated from the BdG equation (S89). Since Δ is k

independent, we have ∂μH̃ρ

BdG(k) = τz∂μH̃ρ
(k) = �vFτzσ

ρ
μ, yielding

Ds
μν =

(�vF)
2

(2π)2

∑
ρbb′

∫
R2/SL∗

S

dkFρbb′k

(
w̃†

ρbk(k)σ
ρ
μw̃ρb′k(k)w̃

†
ρb′k(k)σ

ρ
νw̃ρbk(k)

−w̃†
ρbk(k)τzσ

ρ
μw̃ρb′k(k)w̃

†
ρb′k(k)τzσ

ρ
νw̃ρbk(k)

)
, (S113)

where we also approximated the k sum as an integral.

VI. DETAILS OF THE NUMERICAL CALCULATION

A. Solving the self-consistency equation

We start by calculating analytically the Fourier coefficients of A by (S79), which are given in (S7), (S8), (S9),
and (S10). The combination of the BdG equation (S89) and the self-consistency equation (S97) is then solved
by the fixed-point iteration method, i.e. starting from an initial guess of the pair (Δ̃A, Δ̃B), solving the eigenvectors
w̃ρb+k = (ũρb+k, ṽρb+k)

T and eigenvalues Eρb+k from the BdG equation (S89), using these eigenvectors and eigenvalues
to calculate new values for Δ̃A and Δ̃B from (S97), and then solving the BdG equation again with these new Δ̃’s.
This iteration is then continued until convergence to some relative or absolute error in all of the components of Δ̃A/B .

B. Initial guess of the order parameter

The initial guess of the order parameter is always chosen such that both sublattice components are the same real
constant in space, ΔA(r) = ΔB(r) = 0.1β|λ|/d2. The exact value of the constant seems to have no effect on the
result of the fixed-point iteration, merely affecting the speed of convergence, which is understandable from the Banach
fixed-point theorem. In Fourier space the initial guess reads Δ̃A(G) = Δ̃B(G) = 0.1β|λ|/d2δG,0. One should note
that above we are fixing the overall phase of (ΔA,ΔB) to be real, since it can be shown that starting from a given
overall phase, the fixed-point iteration conserves that phase at each iteration.

We are also fixing the relative phase of ΔA and ΔB to zero, and the justification for this is discussed next. It can
be numerically shown that the initial guess (ΔA,ΔB) = (eiθ/2δ, e−iθ/2δ) with θ �= π, δ ∈ R always converges to the
θ = 0 solution, shown in figure S1(a) for the 1D cosine potential A1D

cos, by the fixed-point iteration. On the other hand
the θ = π initial guess converges to a different solution, shown in figure S1(b). The dispersion relations of these two
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Figure S2. Effect of the relative phase θ on the non-self-consistent, constant order parameter (ΔA,ΔB) = (eiθ/2δ, e−iθ/2δ) for
A1D

cos with β = 30, μ = 0, T = 0, and δ = 0.1�vF/d. (a–c) Dispersion of two of the lowest energy bands with increasing θ in the
mixed zone scheme. (d) Ground-state energy density difference [the Josephson energy density (S110)] between the θ �= 0 and
θ = 0 solutions, by calculating only the contribution from the lowest band 1, the second lowest band 2, and both bands 1 and
2.

different solutions are shown in figure S1(c), showing how the degeneracy of the θ = 0 state is lifted and how the gap
is closed in the θ = π state. The dispersion relations alone can be used to calculate the ground-state energies of these
states by using (S110), showing that the θ = 0 solution always yields a lower energy, also at finite temperatures. This
allows us to discard the θ = π solution and to concentrate only on the θ = 0 solution, which, as discussed above, can
always be reached by using the initial guess with θ = 0.

The above behavior as a function of the relative phase θ can be understood by using a constant, non-self-consistent
(ΔA,ΔB) = (eiθ/2δ, e−iθ/2δ) with δ ∈ R. The dispersion of two of the lowest positive-energy bands is shown in
figures S2(a–c) as a function of θ showing how the finite θ removes the degeneracy. Two competing effects are
observed: energies in band 2 are slightly increased (integral-wise), while the decrease in energy in band 1 is more
dominant. This can be seen also in figure S2(d), presenting the ground-state energy density difference (the Josephson
energy density) between the θ �= 0 and θ = 0 solutions by (S110), whose opposite value at T = 0 is essentially given
by the difference in the k integral of the corresponding dispersions. Looking at the contributions from the individual
bands 1 and 2 it is clearly seen how the contribution from band 1 is more dominant, giving the net result that the
θ �= 0 solution always gives a higher ground-state energy than the θ = 0 solution. At finite temperatures the behavior
is otherwise the same but with smaller energy differences. The same qualitative behavior is seen for all the tested
potentials.
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Recent experiments show how a bilayer graphene twisted around a certain magic angle becomes super-
conducting as it is doped into a region with approximate flat bands. We investigate the mean-field s-wave
superconducting state in such a system and show how the state evolves as the twist angle is tuned, and as a
function of the doping level. We argue that part of the experimental findings could well be understood to result
from an attractive electron-electron interaction mediated by electron-phonon coupling, but the flat-band nature
of the excitation spectrum also makes the superconductivity quite unusual. For example, as the flat-band states
are highly localized around certain spots in the structure, also the superconducting order parameter becomes
strongly inhomogeneous.

DOI: 10.1103/PhysRevB.98.220504

I. INTRODUCTION

Experiments on strongly doped graphene [1–4] have shown
that with proper preparations, graphene can be driven to the
superconducting state. Such experiments indicate that the lack
of superconductivity in undoped graphene is not necessarily
due to a lack of an (effective) attractive electron-electron
interaction with strength λ that would drive graphene to be
superconducting, but rather the small density of states (DOS)
close to the Dirac point. Technically, in contrast to the Cooper
instability for metals taking place with arbitrarily small λ,
superconductivity in an electron system with a massless Dirac
dispersion ε2

p = v2
F p2 and an energy cutoff εc has a quantum

critical point [5] λc = πh̄2v2
F /(2εc ) such that for λ < λc,

mean-field superconductivity does not show up at any tem-
perature. From this perspective, doping to a potential μ leads
to an increased DOS, and thereby to a nonvanishing critical
temperature Tc ≈ |μ| exp[−(λc/λ − 1)εc/|μ| − 1]. An alter-
native approach would be to change the spectrum and increase
the density of states close to the Dirac point. The extreme
limit would be an approximately flat band of size �FB, where
the group velocity tends to zero. In such systems the critical
temperature is a linear function of the coupling strength [6,7],
Tc = λ�FB/π2, and a quite high Tc can be expected even
without extra doping [8–13].

Recent observations [14] of superconductivity in twisted
bilayer graphene [TBG, see Fig. 1(a)] take place in systems
where theoretical studies have predicted the occurrence of
asymptotically flat bands [15–25]. There have been many
suggestions of an unconventional superconducting state both
for regular graphene [26,27] and for TBG [24,28–36], typ-
ically directly related with the Coulomb interaction, and in
some cases related with nonlocal interactions. Here, we study
the mean-field theory of superconductivity in such systems,
starting instead from the hypothesis that the observations
could be explained with the conventional electron-phonon
mechanism from the flat-band perspective [37]. This hy-
pothesis is justified on the grounds that the relative strength
and the screening of attractive and repulsive interactions are

uncertain. Furthermore, phonon-mediated attraction is consid-
ered a viable mechanism for the observed superconductivity
on doped graphene [1–4,38].

In particular, we use the model of Refs. [15,20] for the
spectrum of the twisted bilayer, add an on-site (leading to
s-wave superconductivity) attractive interaction of strength λ,
and evaluate the mean-field order parameter profile. We find
that the order parameter, and along with it the mean-field
critical temperature, have a similar nonmonotonous behavior
with respect to the twist angle as in the experiments. We also
predict the behavior of the density of states in the supercon-
ducting state, resulting from the peculiarities of the flat-band
eigenstates and from the position dependence of the supercon-
ducting order parameter [Fig. 1(b)]. Even if our pairing inter-
action is quite simple, the resulting energy-dependent density

FIG. 1. (a) Twisted bilayer graphene and its moiré superlattice.
The upper layer is rotated by an angle θ relative to the lower layer. (b)
Position dependence of the self-consistent �, shown here at T = 0
for the magic angle θ = 0.96◦ and λ = 5 eV a2. In both figures also
a line passing through high-symmetry points with AB, AA, and BA
stacking is shown.

2469-9950/2018/98(22)/220504(6) 220504-1 ©2018 American Physical Society
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of states is quite unusual. In addition, we show how doping
away from the flat band eventually destroys superconductivity.

II. NORMAL STATE

We describe the normal state of TBG with the model of
Refs. [15,20]. With this model, we can describe the twist
angles θ at which the lattices L and Lθ of the two graphene
layers are commensurate, so that the system as a whole is
periodic in the moiré superlattice SL. Here, we study only
the simple commensurate structures, characterized by a single
rotation parameter m ∈ N, for which the rotation angle is
given by

cos(θ ) = 3m2 + 3m + 1/2

3m2 + 3m + 1
. (1)

According to Ref. [20], these structures approximate arbitrary
commensurate structures. The primitive vectors of the super-
lattice SL are given by t1 = ma1 + (m + 1)a2, t2 = −(m +
1)a1 + (2m + 1)a2, and the primitive vectors of the re-
ciprocal superlattice SL∗ are G1 = 4π

3||t1||2 [(3m + 1)a1 + a2],

G2 = 4π
3||t1||2 [−(3m + 2)a1 + (3m + 1)a2], where the lattice

constant of the superlattice is ||t1|| = √
3m2 + 3m + 1 a and

the graphene lattice primitive vectors are a1 = (1,
√
3)a/2

and a2 = (−1,
√
3)a/2 with a the lattice constant [15]. In the

following, we assume that G ∈ SL∗ belongs to the reciprocal
superlattice, k ∈ R2/SL∗ to the first Brillouin zone of the su-
perlattice, and also that the corresponding sums and integrals
are restricted to these sets.

In the normal state, TBG is described by a low-energy
effective Hamiltonian [15]

Hρk(G, G′) =
(
[h̄vF σ ρ · (k + G + ρ�K/2) − μ]δG,G′ t

ρ

⊥(G − G′)

t
ρ

⊥(G′ − G)† [h̄vF σ
ρ
θ · (k + G − ρ�K/2) − μ]δG,G′

)
, (2)

where the matrix structure corresponds to the layer structure
and ρ ∈ {+,−} is the valley index with + corresponding
to K and − to K ′ = −K . Furthermore, each entry is a
2 × 2 matrix due to the sublattice structure in graphene. The
diagonal terms in Eq. (2) describe the Dirac dispersion in the
two layers and are diagonal also in G. Here, σ ρ = (ρσx, σy ).
For the second layer we include the rotation θ so that σ

ρ
θ =

e+iθσz/2σ ρe−iθσz/2. �K = K θ − K is the relative shift of the
Dirac cones between the layers. The coordinates correspond
to those of layer 1 as measured from the K point, but shifted
with a vector +�K/2 for layer 1 and −�K/2 for layer 2.
With this choice, the relative momentum k on both layers
corresponds to the same absolute momentum. Furthermore, μ
is the chemical potential describing the effect of doping, here
taken to be equal in both layers.

The off-diagonal terms in the Hamiltonian describe the
coupling between the two layers. The matrix element at valley
ρ between a state in sublattice α in layer 1 and a state in
sublattice β in layer 2 is

t
ρ,αβ

⊥ (G) = 1

N

∑
r

e−iG·(r+δαBδ1 )eiρ K θ ·δαβ (r )t⊥[δαβ (r )], (3)

where δαβ (r ) is the horizontal displacement vector between
the site at r , sublattice α in layer 1, and the nearest neighbor at
sublattice β in layer 2. δ1 denotes one of the nearest-neighbor
vectors connecting the graphene A and B sublattices. The
sum is over the graphene A sublattice sites in the super-
lattice unit cell, and N denotes the number of these sites.
For the interlayer hopping energy t⊥(δ) we use the same
Slater-Koster parametrization as in Ref. [15]. Furthermore,
we approximate the interlayer coupling by only including the
matrix elements with G ∈ {0,−G1,−G1 − G2} (valley K ) or
G ∈ {0, G1, G1 + G2} (valley K ′), since they are an order of
magnitude larger than the rest.

For θ ≈ 1◦, the electronic dispersion becomes almost flat
[19] and the group velocity dεp/dp tends towards zero.
In Fig. 2 we plot the resulting normal-state dispersion

[Figs. 2(a)–2(c)] and the (local and total) density of states
[Figs. 2(d)–2(i)] close to this “magic” angle. The exact value
of this magic angle depends on the details of the hopping
model. In our case it is around 0.96◦, i.e., somewhat lower
than what was found in Ref. [19]. However, the qualitative
behavior of the local density of states (LDOS) is rather similar
to the previous models. In particular, there are two closely
spaced DOS peaks signifying the flattening of the bands.
The local density of states is plotted along the line shown in
Fig. 1, including three high-symmetry points with AB, AA,
and BA stacking. These correspond to r = −1/3, 0, and 1/3,
respectively.

III. SUPERCONDUCTING STATE

We assume that there is a local attractive interaction
λσ1σ2 (r1, r2) = δσ̄1σ2δ(r1 − r2)λ with strength λ, which re-
sults [7] in an order parameter �αi (r ) depending only on the
center-of-mass coordinate r (and sublattice α and layer i).
On the other hand, the classification of the order parameter
symmetries to s, d, f , etc., is based only on the relative
coordinate r1 − r2, which in our model is always zero. Thus
the symmetry is purely s wave.

We do not consider the specific nature of the pairing
interaction and for the purposes of this Rapid Communication
it can be mediated by phonons or other bosonic modes.
This model disregards the retardation effects due to such a
mechanism, but is a valid approximation to the more general
Eliashberg approach for weak coupling [39,40]. That theory
also shows that a direct Coulomb interaction, typically mod-
eled via the Hubbard model, is less effective in reducing �

than what could be naively expected, and should be included
in the low-energy self-consistency equation as a Coulomb
pseudopotential [7,40,41] u∗ = u/(1 + uα), where u = Ua2,
U is the Hubbard interaction constant, and α is a constant
measuring the amount of renormalization due to the high-
energy bands above the electron-phonon cutoff frequency
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FIG. 2. (a)–(c) Normal-state dispersion, (d)–(f) local, and (g)–(i) total density of states for three different angles near the magic angle
θ = 0.96◦ in the normal state. The bottom row (j)–(l) shows the corresponding total density of states in the superconducting state, in the case
T = 0 and λ = 5 eV a2 and when doped to the point μ0 marked as a dashed line in (g)–(i).

ωD . For TBG we find from a simplified model [7] α ≈
0.2 eV−1 a−2. Thus, a combination of electron-phonon and
Coulomb interactions leads to an effective interaction strength
λeff = λ − u∗. As long as λeff > 0, there is a possibility for a
superconducting state even if u > λ. For example, for U =
5 eV, u∗ = 2.5 eV a2 is in the same regime as the value of
λeff in Figs. 3–5. Note that in what follows, we refer to this
λeff simply as λ.

Within a mean-field theory in the Cooper channel we find
a self-consistency equation for a local superconducting order

parameter [7]. Assuming that this order parameter shares
the periodicity of the moiré superlattice, we find the self-
consistency equation

�αi (G) = λ
∑
ρ,b

∑
G′

∫
dk

(2π )2
tanh

(
Eρbk

2kBT

)

× uρbk,αi (G′)v∗
ρbk,αi (G

′ − G), (4)

where the band sum b is calculated over the positive energy
bands, α ∈ {A,B} is the sublattice index, i ∈ {1, 2} is the
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FIG. 3. Maximum of the position-dependent superconducting
order parameter �(r ) at T = 0 as a function of (a) the rotation angle
and (b) the coupling strength for θ = 0.96◦. In (b) we also show how
doping to the DOS peak affects the small-λ behavior.

layer index, and uρbk and vρbk are the eigenvectors of the
Bogoliubov–de Gennes equation,

∑
G′

(
Hρk(G, G′) �(G − G′)

�∗(G′ − G) −Hρk(G, G′)

)(
uρbk(G′)

vρbk(G′)

)

= Eρbk

(
uρbk(G)

vρbk(G)

)
. (5)

We solve this self-consistent order parameter with a few
values of the interaction constant λ and for a few different
twist angles θ close to the magic angle. We include in the
sum the energy levels closest to zero energy. We have checked
that the results are not sensitive to the value of the energy
cutoff, which we implement as a cutoff in the b and G
sums. For comparison between different angles, we measure
the chemical potential from μ0, corresponding to the charge
neutrality and marked in Figs. 2(g)–2(i) with a dashed line,
by writing μ = μ0 + δμ. The chemical potential shift μ0 is
caused by the interlayer coupling. Unless otherwise stated,
all the results concern the behavior at δμ = 0. The resulting
total density of states is plotted in Figs. 2(j)–2(k), to allow
for a comparison to the normal state. The corresponding local
density of states (not shown) has the same localized structure
as in the normal state, but the energy dependence is modified
similarly as the total DOS. The effect of finite temperature
on the superconducting DOS and LDOS happens solely via
�(T ), which is calculated below.

The maximum of the position-dependent �, which accord-
ing to numerics is equal in both layers and sublattices, is
plotted in Fig. 3(a) for different values of the twist angle
and for four different coupling strengths. The precise angle
for the maximum depends a bit on the chosen coupling
strength. Moreover, max(�) is almost a linear function of λ

[see Fig. 3(b)], as appropriate for a flat-band superconductor
[6]. This linearity is even more pronounced when the system
is doped to the DOS peak at δμ ≈ 0.26 meV. Far from the
magic angle, the Fermi speed vF (θ ) increases so that the
chosen λ is below the critical value λc. This is why � vanishes
for angles θ � 1.1◦.

FIG. 4. max(�) as a function of temperature in the case θ =
0.96◦ for two values of λ, showing the approximate linear relation
kBTc ≈ 0.25max[�(T = 0)] for the critical temperature. The dots
are the calculated values and the lines are a guide to the eye.

We can analyze the resulting magnitude of � based on
a flat-band result (assuming a position-independent � and
Eρbk ≈ � for an extreme flat band) according to which [7]
� = λ�FB/π2, where �FB ≈ �moiré = 8π2/(

√
3||t1||2). This

yields � = 1.3 × 10−3λ/a2 for m = 34 corresponding to the
magic angle. For comparison, a linear fit to the linear region in
Fig. 3(b) gives max(�) = −0.2 meV + 1.0 × 10−3λ/a2. The
magnitude hence agrees very well with this simple model.
Note that the precise values of these parameters especially for
small λ depend on the exact value of doping as shown below.

In Fig. 4 we show the temperature dependence of � for
m = 34, from which we may infer the approximate linear
relation kBTc ≈ 0.25max[�(T = 0)] for the critical temper-
ature. The prefactor is somewhat lower than for an extreme
flat band with a constant �, for which [7] kBTc = �/2.
The difference is most likely explained by the nonvanishing
bandwidth and the position-dependent � of our model. The
maximum critical temperatures for the models calculated in
Fig. 3(a) range from 3 to about 20 K. The lower end of these
values, calculated with λ = 1 eV a2, is thus quite close to that
found in Ref. [14].

We stress that the above result is the mean-field criti-
cal temperature; the observed resistance transition is most
likely rather a Berezinskii-Kosterlitz-Thouless (BKT) tran-
sition [42,43]. Therefore, the mean-field Tc gives an upper
bound for the measured transition temperature. Furthermore,
even the BKT transition temperature can be calculated from
the mean-field superfluid weight [44]. The mean-field results
are also relevant in that the DOS and LDOS can be experimen-
tally measured by tunneling experiments and this depends on
the structure and magnitude of mean-field � at temperatures
below the BKT transition. Note that despite the flatness of the
bands, the supercurrent can be nonvanishing in the case when
the eigenstate Wannier functions overlap [45], as is the case
for TBG.

Besides θ dependence, we can check how doping away
from the center of the two DOS peaks affects the super-
conducting state. In Fig. 5(a) we plot the order parameter
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FIG. 5. Effects of electrostatic doping μ = μ0 + δμ for θ =
0.96◦. (a) max(�) vs chemical potential for various values of λ at
T = 0. (b) Charge density in the normal state at T = 0 as a function
of chemical potential. The units of the charge density n are e/Amoiré,
where e is the electron charge and Amoiré is the area of the moiré unit
cell. In both figures the vertical dashed lines mark the location of the
DOS peaks at δμ ≈ ±0.26 meV.

max[�(δμ)] for different values of the doping δμ as measured
from the charge neutrality point. Close to the magic angle,
for λ � 1 eV a2 the energy scale of superconductivity exceeds
that of the normal-state dispersion, and hence the only effect
of the doping is to move away from the flat-band regime,
suppressing superconductivity [46]. For smaller values of λ,
max(�) is smaller than the bandwidth, and hence doping to
the DOS peaks enhances superconductivity. Especially for
λ � 0.3 eV a2 there are separate superconducting domes with
doping levels close to the DOS peaks, which resembles the
phase diagram in Ref. [14] for hole (n < 0) doping, apart
from the insulating state at n ≈ −2e/Amoiré. For electron
doping (n > 0), superconductivity is absent in the experi-
ment, whereas our model is electron-hole symmetric. Since
Ref. [14] uses charge density n as a unit for the doping
level while our theory is formulated in terms of the chemical
potential μ, for easier comparison we show the dependence
between the charge density [7] and chemical potential in
Fig. 5(b). From the figure we find that the DOS peaks cor-
respond to approximately ±2 extra electrons per moiré unit
cell.

IV. CONCLUSIONS

Concluding, we find that a BCS-type mean-field model
with a relatively weak attractive interaction constant possibly
even due to electron-phonon coupling can explain the occur-
rence of superconductivity in twisted bilayer graphene. We
also make a number of predictions concerning the mean-field
superconducting state, in particular, the density of states and

doping dependence. Our results form hence a checkpoint for
further studies, that use a simplified picture of the TBG flat-
band states or consider mechanisms beyond the one in this
Rapid Communication. Our results could also have relevance
in explaining the observations of superconductivity in twisted
interfaces of graphite [47–49].

Our mean-field theory fails to explain the insulator state
[50] found experimentally in TBG at n ≈ ±2e/Amoiré as well
as the lack of superconductivity for electron doping [14,51].
However, the latter of these cannot be seen as a drawback
of our model as in another experiment [52] some samples
were found to be superconducting also on the electron-doped
side, and thus it clearly depends on the samples and on the
experimental setup. Regarding the insulator phase, it is plau-
sible that the mean-field theory fails when the doping level
corresponds to an integer number of electrons per superlattice
unit cell. The biggest discrepancy is, however, most likely
caused by the possible dependence of λeff on the charge den-
sity, because the effect of the Coulomb interaction depends on
charge screening. Within the flat-band model of Ref. [40], the
case λeff > 0 corresponds to a superconducting state, whereas
for λeff < 0 an insulating antiferromagnetic state is realized.
Thus, by taking the chemical potential dependence of λeff into
account, it may be possible to describe both superconducting
and insulating phases found in the experiment [14]. A detailed
description would require generalizing Refs. [40,53] to the
TBG case.

We point out that our simple BCS model disregards the
strain effects in moiré bands, as well as the possible depen-
dence of the interaction constant on the twist angle and doping
level. Whereas such mechanisms may play a role in TBG, we
believe that the simplest BCS-type mean-field superconduc-
tivity should also be considered as a viable effective model
of the observations. Nevertheless, even in this case supercon-
ductivity would be highly exceptional, for example, because
it can be so strongly controlled by electrostatic doping.

Note added. Recently, we became aware of Ref. [54],
which addressed a similar BCS-type model as here, obtaining
consistent results with this Rapid Communication. In addition
to local interactions leading to s-wave superconductivity, they
considered also nonlocal interactions opening the possibility
to d-wave superconductivity. They found out that without
including Coulomb repulsion the s-wave channel is more
stable, having a higher Tc.
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Here we present the details of calculating the self-consistent order parameter of the twisted bilayer
graphene. We also derive an expression that relates the charge density to the dispersion that we
calculate. In addition, we present a simplified model which connects a given dispersion relation to the
value of the superconducting gap. In particular, this shows why pristine graphene needs to be very
strongly doped to find any signs of superconductivity, whereas a system with an approximate flat
band of the size of the first Brillouin zone of the moiré superlattice can show superconductivity with
the observed critical temperature even for quite weak effective attractive interaction. We furthermore
present a way to include the Coulomb interactions by calculating the Coulomb pseudopotential in
a simplified model.

I. DERIVATION OF THE SELF-CONSISTENCY EQUATION

The Hamiltonian for a local attractive interaction of strength λ > 0 is

Hint = −λ

2

∑
σ,α,i

∫
dr ψ†

σ,αi(r)ψ
†
σ̄,αi(r)ψσ̄,αi(r)ψσ,αi(r), (S1)

where ψσ,αi(r) is the annihilation operator for spin σ at position r, layer i ∈ {1, 2}, and sublattice α ∈ {A,B}. Doing
the mean field approximation in the Cooper channel, assuming only intervalley coupling, and transforming to the
valley operators by ψσ,αi(r) =

∑
ρ e

iρK·rψσρ,αi(r) the interaction Hamiltonian becomes

Hint =
1

2

∑
σ,ρ,α,i

∫
drΔσ,αi(r)ψ

†
σρ,αi(r)ψ

†
σ̄ρ̄,αi(r) + h.c. +

1

2λ

∑
σ,α,i

∫
dr |Δσ,αi(r)|2, (S2)

where the local superconducting order parameter is Δσ,αi(r) = −λ
∑

ρ 〈ψσ̄ρ̄,αi(r)ψσρ,αi(r)〉. Then by moving to the
Nambu space and doing the Bogoliubov transformation we find that the self-consistency equation for the up-spin
Δαi := Δ↑,αi becomes

Δαi(r) = λ
∑
ρ,b

∫
dk

(2π)2
tanh

(
Eρbk

2kBT

)
uρbk,αi(r)v

∗
ρbk,αi(r), (S3)

where uρbk,αi is the (α, i)-component of the spinor uρbk and the b sum goes over the positive energy bands. The
spinors uρbk and vρbk are determined by solving the Bogoliubov–de Gennes equation

(Hρ(r) Δ(r)
Δ∗(r) −Hρ(r)

)(
uρbk(r)
vρbk(r)

)
= Eρbk

(
uρbk(r)
vρbk(r)

)
, (S4)

where Δ is a diagonal 4 by 4 matrix including the components Δαi. Substituting the Bloch wave expansion

(
uρbk(r)
vρbk(r)

)
= eik·r

∑
G′

eiG
′·r

(
uρbk(G

′)
vρbk(G

′)

)
(S5)

for the eigenstates into Eq. (S4) and assuming Δ(r) to be periodic in the superlattice, we find the Fourier space
Bogoliubov–de Gennes equation [Eq. (5) in the main text] and the Fourier space version of the self-consistency
equation [Eq. (4) in the main text].
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II. CHARGE DENSITY

The non-coupled system of twisted bilayer graphene is charge neutral at the chemical potential μ = 0. The charge
density due to the electrons at that potential is

n0 =
2e

V

∑
b∈B,k

f0(ε0,bk) =
2e

V

∑
b∈Ω,k

f0(ε0,bk) + nhigh, with nhigh =
2e

V

∑
b∈B\Ω,k

f0(ε0,bk) (S6)

where e is the electron charge and the factor of 2 comes from the spin. We formulate the calculation so that the k-sum
goes over the superlattice Brillouin zone L∗

BK/SL∗, B is the set of bands and ε0,bk is the non-interacting dispersion.
f0 is the Fermi-Dirac distribution function at zero temperature. In the second step we introduce a cutoff by dividing
the sum over the bands into two terms; to a sum over a set of low-energy bands Ω and to a sum over high-energy
bands B\Ω.

In the presence of interlayer coupling, (normal state) dispersion changes to εbk. The number of bands stays constant
and if the interactions, temperature and chemical potential are small compared to the energy of the lowest energy
band (in absolute value) of B\Ω in the non-interacting case, the index set B can be chosen so that the bands in B\Ω
that were full (empty) in the non-interacting case, are still full (empty) in the interacting case. The interacting charge
density is

ñ(μ) =
2e

V

∑
b∈B,k

f(εbk − μ) =
2e

V

∑
b∈Ω,k

f(εbk − μ) + nhigh, (S7)

where f is the Fermi-Dirac distribution at temperature T and nhigh has the the same value as in Eq. (S6). The above
has been formulated in the non-linearized theory. To calculate the excess charge relative to the charge neutrality
point in the linearized theory, we split the bands between the two valleys and find

n(μ) := ñ(μ)− n0 =
2e

V

∑
ρ,b∈Ω,k

[f(ερbk − μ)− f0(ε0,ρbk)] = 2e
∑
ρ,b∈Ω

∫
dk

(2π)2
[f(ερbk − μ)− f0(ε0,ρbk)] , (S8)

where n is the excess charge density and Ω is now the set of bands in one valley.

The charge neutrality point μ∗ is determined from the equation n(μ∗) = 0. It is shown for different twist angles in
Figs. 2(g–i) of the main text, and is always located in the middle between the two DOS peaks.

III. SIMPLIFIED MODEL OF THE SUPERCONDUCTING STATE

The notion of weak or absent electron–phonon mediated superconductivity in pristine graphene is widely known.
Here we reconcile this notion with our results claiming that a quite simple BCS-style model could describe the
observations of superconductivity in twisted bilayer graphene. These results are not new, but we follow especially the
treatments in Refs. 1 and 2 and adopt to the notation of the main paper, along with some estimates.

We start from the generic self-consistency equation for the mean-field order parameter Δ. If Δ is position indepen-
dent, the Bogoliubov–de Gennes equation can be solved to yield

Δ = 4λ

∫ kc dk

(2π)2
Δ

Ek
tanh

(
Ek

2kBT

)
, (S9)

where the prefactor 4 comes from summation over the valley and band indices, where in the band sum we include
only the doubly degenerate lowest positive energy band. The cutoff kc is specified more below. We moreover assume
that Ek =

√
ε2k +Δ2. Here and below, without loss of generality we assume Δ = |Δ| ≥ 0. Our idea is to solve the

self-consistency equation in three cases: (i) at the Dirac point for a Dirac dispersion ε2k = �
2v2F k

2, (ii) for a Dirac
dispersion at non-zero doping μ, i.e., ε2k = (�vF k − μ)2, and (iii) for a flat band with and without doping, εk ≈ μ for
k ∈ ΩFB. In each case we have the normal-state solution Δ = 0, which we exclude by dividing both sides in Eq. (S9)
by Δ.

Note that Eq. (S9) does not represent the full self-consistency equation solved in the main text. Rather, we use it
here simply to provide estimates of the behavior of Δ in various limits.
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A. Linear dispersion, no doping

Far away from the magic angle, the twisted bilayer behaves as if the two graphene layers would be almost uncoupled.
This means that the low-energy dispersion exhibits two separate copies of the graphene Dirac dispersion. Inserting
an ultraviolet energy cutoff εc = �vF kc and performing the integral for the T = 0 gap function, the self-consistency
equation goes to the form

π�2v2F
2λ

= −Δ+
√
Δ2 + ε2c (S10)

or

Δ =
π�2v2F

4

λ2 − λ2
c

λλ2
c

, (S11)

where λc = π�2v2F /(2εc). Since Δ ≥ 0, this solution makes sense only if λ > λc, and otherwise the only possible
solution is the normal state Δ = 0.
In pristine graphene, the critical interaction strength can be written also in terms of the nearest-neighbour hopping

term3 γ0 ≈ 3 eV. Namely, within a nearest-neighbour tight-binding model the Fermi speed of graphene is vF =√
3γ0a/(2�), where a is the graphene lattice constant. We hence get

λc =
3π

8

γ0
εc

γ0a
2. (S12)

If the attractive interaction results from electron–phonon coupling, a typical cutoff energy could be of the order of the
Debye energy4 200meV. In this case λc ≈ 50 eVa2, 5 to 50 times larger than the values of λ used in our work. 100 to
200 meV is also the range of the maximum cutoff energy that we have used in our numerical results when including
the contribution from higher bands. Even if the cutoff εc would be of the order of γ0, the resulting λc would be one
order of magnitude larger than the smallest λ used in our results.

B. Linear dispersion, with doping

Let us try to reconcile the observations of superconductivity in Li or Ca doped graphene with the above idea. These
cases are more accurately described by5 within the Eliashberg theory. Here we just show in which sense doping fits
into the above picture. Assuming εk = ±�vF k−μ and Δ < εc, and cutting the integral at εk = εc the self-consistency
equation at T = 0 becomes1

π�2v2F
2λ

=
√
Δ2 + ε2c −

√
Δ2 + μ2 + |μ| ln |μ|+

√
Δ2 + μ2

Δ
. (S13)

Let us assume that Δ � |μ|, εc so that we can expand the right hand side in Δ. In this case we find an analytic
solution for Δ,

Δ = 2|μ| exp
[
− εc
|μ|

(
λc

λ
− 1

)
− 1

]
. (S14)

Let us assume a cutoff energy εc = 200meV and a coupling strength λ = λc/22 (corresponding to about 5 eVa2

with the above estimates). In this case, with μ = 0.7 eV we would get Δ = 1.3meV. This corresponds to a critical
temperature of 9K, in the same range as the one that was measured in Li or Ca doped graphene.6–9

C. Flat band estimate

Let us now make similar estimates for the flat-band case of the moiré superlattice. In this case, we assume that Δ
is larger than the bandwidth of the lowest-energy band. Within that band, we can hence approximate Ek ≈ Δ in
Eq. (S9) and at T = 0 the integral is over a constant function. As a result, we get

ΔFB =
λ

π2
ΩFB =

8λ√
3(3m2 + 3m+ 1)a2

, (S15)
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where ΩFB = 8π2/[
√
3(3m2 + 3m+ 1)a2] is the area of the first Brillouin zone of the moiré superlattice. Within the

model adapted in the main text, the magic angle is around m ≈ 34, in which case we would get ΔFB = 1.3×10−3λ/a2.
In Fig. 3b of the main text, the solid line has a slope of 1.0× 10−3λ/a2, i.e., very close to this simple estimate.

The temperature dependent Δ in the flat-band case is obtained by solving

Δ = ΔFB tanh

(
Δ

2kBT

)
. (S16)

At the critical temperature, Δ → 0, and we can hence expand the right hand side to the linear order in Δ/(2kBTc).
This directly yields kBTc = ΔFB/2.

In the case of a non-zero potential μ, we can use Ek ≈
√

μ2 +Δ2 in the self-consistency equation. It then becomes
(for Δ > 0)

Δ = ΔFB
Δ√

μ2 +Δ2
, or Δ =

√
Δ2

FB − μ2. (S17)

In this case superconductivity is hence suppressed when the absolute value of the chemical potential is larger than
ΔFB.

IV. SIMPLIFIED MODEL FOR COULOMB PSEUDOPOTENTIAL

Coulomb interaction differs from the electron–phonon interaction due to the fact that photons are almost instan-
taneous, whereas for phonon-mediated interaction we have to take the retardation into account. Usually in BCS
theory, and also in our model, we approximate the retardation by imposing an energy cutoff at the maximum phonon
frequency ωD in the self-consistency equation. For Coulomb interaction there is no physical cutoff, and consequently,
we cannot operate in purely low-energy regime. The high energy states do contribute logarithmically to Δ at low
energies.
The proper way to formulate the low-energy theory with a cutoff which also applies to the Coulomb interaction,

is to define a modified pseudopotential u∗ which replaces the bare interaction in the self-consistency equation and
takes the high-energy parts into account. If Δ(r) is position-dependent, the pseudopotential will be a matrix of two
position coordinates u∗(r, r′). If Δ is constant in space, the pseudopotential is a scalar.

We want to consider the effect of the Hubbard interaction, described in the continuum limit by the Hamiltonian

HHubbard =
u

2

∑
σ,α,i

∫
dr ψ†

σ,αi(r)ψ
†
σ̄,αi(r)ψσ̄,αi(r)ψσ,αi(r), (S18)

where u = Ua2 and U is the Hubbard parameter describing the on-site interaction in the tight-binding model. We
assume that U > 0 so that the interaction is repulsive. The inclusion of such an interaction has multiple effects in a
inhomogeneous system, but here we only consider the effect on the order parameter through the modification of the
self-consistency equation.

As we are now not doing a low-energy calculation, separation into valleys is not useful and we cannot do the
continuum approximation in which we assume that the graphene lattice L is duplicated infinitely many times in the
superlattice. Therefore, in the following the sums and integrals are done over the sets G ∈ SL∗/L∗ and k ∈ R

2/SL∗.
The two graphene valleys are then separated from each other by a large, but finite G-vector. The valley sum is thus
included in the sum over G and there is no valley index ρ.

For simplicity, we assume Δαi(G) = ΔδG,0 so that Δ has no position dependence and is the same on both layers and
sublattices. With this simplification, we can diagonalize the Hamiltonian Hk and the order parameter simultaneously
in the BdG equation (Eq. (5) of the main paper), which we write as

(Hk Δ1
Δ∗1 −Hk

)(
ukb

vkb

)
= Ekb

(
ukb

vkb

)
, (S19)

where the underlined quantities are matrices/vectors with indices G, α, and i. Let Gk be a unitary transformation
which diagonalizes the normal state Hamiltonian Hk. Then the above equation becomes

(
εk Δ1
Δ∗1 −εk

)(
u′
kb

v′kb

)
= Ekb

(
u′
kb

v′kb

)
, (S20)



5

where u′
kb = Gkukb, v

′
kb = Gkvkb and εk = GkHkG†

k. We now label the normal state eigenstates with band index
b. With constant Δ, the positive-energy BdG eigenstates are in simple correspondence with the eigenstates (both
positive and negative energy) of the normal state, and can also be labeled with the same indices. Concentrating to a
single Nambu-block of the BdG-equation,

(
εkb Δ
Δ∗ −εkb

)(
u′
kb

v′kb

)
= Ekb

(
u′
kb

v′kb

)
, (S21)

we find that the eigenenergies and eigenstates assume the usual BCS form

Ekb =

√
ε2kb + |Δ|2, (S22)

ukb =
eiφ√
2

(
1 +

εkb
Ekb

)1/2

, (S23)

vkb =
1√
2

(
1− εkb

Ekb

)1/2

, (S24)

where φ = arg(Δ).
The self-consistency equation [Eq. (4) in the main text with G = 0 and generalized to include energy-dependent

interactions] can be written in the above matrix notation as

Δkb,αi =
∑
b′

∫
dk′

(2π)2
V bb′
kk′

(
u†
k′b′Παivk′b′

)∗
tanh

(
Ek′b′

2kBT

)
, (S25)

where Παi is the projection operator to the sublattice α and layer i. We assume that the interaction has the simplified
BCS form

V bb′
kk′ = λθ(|εkb| − ωD)θ(|εk′b′ | − ωD)− u, (S26)

with electron–phonon cutoff at Debye energy ωD.
The sum of complete set of projection operators is an identity:

∑
α,i Παi = 1. To get rid of the projection operator,

we take the average over α and i. As Δkb,αi = Δkb, we get

Δkb =
1

4

∑
b′

∫
dk′

(2π)2
V bb′
kk′

(
u†
k′b′vk′b′

)∗
tanh

(
Ek′b′

2kBT

)
(S27)

=
1

4

∑
b′

∫
dk′

(2π)2
V bb′
kk′u′

k′b′(v
′
k′b′)

∗ tanh
(
Ek′b′

2kBT

)
. (S28)

In the second line, we did a basis transformation with the matrix G†
p.

We now divide Δkb = Δλ
kb+Δu into two parts, with Δλ

kb corresponding to the λ part of the interaction in the RHS
of Eq. (S28) and Δu corresponding to the u part of the interaction.10 The difference between the two terms is in the
energy dependence. Δλ

kb vanishes above the cutoff, but Δu has no energy dependence and persists at high energies.
With this division, the self-consistency equation splits into two coupled equations,

Δλ
kb =

λ

4

∑
b′

∫
|εk′b′ |<ωD

dk′

(2π)2
u′
k′b′(v

′
k′b′)

∗ tanh
(
Ek′b′

2kBT

)
× θ(|εkb| − ωD), (S29)

Δu = −u

4

∑
b′

∫
|εk′b′ |<ωD

dk′

(2π)2
u′
k′b′(v

′
k′b′)

∗ tanh
(
Ek′b′

2kBT

)
− u

4

∑
b′

∫
|εk′b′ |>ωD

dk′

(2π)2
u′
k′b′(v

′
k′b′)

∗ tanh
(
Ek′b′

2kBT

)
. (S30)

Above, we also split the sums and integrals over the eigenstates to low and high energy parts with ωD as the cutoff.
Assuming ωD 
 T,Δu, we can approximate that for high energy states

u′
kb(v

′
kb)

∗ tanh
(

Ekb

2kBT

)
≈ Δu

2|εkb| . (S31)
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FIG. S1. Dependence of the graphene pseudopotential renormalization constant α on the electron-phonon cutoff ωD. Pseu-
dopotential renormalization constant of TBG can be approximated with that of graphene if |t⊥| � ωD.

Inserting this into Eq. (S30), we can (partially) solve for Δu to obtain an equation which only refers to the low energy
states,

Δu = −u∗

4

∑
b′

∫
|εk′b′ |<ωD

dk′

(2π)2
u′
k′b′(v

′
k′b′)

∗ tanh
(
Ek′b′

2kBT

)
. (S32)

The high energy states renormalize the interaction constant, which is replaced by the Coulomb pseudopotential

u∗ =
u

1 + uα
, where α =

1

4

∑
b

∫
|εk′b′ |>ωD

dk

(2π)2
1

2|εkb| . (S33)

The equation for the full order parameter, including both interactions, is now

Δ =
λeff

4

∑
b′

∫
|εk′b′ |<ωD

dk′

(2π)2
u′
k′b′(v

′
k′b′)

∗ tanh
(
Ek′b′

2kBT

)
with λeff = λ− u∗. (S34)

If Δ(r) is position dependent, the derivation becomes more complicated, and in the end, the pseudopotential becomes
a matrix u∗(G,G′) instead of a scalar like above.

The pseudopotential renormalization parameter α now depends on structure of the high energy bands. It is not
very sensitive to the parameters of the system and for this calculation we assume t⊥ = 0 so that the two graphene
layers are completely independent of each other. The sums and integrals then transform as

α =
1

4

∑
b

∫
R

2/SL∗

|εkb|>ωD

dk

(2π)2
1

2|εkb| ≈
1

4

∑
i

∑
b∈±1

∫
R

2/L∗

|εkb|>ωD

dk

(2π)2
1

2|ε0kb|
(S35)

where ε0kb are the graphene eigenenergies calculated from the tight binding model with only nearest neighbour hoppings.
If approximated as above, α corresponds to the pseudopotential constant for graphene. We show the dependence

on the cutoff ωD in Fig. S1. With parameters ωD = 200meV and nearest neighbour hopping t = 3 eV, we find
that α ≈ 0.2 eV−1a−2, which holds as long as μ � ωD. The maximum value for the pseudopotential is thus
u∗
max = 1/α ≈ 5 eVa2, which is obtained in the limit U → ∞. For U = 5 eV, the effective interaction strength is

reduced to half of the bare interaction strength, u∗ ≈ 0.5u = 2.5 eVa2.
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We study superconductivity of twisted bilayer graphene with local and nonlocal attractive interactions. We
obtain the superfluid weight and Berezinskii-Kosterlitz-Thouless (BKT) transition temperature for microscopic
tight-binding and low-energy continuum models. We predict qualitative differences between local and nonlocal
interaction schemes which could be distinguished experimentally. In the flat-band limit where the pair potential
exceeds the band width we show that the superfluid weight and BKT temperature are determined by multiband
processes and quantum geometry of the band.
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Recent experimental discoveries of superconductivity in
bilayer graphene twisted close to a “magic angle” θ∗ [1–3] call
for a reconsideration of traditional theories of superconduc-
tivity [4,5], in particular because the superconductivity occurs
in a regime where the noninteracting electronic states form
an asymptotically flat (dispersionless) band [6–17]. As the
system is two-dimensional, the transition to superconductiv-
ity is bound to occur at the Berezinskii-Kosterlitz-Thouless
(BKT) temperature TBKT [18–20] which can be determined
from kBTBKT = π

8

√
det[Ds(TBKT)] [21,22]. Here Ds is the

superfluid weight that yields the size of the supercurrent for
a given phase gradient of the order parameter. In conventional
theory of superconductivity [23], Ds is proportional to the
group velocity of electronic bands around the Fermi level.
Thus Ds = 0 for a flat band, and superconductivity in twisted
bilayer graphene (TBG) appears puzzling. One might argue
it to be due to the bands not being perfectly flat; however,
we show here that a more likely explanation goes beyond the
conventional theory. Here we calculate TBKT for TBG as a
function of the superconducting order parameter and filling.
We use two models of TBG including both the flat and a
number of dispersive bands and show that superconductivity
in the flat-band regime has essentially a quantum geometric
origin.

Recently, it was found that Ds has, in addition to the con-
ventional contribution proportional to group velocity, a geo-
metric contribution arising frommultiband processes [24–28].
In a flat-band limit the geometric contribution dominates and
is bounded from below by the band Berry curvature [27] and
Chern number [24] [see also the discussion in the Supplemen-
tal Material (SM) [29] and Ref. [30] therein]. Here we show

*tero.t.heikkila@jyu.fi
†paivi.torma@aalto.fi

that the geometric contribution dominates Ds and TBKT in the
flat-band regime of TBG. Importantly, we show that including
only the few flat bands is not sufficient but one needs also a
number of dispersive bands to correctly predict the geometric
contribution. Therefore, approximate models of TBG such
as those with only flat bands, as used for deriving upper
[31] and lower [32] bounds of the superfluid weight and in
many other works [33–45], may not be suited for quantitative
predictions of TBG superconductivity. Moreover, we predict
that, in the flat-band regime, local (s-wave) and nonlocal
interactions yield distinct behavior, namely, an anisotropic
superfluidweight in the latter case. We propose a four-terminal
radio frequency spectroscopy experiment that can detect the
possible anisotropy and thus distinguish between the two
pairing mechanisms.

An outstanding problem in describing the TBG physics
theoretically [33–44,46–62] is the fact that the unit cell of
the moiré superlattice with twist angles close to θ∗ contains a
large amount of carbon atoms [Fig. 1(a)], and therefore TBG
theory should take a stand on how to describe the interlayer
couplings within this unit cell. Here we use and compare with
each other two of the previously used approximation proce-
dures: (1) the renormalized moiré (RM) approach [56,63],
where we scale some coupling energies by a suitable scal-
ing factor to find the flat bands at a higher θ , resulting in
a smaller unit cell, and (2) the Dirac point approximation
(DP) [11,51,64], where we make a low-energy approximation
near the graphene Dirac points by linearizing the intralayer
Hamiltonians and using a cutoff in the superlattice Fourier
space. Both of these approaches go beyond those often used
in TBG literature, either based on a single-parameter coupling
model, or a vastly reduced four-band model [31,32,65–67].

Theoretical models. In the renormalized moiré
lattice method (RM), we deploy the Fermi-Hubbard
Hamiltonian as [29] H = Hkin − μN + Hint, where
Hkin = ∑

iα jβσ tiα jβc
†
iασ c jβσ is the kinetic term, N is the

total particle number operator, and Hint is the effective

2469-9950/2020/101(6)/060505(7) 060505-1 ©2020 American Physical Society
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FIG. 1. (a) The moiré superlattice of TBG depicted with a twist
angle θ and the choice of the x and y axes. (b), (c) Single-particle
energy band structures of the RM and DP methods, respectively,
plotted within the moiré Brillouin zone along the path connecting
the high symmetry points shown in the inset of (b). In the DP model
(c) the bands coming from the valley K (K′) are drawn as solid
(dashed) lines.

attractive interaction described below. Here ciασ annihilates a
fermion in the αth lattice site of the ith moiré superlattice unit
cell with spin σ ∈ {↑,↓}, μ is the chemical potential, and the
hopping tiα jβ includes both the intra- and interlayer terms.

Since the type of the interaction is not currently known,
we consider two different singlet pairing potentials, namely,
the local pairing Hint = J

∑
iα c

†
iα↑c

†
iα↓ciα↓ciα↑ ≡ Hloc and the

nearest-neighbor (NN) pairing Hint = J
2

∑
〈iα jβ〉 h

†
iα jβhiα jβ ≡

HRVB, where hiα jβ = (ciα↑c jβ↓ − ciα↓c jβ↑) and J < 0 is the
interaction strength. The local interaction has been used
to study s-wave superconductivity, mediated by electron-
phonon interaction, both in graphene [68–71] and in TBG
[51,52]. The nonlocal, called resonance valence bond (RVB)
interaction [72,73], has also been used both in the case
of monolayer graphene [74–78] (see also SM [29] and
Refs. [79–81] therein) and TBG [56]. We keep only the
pairing channels by applying mean-field theory to approx-
imate Hloc ≈ �iαc

†
iα↑c

†
iα↓ + H.c. and HRVB ≈ �iα jβh

†
iα jβ +

H.c., where �iα = J〈ciα↓ciα↑〉 and �iα jβ = J
2 〈hiαβ〉 are the

superfluid order parameters, respectively.
To reduce the number of lattice sites M within a moiré

unit cell (around 12 000 for twist angle θ ∼ 1◦), we apply
a rescaling trick [56,63] under which the Fermi velocity
of a monolayer graphene and the moiré periodicity remain
invariant but θ becomes larger and thus reduces M. In our
computations we use the rescaling such that M = 676 and the
rescaled angle is θ ′ = 4.41◦ [29] which reproduces the four
narrow bands of the bandwidth of 10 meV found experimen-
tally with θ ∼ 1◦ [see Fig. 1(b)].

In the Dirac point continuum method (DP)
we employ the low-energy [11,29,51] Dirac point
approximation for the two graphene layers as H1

kin =∑
σρkG c†σρ,1(k + G)h̄vFσρ · (k + G)cσρ,1(k + G) and

H2
kin = ∑

σρkG c†σρ,2(k + G)h̄vFσ
ρ

θ · (k + G)cσρ,2(k + G)

and couple the layers by H⊥
kin = ∑

σρkGG′ c†σρ,1(k +
G + ρ �K

2 )tρ⊥(G − G′)cσρ,2(k + G′ − ρ �K
2 ) + H.c. Here

cσρ,l (k) = [cσρ,lA(k), cσρ,lB(k)]T in the sublattice space,
where cσρ,ls(k) is the annihilation operator for spin σ ,
valley ρ ∈ {+,−}, layer l , sublattice s, and wave vector
k, σρ = (ρσx, σy) is a vector of Pauli matrices in the

sublattice space, σ
ρ

θ = R(θ )σρ is the θ -rotated version of
it, tρ⊥(G) is the Fourier component [82] of a Slater-Koster
[83] parametrized interlayer potential (times an exponential
factor), �K = R(θ )K − K is the difference vector from the
graphene K point to its rotated counterpart, and vF is the
graphene Fermi velocity. The k sum is over the the moiré
Brillouin zone and the G, G′ sums are over the (truncated)
reciprocal superlattice.

We then write the total Hamiltonian as H =
H1

kin + H2
kin + H⊥

kin − μN + Hint, where N is the total
particle number operator. To describe the superconducting
state with a local pairing interaction λ we use Hint =
λ

∑
ls

∫
dr rψ†

↑ρ,ls(r)ψ
†
↓ρ̄,ls(r)ψ↓ρ̄,ls(r)ψ↑ρ,ls(r), which is

treated in the mean-field level [29]. Here ρ̄ is the opposite
valley of ρ and ψσρ,ls(r) is the continuum electron field
operator.

Order parameters, superfluid weight, and pairing symme-
try. In experiments [1–3] superconducting (SC) and corre-
lated insulating states have been observed with the magic
angle twist such that insulating states emerge for the flat-
band fillings ν ∈ {0,±1,±2,±3} and SC states surround the
insulating states close to ν ∈ {0,±1,±2} with the SC phase
near ν = −2 being observed at temperature as high as ∼3 K
[2,3]. Here ν is the electron density per moiré unit cell so that
the charge neutrality point (CNP) corresponds to ν = 0 and
narrow bands are empty (full) when ν = −4 (ν = 4).

To determine the superfluid weight Ds, we first solve order
parameters from the BCS gap equations [29]. In Figs. 2(a)
and 2(b) we show the spatial profiles for the local and RVB
interactions computed with the RMmethod at ν ≈ −2. Here J
is chosen such that the maximum value of the order parameter
is max |�| ≈ 3.4 meV. From Figs. 2(c) and 2(d) we see
max |�| depending almost linearly on the interaction constant,
which is typical for generic flat-band systems [4,5,24,25,51].
From the obtained order parameter values one can compute
Ds. For easier comparison between the RM and DP models,
below we use max |�| as a “parameter.” For clarity, note that
the used interaction strengths are much larger than the actual
energy gap max |�|, and they are of the order of the energy
separation to the dispersive bands [see Figs. 2(c) and 2(d)].

To obtain Ds we use linear response theory. In the mean-
field level [84,85] the zero-frequency, long-wavelength limit
of the current-current response function Kμν (q, ω) is Ds, i.e.
(μ, ν ∈ {x, y}),

Ds
μν = lim

q→0
[ lim
ω→0

Kμν (q, ω)]. (1)

In Ref. [27] this was computed for a generic multiorbital
lattice geometry with the local interaction. The details on how
Ds

μν is obtained for our different models are discussed in the
SM [29].

In Fig. 2(e) we present Ds as a function of max |�| at
ν = −2 for both local (obtained with RM and DP) and RVB
interactions (only RM). Figures 2(a), 2(b), and 2(e) depict
a striking distinction between the local and RVB pairing
schemes related to the pairing symmetry and the resulting
form of Ds. The local pairing, yielding an s-wave symmetry,
conserves the underlying C3 symmetry of the TBG lattice
[Fig. 2(a)] and Ds is isotropic [29], i.e., Ds

xx = Ds
yy and Ds

xy =
Ds

yx = 0. By contrast, the RVB pairing with strong enough
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FIG. 2. (a), (b) Spatial profiles of the order parameter for local
and RVB interaction schemes, respectively, computed with RM. The
DP model for the local interaction yields a similar spatial distribution
[51]. In the case of RVB, �iα jβ are plotted at riα . Red parallelograms
represent the moiré unit cell. The maximum order parameter in
both cases is max |�| ≈ 3.4 meV. (c), (d) max |�| as a function
of the interaction strength at ν ≈ −2 for the RM and DP methods,
respectively. Here a is the graphene lattice constant. (e) Spatial
components of Ds as a function of max |�| at ν ≈ −2 for local
and RVB pairing. For local interaction Ds

xx = Ds
yy = Ds. Inset of (e)

shows the total density of states (DOS) for RVB (blue curve) and
local interaction (red) at max |�| ≈ 3.4 meV computed with RM.
The dashed curve is the DOS for local interaction obtained with DP
at max |�| ≈ 3.5 meV. From the DOS we see the nematic phase
being gapless, while the s-wave state is gapped. The RM results are
evaluated at T ≈ 0.1 K, whereas the DP results at T = 0.

interaction breaks the C3-rotational symmetry and yields a
nematic pairing pattern in real space [Fig. 2(b)] which leads to
an anisotropic response, i.e., Ds

xx �= Ds
yy and Ds

xy = Ds
yx �= 0.

The s wave is gapped, whereas the nematic phase has nodal
points in the moiré Brillouin zone [see also the inset of
Fig. 2(e)]. The anisotropic Ds results in an anisotropic kinetic
inductance of TBG, and it can in principle be accessed via
radio frequency impedance spectroscopy [86] in a Hall-like
four-probe setup.

As seen from Fig. 2(e), Ds for the RVB interaction in the
weak-coupling regime is still isotropic. This phase has the
mixed (d + id ) + (p+ ip) symmetry with a full energy gap,
whereas the nematic phase of the flat-band regime is identified
as a mixture of s-, p-, and d-wave components [56], with the d
wave being the dominant symmetry. Our results for the pairing
symmetry are in agreement with Ref. [56] and they differ
from the topological d + id symmetry predicted in many TBG
studies [33,36,37,41,42,46,53,59,60,87] and also from other
proposed symmetries which include s wave [50–52,55,57,59],

FIG. 3. (a), (b) TBKT and kBTBKT/max |�(T = 0)|, respectively,
as a function of max |�(T = 0)| at ν ≈ −2. This result is almost
independent of the filling [29]. (c), (d) TBKT as a function of ν at
max |�| ≈ 0.4 meV and max |�| ≈ 3 meV at CNP, respectively.

extended s wave [40,43,48,87], p wave [55,58], p+ ip wave
[39], d wave [52,55,58], and f wave [38,41,42,55]. Apart
from Ref. [56], nematic pairing has been predicted only in
a few works [39,44,53,54,61,88].

BKT-transition temperature. By computing Ds, one can
determine TBKT. In Fig. 3(a) we show TBKT as a function
of max |�|. We can distinguish two qualitatively different
regimes: In the weak-coupling limit the RVB and local in-
teractions yield similar TBKT, whereas for stronger interac-
tions TBKT depends on the pairing model. Moreover, around
max |�| � 2 meV the behavior of the TBKT curves is almost
linear, in accordance with previous studies [24,25] where
Ds of a flat band with the local interaction was shown to
depend linearly on the pairing strength. In our case the narrow
bands are not exactly flat but slightly dispersive and thus their
flat-band characteristics manifest only when the interaction
strength is sufficiently large [51]. Because of this, we call
the regime with max |�| � 2 meV as the flat-band limit. In
this regime the DP and RM results are in agreement, whereas
for weak interactions the results differ due to different band
structures.

The difference of the two interaction schemes is fur-
ther highlighted in Fig. 3(b) which presents the ratio
kBTBKT/max |�(T = 0)|. At the flat-band limit this ratio
approaches a constant whose value depends on the pairing
potential. In experiments one can measure TBKT and in princi-
ple also deduce � [from the local density of states (LDOS)]
and thus the ratio of these two quantities can be used to
characterize the SC pairing observed in experiments.

In Figs. 3(c) and 3(d) we present TBKT as a function of ν.
The weak-coupling regime shows a dome-shaped structure of
TBKT which reaches its maxima near the half-fillings of the
hole- and electron-doped regimes, similar to experiments [3].
In the RM model the hole-doped region is much stronger due
to higher density of states at negative energies [see Fig. 1(b)],
while the DP model exhibits approximate electron-hole sym-
metry. The strong asymmetry of the RM model is due to the
applied rescaling approximation which amplifies the finite but
small asymmetry of the unscaled model [29]. In the flat-band
limit, the shape of the one-particle dispersions are, except for
the pronounced particle-hole asymmetry of the RM model,
completely dissolved.
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FIG. 4. Various superfluid components as a function of max |�|
at ν ≈ −2 and T = 1.5 K for the (a) RVB and (b) local interaction
obtained from the RM model. Blue curve is Ds and blue (pink)
area depicts Ds

geom (Ds
conv). Results for Ds and Ds

conv computed by
considering only four and eight Bloch bands are also shown, labeled
as Ds

4, D
s
8, and Ds

4/8,conv. We have numerically checked that Ds
conv ≈

Ds
4,conv.

Geometric contribution. One can decompose Ds to con-
ventional, Ds

conv, and geometric, Ds
geom, parts, so that Ds =

Ds
conv + Ds

geom [24,27,29]. The conventional term depends on
the inverse of the effective mass of the Bloch bands and is
thus a single-band contribution, whereas Ds

geom is a multiband
effect depending on the overlap of the Bloch states and their
momentum derivatives of the form 〈∂kn|m〉, where |m〉 are the
single-particle states of the mth Bloch band and n �= m [27],
i.e., Ds

geom = 0 for a single-band system. For a strictly flat
band, Ds

conv = 0 so its superconductivity is purely a multiband
process characterized by a finite Ds

geom. This raises an intrigu-
ing question related to the TBG system: How much do the
interband terms between dispersive and narrow bands affect
Ds via Ds

geom?
We study this question in Fig. 4 for RVB [Fig. 4(a)]

and local [Fig. 4(b)] pairing by presenting the total Ds and
its components. We further show results obtained by taking
into account [29] either only the four flat bands or the eight
lowest (four flat, four dispersive) bands labeled as Ds

4 and Ds
8,

respectively. In both pairing cases the contribution coming
from the four flat bands only is relatively small for larger
interactions. The contribution of eight bands is larger due to a
larger Ds

geom, which is caused by the interband terms between
dispersive and flat bands as the terms between the dispersive
bands only are negligible. The slight dispersion of the narrow
bands results in a finite Ds

conv. Note that Ds
conv ≈ Ds

4,conv, i.e.,
Ds − Ds

4,conv gives the total Ds
geom. From Fig. 4 we see that,

at max |�| ∼ 1 . . . 2 meV, i.e., when the system enters the
flat-band regime, Ds

geom surpasses Ds
conv for local pairing and

becomes significant in the RVB case. An important implica-
tion of Fig. 4 is the importance of the dispersive bands when
computing Ds and the insufficiency of four-band models even
if the pairing occurs predominantly within the four narrow

bands. Also for a noninteracting system, higher bands have
been argued to be necessary, but for different (symmetry)
reasons [89].

Discussion. Our work shows that TBG is characterized
by two distinct superconducting regimes. When � is much
smaller than the flat-band bandwidth, the superfluid weightDs

and the BKT transition temperature TBKT are well described
by conventional theory of superconductivity. On the other
hand, in this weak-coupling regime the results are somewhat
different for the RM and DP models. This is consistent with
the low-energy dispersion in TBG being very sensitive to
the details of the model used [90]. In the flat-band regime
where � is larger than the width of the significant density of
states in the flat bands, a major contribution to the superfluid
weight Ds originates from the geometric properties of the
bands. The geometric contributionDs

geom is proportional to the
quantum metric [24] whose importance in physics has been
recently emerging [24–28,91–104]. Moreover, in the flat-band
regime, both Ds and TBKT depend sensitively on the pairing
mechanism, but not strongly on the employed microscopic
model. In particular, for a non-local RVB interaction Ds be-
comes anisotropic, which could be seen in four-terminal radio
frequency spectroscopy experiments to reveal information
about the pairing mechanism more directly than the LDOS
measurements of [105–107].

Within both of our models, at θ∗ the crossover between
the two regimes takes place for � = 1 . . . 2 meV, implying
TBKT ≈ 1.5 . . . 3 K. This is also the ballpark of the experi-
mentally accessed critical temperatures [2,3]. Thus the geo-
metric contribution of the superfluid weight and the depen-
dence on the pairing mechanism should be relevant for current
experiments. An interesting future direction of research is
to include other interaction channels than pairing and ex-
plore the insulating states observed in TBG [2,3,108]. Based
on our results, one can anticipate that quantum geometry
and multiband processes are important in superconductivity
and correlated states of other twisted multilayer materials
[42,109–122].

Note added. Recently, a related work [123] appeared at the
arXiv preprint server.
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[39] B. Roy and V. Juričić, Phys. Rev. B 99, 121407(R) (2019).
[40] Y. Sherkunov and J. J. Betouras, Phys. Rev. B 98, 205151

(2018).
[41] Y.-P. Lin and R. M. Nandkishore, Phys. Rev. B 98, 214521

(2018).
[42] L. Classen, C. Honerkamp, and M. M. Scherer, Phys. Rev. B

99, 195120 (2019).
[43] S. Ray, J. Jung, and T. Das, Phys. Rev. B 99, 134515 (2019).
[44] J. F. Dodaro, S. A. Kivelson, Y. Schattner, X. Q. Sun, and C.

Wang, Phys. Rev. B 98, 075154 (2018).
[45] J. Kang and O. Vafek, Phys. Rev. Lett. 122, 246401 (2019).
[46] T. Huang, L. Zhang, and T. Ma, Sci. Bull. 64, 310 (2019).
[47] V. Kozii, H. Isobe, J. W. F. Venderbos, and L. Fu, Phys. Rev.

B 99, 144507 (2019).
[48] Z. Liu, Y. Li, and Y.-F. Yang, Chin. Phys. B 28, 077103

(2019).
[49] D. M. Kennes, J. Lischner, and C. Karrasch, Phys. Rev. B 98,

241407(R) (2018).
[50] Y. W. Choi and H. J. Choi, Phys. Rev. B 98, 241412(R)

(2018).
[51] T. J. Peltonen, R. Ojajärvi, and T. T. Heikkilä, Phys. Rev. B 98,

220504(R) (2018).
[52] F. Wu, A. H. MacDonald, and I. Martin, Phys. Rev. Lett. 121,

257001 (2018).
[53] F. Wu, Phys. Rev. B 99, 195114 (2019).
[54] F. Wu and S. Das Sarma, Phys. Rev. B 99, 220507(R)

(2019).
[55] F. Wu, E. Hwang, and S. Das Sarma, Phys. Rev. B 99, 165112

(2019).
[56] Y. Su and S.-Z. Lin, Phys. Rev. B 98, 195101 (2018).
[57] H. C. Po, L. Zou, A. Vishwanath, and T. Senthil, Phys. Rev. X

8, 031089 (2018).
[58] H. Isobe, N. F. Q. Yuan, and L. Fu, Phys. Rev. X 8, 041041

(2018).
[59] E. Laksono, J. N. Leaw, A. Reaves, M. Singh, X. Wang,

S. Adam, and X. Gu, Solid State Commun. 282, 38
(2018).

[60] M. Fidrysiak, M. Zegrodnik, and J. Spałek, Phys. Rev. B 98,
085436 (2018).

[61] J. W. F. Venderbos and R. M. Fernandes, Phys. Rev. B 98,
245103 (2018).

060505-5



A. JULKU et al. PHYSICAL REVIEW B 101, 060505(R) (2020)

[62] J. González and T. Stauber, Phys. Rev. Lett. 122, 026801
(2019).

[63] L. A. Gonzalez-Arraga, J. L. Lado, F. Guinea, and P. San-Jose,
Phys. Rev. Lett. 119, 107201 (2017).

[64] J. M. B. Lopes dos Santos, N. M. R. Peres, and A. H. Castro
Neto, Phys. Rev. Lett. 99, 256802 (2007).

[65] N. F. Q. Yuan and L. Fu, Phys. Rev. B 98, 045103 (2018).
[66] J. Kang and O. Vafek, Phys. Rev. X 8, 031088 (2018).
[67] M. Koshino, N. F. Q. Yuan, T. Koretsune, M. Ochi, K. Kuroki,

and L. Fu, Phys. Rev. X 8, 031087 (2018).
[68] E. Zhao and A. Paramekanti, Phys. Rev. Lett. 97, 230404

(2006).
[69] B. Uchoa and A. H. Castro Neto, Phys. Rev. Lett. 98, 146801

(2007).
[70] N. B. Kopnin and E. B. Sonin, Phys. Rev. Lett. 100, 246808

(2008).
[71] M. V. Hosseini, Europhys. Lett. 110, 47010 (2015).
[72] P. W. Anderson, Science 235, 1196 (1987).
[73] P. A. Lee, N. Nagaosa, and X.-G. Wen, Rev. Mod. Phys. 78,

17 (2006).
[74] G. Baskaran, Phys. Rev. B 65, 212505 (2002).
[75] A. M. Black-Schaffer and S. Doniach, Phys. Rev. B 75,

134512 (2007).
[76] S. Pathak, V. B. Shenoy, and G. Baskaran, Phys. Rev. B 81,

085431 (2010).
[77] A. M. Black-Schaffer, Phys. Rev. Lett. 109, 197001 (2012).
[78] A. M. Black-Schaffer and C. Honerkamp, J. Phys.: Condens.

Matter 26, 423201 (2014).
[79] B. Roy and I. F. Herbut, Phys. Rev. B 82, 035429 (2010).
[80] M. L. Kiesel, C. Platt, W. Hanke, D. A. Abanin, and R.

Thomale, Phys. Rev. B 86, 020507(R) (2012).
[81] C. Honerkamp, Phys. Rev. Lett. 100, 146404 (2008).
[82] In Ref. [51] we only included three of the largest Fourier

components of the interlayer coupling. Now we include all
of them, up to the same cutoff used also in the Hamiltonians.
With this added modification the magic angle moves to θ =
1.08◦, the bandwidth of the flat bands increases to ∼10 meV,
and a gap of 20 meV is opened between the flat bands and the
next lowest bands.

[83] J. C. Slater and G. F. Koster, Phys. Rev. 94, 1498 (1954).
[84] D. J. Scalapino, S. R. White, and S. C. Zhang, Phys. Rev. Lett.

68, 2830 (1992).
[85] D. J. Scalapino, S. R. White, and S. Zhang, Phys. Rev. B 47,

7995 (1993).
[86] F. Chiodi, M. Ferrier, K. Tikhonov, P. Virtanen, T. Heikkilä, M.

Feigelman, S. Guéron, and H. Bouchiat, Sci. Rep. 1, 3 (2011).
[87] M. Angeli, E. Tosatti, and M. Fabrizio, Phys. Rev. X 9, 041010

(2019).
[88] D. V. Chichinadze, L. Classen, and A. V. Chubukov,

arXiv:1910.07379.
[89] H. C. Po, L. Zou, T. Senthil, and A. Vishwanath, Phys. Rev. B

99, 195455 (2019).
[90] N. R. Walet and F. Guinea, arXiv:1903.00340.
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I. DETAILS OF THE RENORMALIZED MOIRÉ (RM) AND DIRAC POINT (DP) MODELS

In this section we provide additional information on the details of our RM and DP models and how the order
parameters are solved from both models.

A. Renormalized moiré model (RM)

1. Computation of the order parameters

Let us start by writing the Fermi-Hubbard model already presented in the main text:

H =
∑

iαjβσ

tiαjβc
†
iασcjβσ − μ

∑
iασ

c†iασciασ +Hint, (S1)

where for the kinetic hopping amplitudes tiαjβ we use the parametrization provided by the Slater-Koster table of
interatomic matrix elements [1] for pz orbitals of the carbon atoms:

tiαjβ = t(r) = t0 exp
[
− β

r − b

b

]x2 + y2

r2
+ t1 exp

[
− β

r − c0
b

]z2
r2

, (S2)

where for simplicity we have denoted the distance between riα and rjβ as r = [x, y, z]. Here the z-axis is perpendicular
with respect to the graphene layers. The first term in Eq. (S2) describes the intralayer hopping processes (z = 0),

whereas the interlayer processes are mainly described by the latter term. Here b = a0/
√
3 is the distance between the

nearest-neighbour carbon atoms, a0 = 0.246 nm is the lattice constant of graphene, and c0 = 0.335 nm is the interlayer
distance. In our calculations we use parameters t0 = −2.7 eV, t1 = 0.297 eV, and β = 7.2. We restrict the interlayer
hopping to the terms with r < 4b and consider only the nearest-neighbour intralayer hopping terms.

For the interaction Hamiltonian, we use two different kinds of forms, namely the local attractive Hubbard interaction

Hint = J
∑

iα c†iα↑c
†
iα↓ciα↓ciα↑ ≡ Hloc and the resonance valence bond (RVB) type nearest-neighbour pairing potential

Hint =
J
2

∑
〈iαjβ〉 h

†
iαjβhiαjβ ≡ HRVB, in order to see how the nature of the interaction Hamiltonian affects Ds and

TBKT. Local interaction has been extensively used in the past graphene [2–5] and TBG studies [6, 7] to model s-
wave superconductivity mediated by electron-phonon interaction. Strictly speaking, in graphene the local (meaning
also intrasublattice) interaction does not capture all implications of the attractive interaction mediated by electron–
phonon coupling, but also the next-nearest neighbour interactions are often also included [2, 7]. In those works, it has
been shown that the intersublattice coupling results to d-wave pairing. However, s-wave pairing was found to be the
dominant pairing mediated by electron–phonon coupling, in which case the mean-field results of Ref. 7 are essentially
the same as in the completely local model used in e.g. Ref. 6.
In addition to local pairing potentials, also RVB and other non-local pairing schemes have been applied both

in graphene [2, 8–13] and TBG studies [14]. To understand the RVB pairing scheme, let us note that it can be
rewritten as Hint = |J |∑〈iαjβ〉 Siα · Sjβ + 1/4niαnjβ , where Siα are spin operators, which is the usual Heisenberg

antiferromagnetic Hamiltonian [15]. For example, in the usual case of large repulsive on-site Coulomb interaction, the
system Hamiltonian assumes the form of the t−J model which has the double occupancy excluded and the interaction
term is the aforementioned Heisenberg antiferromagnet. This leads to e.g. antiferromagnetic Mott-physics in case of
a undoped simple square lattice as is well known [16].
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In our case we use RVB interaction but without the exclusion of the double occupancy, as in case of graphene the
on-site repulsive Coulomb interaction between electrons is not necessarily large enough to justify the t−J model. Early
treatments of planar organic molecules of σπ-bonds were heavily based on the RVB approach [17] and in 2002 it was
suggested [8] that the RVB approach would be a viable model to describe possible superconductivity in doped graphene
and other similar organic layers. The argument for this is similar than in the case of the usual t − J Hamiltonian:
repulsive on-site Coulomb interaction results in two-body singlet correlations between neighbouring sites. However, as
the on-site repulsion is not large enough, double occupancy is not entirely ruled out. Later in 2007 the RVB model was
used in the mean-field level to show the possibility of d+ id superconductivity in doped graphene layers [9]. In 2010,
the authors of Ref. 10, inspired by the works of Refs. 8 and 9, performed rigorous variational quantum Monte Carlo
calculations by assuming local on-site Couloumb repulsion and showed that, indeed, doped graphene can support
supercurrent with finite nearest-neighbour singlet pairing (RVB) correlations. Thus, non-local singlet pairing can be
thought to originate from the Hubbard model of the graphene layers via the Coulomb electron-electron repulsion.
Non-local singlet d + id (and for some parameters also triplet f -wave) pairing in case of doped graphene was also
obtained in Ref. 18 where functional renormalization group calculations were performed by assuming local and non-
local repulsive Coulomb interactions. The authors of Ref. 18 showed that in graphene next-nearest-neighbour (NNN)
and next-next-nearest-neighbour (NNNN) pairing schemes are possible. The nearest-neighbour RVB interaction used
in our work is one of the simplest possible non-local pairing potentials but of course it would be interesting to also
analyze these NNN and NNNN pairing schemes. This remains a topic of future studies.
To evaluate the chosen interaction Hamiltonians, we apply standard mean-field decoupling which yields

Hloc ≈
∑
iα

Δiαc
†
iα↑c

†
iα↓ +H.c., (S3)

HRVB ≈
∑

〈iαjβ〉
Δiαjβ(c

†
iα↑c

†
jβ↓ − c†iα↓c

†
jβ↑) + H.c., (S4)

where the order parameters are Δiα = J〈ciα↓ciα↑〉 and Δiαjβ = J
2 〈cjβ↓ciα↑ − cjβ↑ciα↓〉.

By using mean-field interaction terms (S3) and (S4) and by exploiting the translational invariance, it is easy to
rewrite the Hamiltonian (S1) in the momentum space as

H =
∑
k

ΨkHkΨk, where (S5)

Ψk = [ck↑, c−k↓]T , (S6)

ckσ = [cα=1,k,σ, cα=2,k,σ, ..., cα=M,k,σ]
T , (S7)

cαkσ =
1√
V

∑
iα

eik·riαciασ, and (S8)

Hk =

[H↑(k)− μ↑ Δ(k)
Δ†(k) −H∗

↓(−k) + μ↓,

]
, (S9)

where the diagonal (off-diagonal) blocks are the Fourier transforms of hopping (pairing) terms. Here M is the number
of lattice sites per unit cell, V is the total area of the system and k belong to the unit cell of the reciprocal lattice.

By solving the BdG eigenproblem Hk |ψik〉 = Eik |ψik〉, we obtain the eigendecomposition Hk = VkDkV
†
k . The

diagonal matrix Dk contains the eigenenergies Eik, whereas the columns of the unitary matrix Vk are the eigenstates
|ψik〉. One can then write down the self-consistent gap equations for the order parameters with the aid of Dk and Vk.
For the local interaction these read

Δiα = J〈ciα↓ciα↑〉 = J

N

∑
k

[
Vkf(Dk)V

†
k

]
α,M+β

, (S10)

and correspondingly for the RVB

Δiαjβ =
J

2
〈cjβ↓ciα↑ − cjβ↑ciα↓〉 = J

2N

∑
k

{
e−ik·rreljβiα

[
Vkf(Dk)V

†
k

]
α,M+β

− eik·r
rel
jβiα

[
Vk

(
12M − f(Dk)

)
V †
k

]
β,M+α

}
,

(S11)

where rreljβiα ≡ rjβ − riα, f is the Fermi-Dirac distribution, N is the number of unit cells, and 12M is a unity matrix
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of size 2M × 2M . The densities for each lattice sites can be solved from the following equations,

niα↑ =
1

N

∑
k

[
Vkf(Dk)V

†
k

]
α,α

, (S12)

niα↓ =
1

N

∑
k

[
Vk

(
12M − f(Dk)

)
V †
k

]
M+α,M+α

. (S13)

The gap equations [Eqs. (S10) or (S11)] and density equations (S12) are solved iteratively with the fixed-point
iteration scheme by choosing a random initial ansatz for the order parameters. The iteration is terminated when
the order parameters and densities are converged to a stable solution of the gap equations. Due to the translational
invariance, we can write Δiα = Δα, Δiαjβ = Δαβ and niασ = nασ. For local interaction there exist M order
parameters (for each lattice site in the unit cell) and in case of RVB there are 3M order parameters to be solved (for
each nearest-neighbour bond). From the obtained order parameters one can then compute the superfluid weight Ds

as explained in section II.

2. Rescaling approximation

When the bilayer graphene systems are twisted close to experimentally used magic angle θ∗ ≈ 1◦, the unit cell
consists of around 12000–13000 lattice sites. Such a huge problem is computationally a rather heavy task and thus
we decrease the number of lattice sites per unit cell, M , by applying a rescaling trick which keeps invariant two
important observables, namely the Fermi velocity of a single graphene vF and the moiré superlattice periodicity a
while increasing the twist angle θ and thus decreasing M . More specifically, the Fermi velocity is proportional to a0
and t0, so that vF ∝ a0t0. On the other hand, the moiré periodicity is a = a0/2 sin(θ/2). With this information, one
can introduce the following rescaling under which a and vF remain invariant [14, 19]:

t′0 =
t0
λ
, a′0 = λa0, c′0 = λc0, λ =

sin θ′/2
sin θ/2

, (S14)

where the primed quantites are the ones used in computations. With this trick one can apply much larger twist angles
θ′ than the usual magic angle θ ∼ 1◦ and thus have much less lattice sites per moiré unit cell than at θ ∼ 1◦. The
rescaling is characterized by the rescaling parameter λ � 1: larger λ means more aggressive rescaling and larger θ′,
whereas λ = 1 corresponds to the unscaled model.

Most importantly, the rescaling is able to reproduce the flat bands and dispersive bands sufficiently well near the
charge neutrality point as demonstrated in Fig. S1 where the low energy band structure is depicted for three different
scaling parameters λ. The unscaled angle is chosen to be θ = 1.0138◦ and the rescaled angles are θ′ = 4.4085◦,
θ′ = 1.8901◦, and θ′ = 1.0178◦, corresponding to the scaling factors of λ = 4.3475, λ = 1.8643, and λ = 1.004 (we
do not use here λ = 1 as our twist θ = 1.0138◦ is not strictly commensurate, i.e. it strictly does not yield periodic
structure, whereas our twist angles θ′ used in the computations are always commensurate i.e. they strictly preserve
the translational invariance.) We see that already a rather aggressive rescaling with M = 676 and λ = 4.3475 is able
to reproduce reasonably well the low energy band structure and a less aggressive rescaling of λ = 1.8643 is in practice
identical to the unscaled band structure. From Fig. S1 we also see that rescaling amplifies the small electron-hole
symmetry of the unscaled system. This explains why we see a fairly non-symmetric TBKT profile as a function of
filling for RM model as shown in Figs. 2(c)–(d) of the main text.
The rescaling approximation can be qualitatively understood by noting that under the rescaling the intraband

hopping becomes smaller, i.e. the interband hopping terms become relatively more prominent and therefore one does
not need to apply such a small twist angle to obtain flat band structures near the charge neutrality point.

3. Choosing the twist angle

More aggressive rescaling, i.e. larger λ, yields a smaller amount of lattice sites per moiré unit cell. However, λ
cannot be arbitrarily large as too strong rescaling cannot reproduce the original unscaled one-particle energy band
structure. Feasibility of a specific rescaling λ depends on the value of θ. Some twist angles θ allow one to use more
aggressive rescaling than some other twist angles.
The unscaled tight-binding model yields reasonably narrow bands near the charge neutrality point for the twist

angles in the range of around θ ≈ 0.95◦ . . . 1.05◦ so that the bandwidth of the flat bands at θ = 1.05◦ is around
20meV, whereas near 0.95◦ it is less than 10meV. In this angle range also the band gaps between the dispersive and
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FIG. S1. (a)–(c) Low energy band dispersions for θ = 1.0138◦ by using three different rescaling strengths. The most aggressive
rescaling, namely λ = 4.3475, slightly alters the shape of the flat bands but at the same time yields a considerably easier
problem to solve with only 676 lattice sites per unit cell.

FIG. S2. Flat band dispersion for three different twist angles computed by using two different rescaling strengths. Thick lines
correspond to dispersions computed with strong rescaling that yields M = 676, whereas thin lines correspond to rescaling of
M = 3676.

flat bands are notable. Based on these remarks, one is tempted to use angles near 0.95◦ as there the bandwidth is at
smallest. However, it turns out that to reproduce the shape of these extremely narrow flat bands near 0.95◦ requires
extremely mild rescaling and so one has to deal with a large number of lattice sites within a unit cell. On the contrary,
for less narrow bands one can apply a more aggressive rescaling. In Fig. S2 we show the flat band dispersions for
three different twist angles: θ = 0.987 93◦ [Fig. S2(a)], θ = 1.0138◦ [Fig. S2(b)], and θ = 1.05◦ [Fig. S2(c)]. The
dispersions are plotted with two different rescaling angles: the thick lines correspond to the rescaling that yields
M = 676 and the narrow lines to the rescaling with M = 3676. The latter rescaling is sufficient to get fairly accurate
band structures compared to the unscaled model. We see that more aggressive rescaling yields smaller bandwidths
and at θ = 0.987 93◦ alters the shape of the bands considerably. From Fig. S2(a) one can see that with aggressive
rescaling the third lowest flat band actually touches the two lowest bands. For larger θ the shapes of the flat bands
remain rather invariant under the aggressive scaling. In these cases two lowest bands remain, apart at the Dirac
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FIG. S3. (a) Different spatial components of Ds for RVB interaction at ν ≈ −2 as a function of the interaction strength |J |.
(b) The corresponding densities of the flat bands. (c) The spatial profile of Δiαjβ at |J | = 0.11 eV.

points, isolated from the two upper flat bands and also the overall shape of the bands is fairly well reproduced. As
argued in the next section, it is important to preserve the shapes of the energy bands essentially unaltered to obtain
the isotropic SC state characterized by the mixed (p+ ip) + (d+ id) pairing symmetry.

In our RM computations we use θ = 1.0138◦ and λ ≈ 4.3475 which yields M = 676 and θ′ = 4.4085◦, i.e. we use
the dispersions depicted in Fig. S1(a) and S2(b). This choice is a good compromise between the bandwidth and the
shape of the rescaled bands.

4. Isotropic SC state with weak RVB interaction

In the main text we showed that at the flat band regime the RVB interaction breaks the C3-symmetry of the TBG
lattice and consequently results in nematic SC states which manifest as an anisotropic superfluid weight. However,
for weak enough RVB interactions, when the underlying symmetries of the lattice play a prominent role, one obtains
isotropic SC states. This is shown in Fig. S3(a) where we have reproduced the superfluid weight RVB results of Fig.
2(e) of the main text but this time (for clarity) as a function of the interaction strength J . One can see in the weak
coupling regime the isotropic phase for which Ds

xx = Ds
yy and Ds

xy = 0. For some critical interaction strength the
system then becomes nematic.
This transition to the nematic phase is visible also in Fig. S3(b) where we plot the densities of the four flat bands

as a function of |J |. In the isotropic phase only the lower two flat bands are occupied whereas in the nematic phase
the interaction is strong enough to redistribute some of the electrons to the upper flat bands. This is the reason why
we are not using e.g. the twist angle θ = 0.988◦ depicted in Fig. S2(a) for which the third lowest flat band actually
touches the lowest flat band for a chosen rescaling strength. Due to this band touching, the electrons are redistributed
to the upper flat bands with a vanishingly small interaction strength which prevents one to obtain the isotropic SC
state. We emphasize that this band touching is an aberration caused by the rescaling approximation: for weaker
rescaling (i.e. smaller λ) one should obtain the isotropic phase in the weak coupling regime also for θ = 0.988◦.
For completeness, the spatial profile of the order parameters of the isotropic phase is shown in Fig. S3(c) for

|J | = 0.11 eV. In contrast to the isotropic phase resulting from the local interaction, the pairing symmetry here is
not an s wave but a mixed (p+ ip) + (d+ id) wave as was shown in Ref. 14.

B. Dirac point model (DP)

As described in Ref. 6, the G,G′-component (vectors in the reciprocal superlattice) of the normal-state Hamiltonian
matrix element H0

ρk := H1
kin,ρk +H2

kin,ρk +H⊥
kin,ρk − μ1 at valley ρ ∈ {+,−}, k ∈ MBZ is

H0
ρk(G,G′) =

(
[�vFσ

ρ · (k+G+ ρΔK/2)− μ]δGG′ tρ⊥(G−G′)
tρ⊥(G

′ −G)† [�vFσ
ρ
θ · (k+G− ρΔK/2)− μ]δGG′

)
, (S15)
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where the matrix structure corresponds to the layer space, σρ = (ρσx, σy) consists of Pauli matrices acting in
the sublattice space, σρ

θ = R(θ)σρ is the θ-rotated version of it, vF is the Fermi velocity of monolayer graphene,
ΔK = R(θ)K − K is a vector from the graphene K-point to its θ-rotated counterpart, and tρ⊥(G) is a sublattice
matrix containing a Fourier component of the interlayer coupling (times an exponential factor) with the elements

tρ,ss
′

⊥ (G) =
1

N

∑
r∈MUC

e−iG·(r+δsBδ1)eiρK
θ·δss′ (r)t⊥(δss

′
(r)). (S16)

Here δss
′
(r) is the horizontal displacement vector between the site at r, sublattice s in layer 1 and the nearest-neighbor

at sublattice s′ in layer 2. δ1 denotes one of the nearest-neighbor vectors connecting the graphene A and B sublattices.
The sum is over the graphene A sublattice sites in the superlattice unit cell (the moiré unit cell MUC), and N denotes
the number of these sites. The interlayer coupling depends only on the (horizontal) distance δ between the atoms,
and is parametrized by a Slater-Koster parametrization as [20, 21]

t⊥(δ) =
1

c20 + δ2

(
c20Vppσ

(√
c20 + δ2

)
+ δ2Vppπ

(√
c20 + δ2

))
, (S17)

with

Vppσ/π(r) = α
σ/π
1 fppσ/π(r), fppσ/π(r) = r−α

σ/π
2 exp

(
−α

σ/π
3 rα

σ/π
4

)
. (S18)

Here c0 = 3.35 Å is the Bernal graphite interlayer distance, a0 = 2.461 Å is the graphene lattice constant, and the α
parameters are chosen as

ασ
1 = t0⊥/fppσ(c), ασ

2 = 0.7620, ασ
3 = 0.1624, ασ

4 = 2.3509,

απ
1 = t0/fppπ(a0/

√
3), απ

2 = 1.2785, απ
3 = 0.1383, απ

4 = 3.4490,

where t0 = −3.08 eV is the intralayer nearest-neighbour hopping energy and t0⊥ = 0.27 eV is the Bernal bilayer
graphene nearest-neighbour hopping energy.
In the superconducting state we consider only the local interaction, in which case the G,G′-component of the BdG

Hamiltonian reads

Hρk(G,G′) =
(H0

ρk(G,G′) Δ(G−G′)
Δ∗(G′ −G) −H0

ρk(G,G′)

)
, (S19)

where the matrix structure corresponds to the Nambu space, and the components of the superconducting order
parameter Δ = diag(Δ1A,Δ1B ,Δ2A,Δ2B) are solved from the self-consistency equation

Δls(G) = λ
∑

ρ,b,G′

∫
MBZ

dk

(2π)2
uρbk,ls(G

′)v∗ρbk,ls(G
′ −G) tanh

(
Eρbk

2kBT

)
. (S20)

Here the band sum b is calculated over the positive energy bands, l ∈ {1, 2} is the layer index, s ∈
{A,B} is the sublattice index, and |ψρbk(G)〉 = (|uρbk(G)〉 , |vρbk(G)〉)T [in Nambu space] with |uρbk(G)〉 =
(uρbk,1A(G), uρbk,1B(G), uρbk,2A(G), uρbk,2B(G))T and Eρbk are the eigenvectors and eigenenergies of the BdG equa-
tion

∑
G′

Hρk(G,G′) |ψρbk(G
′)〉 = Eρbk |ψρbk(G)〉 ⇔ Hρk |ψρbk〉 = Eρbk |ψρbk〉 . (S21)

The self-consistency equation is solved by the fixed point iteration scheme for a fixed chemical potential μ.
For the BdG Hamiltonian we can calculate the total number density for a given chemical potential μ from

n = 2
∑
ρ,b

∫
MBZ

dk

(2π)2
[〈uρbk|uρbk〉 f(Eρbk) + 〈vρbk|vρbk〉 (1− f(Eρbk))] , (S22)

where the factor of 2 comes from spin, f is the Fermi-Dirac distribution, and the band sum b is calculated over the
positive energy bands.
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II. CALCULATION OF THE SUPERFLUID WEIGHT

In this section we go through very briefly the essential equations to compute Ds in case of our RM and DP methods,
show how Ds can be split to conventional and geometric terms, and discuss why our results forDs are not in agreement
with results of Ref. 22.

We compute Ds by using the linear response theory stated in Ref. 23. Therefore our starting point is the Fermi-
Hubbard Hamiltonian of (S1). To probe the system current response, we apply a spatially slowly varying vector
potential A via the Peierls substitution such that the hopping amplitude tiαjβ ≡ tab (a ≡ iα, b ≡ jβ) is rewritten

as tab(A) = tabe
−i

∫ ra
rb

A(r)·dr ≈ tabe
−iA(rCM

ab )·rrelab (we set the Planck constant and the elementary charge to unity, i.e.
� = e = 1), where rCM

ab = (ra+rb)/2 and rrelab = ra−rb. Then we expand the exponents up to second order so that our
Hamiltonian becomes H(A) = H+

∑
μ

∑
ab Aμ(r

CM
ab )jpμ(a, b)+

1
2

∑
μν

∑
ab Aμ(r

CM
ab )Tμν(a, b)Aν(r

CM
ab ) . Here jpμ(a, b) =∑

σ tabr
rel
ab,μc

†
aσcbσ is the paramagnetic current operator and Tμν(a, b)Aν(r

CM
ab ) =

∑
σ tabr

rel
ab,μr

rel
ab,νc

†
aσcbσAν(r

CM
ab )

is the diamagnetic current operator. By using the expression for the total induced current density, jμ(r
CM
ab ) =

−δH(A)/δAμ(r
CM
ab ), and linear response theory, we obtain in the momentum and frequency domain the relation

jμ(q, ω) = −Kμν(q, ω)Aν(q, ω), where Kμν is the current-current response function of the form

Kμν(q, ω) = 〈Tμν〉 − i

∫ ∞

0

dteiωt〈[jpμ(q, t), jpν (−q, 0)]〉, (S23)

and

Tμν =
∑
k,σ

c†kσ∂μ∂νHσ(k)ckσ, (S24)

jpμ(q) =
∑
k,σ

c†kσ∂μHσ(k+ q/2)ck+qσ, (S25)

with ∂μ ≡ ∂kμ , are the diamagnetic and paramagnetic current parts, respectively.
The superfluid weight Ds is defined via the static Meissner effect (ω = 0) and by taking the proper long wavelength

limit of the transverse component of the current response function, see e.g. Refs. 23 and 24. In the mean-field level
we can simply use the limit [24]

Ds
μν = lim

q→0
lim
ω→0

Kμν(q, ω). (S26)

This definition is equivalent with the one defined via the change of free energy due to the phase twist applied to the

superconducting order parameter which leads to the form of Ds
μν ∝ ∂2Ω(A)

∂Aμ∂Aν

∣∣
A=0

, where Ω is the grand canonical

potential [25].
Be deploying the mean-field theory and Green’s function formalism, it was shown in Ref. 23 for local Hubbard

interactions that Eq. (S26) leads to the following expression for Ds,

Ds
μν =

1

V

∑
k,i,j

f(Ejk)− f(Eik)

Eik − Ejk
( 〈ψik|∂μHk|ψjk〉 〈ψjk|∂νHk|ψik〉 − 〈ψik|∂μHkτz|ψjk〉 〈ψjk|τz∂νHk|ψik〉), (S27)

where the eigenstates and eigenenergies are solved from the BdG equation Hk |ψik〉 = Eik |ψik〉, τz is a Pauli matrix
acting in Nambu space, f is the Fermi-Dirac distribution, and V is the area of the sample. The difference quotient is
interpreted as −f ′(Eik) when Eik = Ejk. In our TBG models the Hamiltonians are written in the superlattice-folded
picture so that the k sum is over the moiré Brillouin zone (MBZ) and the i and j sums are over the bands enumerating
the eigenstates for each k.
In case of the local interaction used in Ref. 23, the order parameters do not have momentum dependence and thus

the derivatives ∂μHk are simply block diagonal matrices. However, for non-local interactions such as RVB used in our
work, the order parameters depend on the momentum and thus the superfluid weight has a slightly different form,

Ds
μν =

1

V

∑
k,i,j

f(Ejk)− f(Eik)

Eik − Ejk
( 〈ψik|∂μHk(Δ = 0)|ψjk〉 〈ψjk|∂νHk|ψik〉

− 〈ψik|∂μHk(Δ = 0)τz|ψjk〉 〈ψjk|τz∂νHk(Δ = 0)|ψik〉). (S28)

The only difference compared to Eq. (S27) is the derivatives of the order parameters in the diamagnetic part. However,
in our case the order parameters are always really small compared to the kinetic terms and therefore we can in
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practice ignore extra terms arising from the derivatives of the order parameters. Therefore, in case of RM method we
apply (S27) for both the local and RVB interaction schemes by taking ∂μHk = ∂μHk(Δ = 0).

In the DP model we assume that most of the contribution comes from states near the Dirac points, so that after
writing everything in the valley-separated formalism, Eq. (S27) reads

Ds
μν =

1

V

∑
ρ,k,i,j

f(Eρjk)− f(Eρik)

Eρik − Eρjk
( 〈ψρik|∂μHρk|ψρjk〉 〈ψρjk|∂νHρk|ψρik〉− 〈ψρik|∂μHρkτz|ψρjk〉 〈ψρjk|τz∂νHρk|ψρik〉),

(S29)
where the eigenstates and eigenenergies are solved from the BdG equation (S21). In the case of the DP model we use
Eq. (S29) to compute Ds.

A. The form of superfluid weight in the presence of C3 rotational symmetry

It can be shown that the superfluid weight is isotropic in the presence of C3 rotational symmetry. Let e1 be a unit
vector, and e2 is obtained from e1 by a C3 rotation, i.e., e2 = R( 2π3 )e1, and then e3 = R( 2π3 )e2 = −e1−e2. We write
the superfluid weight tensor by using the coordinate vectors e1 and e2 as

Ds = Ds
11e1e1 + 2Ds

12e1e2 +Ds
22e2e2.

After a C3 rotation, we get

C3D
sC−1

3 = Ds
11e2e2 + 2Ds

12e2(−e1 − e2) +Ds
22(−e1 − e2)(−e1 − e2),

= Ds
22e1e1 + 2(Ds

22 −Ds
12)e1e2 + (Ds

11 +Ds
22 − 2Ds

12)e2e2.

Since C3D
sC−1

3 = Ds, we find Ds
11 = Ds

22 and Ds
12 = Ds

11/2. In terms of the Cartesian coordinates ex and ey (e1 = ex

and e2 = − 1
2ex +

√
3
2 ey), the superfluid weight becomes

Ds = Ds
11(e1e1 + e1e2 + e2e2),

= Ds
11

[
exex + ex

(
−ex

2
+

√
3

2
ey

)
+

(
−ex

2
+

√
3

2
ey

)(
−ex

2
+

√
3

2
ey

)]
,

=
3Ds

11

4
(exex + eyey), (S30)

which is isotropic.

B. Geometric contribution and flat band superconductivity

As TBG is an extremely complicated multiband system, it is highly instructive to decompose Ds into the contribu-
tions of different one-particle Bloch states. We do this by using the method presented in Ref. 23, namely we expand
the BdG states |ψik〉 in the basis of Bloch functions by writing

|ψik〉 =
M∑

m=1

(
w+,im |+〉 ⊗ |m〉↑ + w−,im |−〉 ⊗ ∣∣m∗

−
〉
↓
)
, (S31)

where |m〉↑ [
∣∣m∗

−
〉
↓] is the eigenstate of H↑(k) [H∗

↓(−k)] with the eigenenergy ε↑,m,k [ε↓,m,−k] and |±〉 are the eigen-

states of τz with eigenvalues ±1. As in our case we in practice always have ∂μHk = ∂μHk(Δ = 0), it is straightforward
to rewrite Ds of Eq. (S27) in the following form:

Ds = 2
∑
k,i,j

f(Ejk)− f(Eik)

Eik − Ejk

[ ∑
m1,m2

w∗
+,im1

w+,jm2↑ 〈m1| ∂μH↑(k) |m2〉↑
∑

m3,m4

w∗
−,jm3

w−,im4↓
〈
m∗

−3

∣∣ ∂νH∗
↓(−k)

∣∣m∗
−4

〉
↓

+ (μ ↔ ν)
]
. (S32)

We apply this expression when studying in Fig. 4 of the main text the superfluid weight by taking into account only
the four flat bands or eight (4 flat, 4 dispersive) bands.
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The matrix elements of the current operator can be further written as follows

[jμ,σ(k)]mn = σ 〈m| ∂μHσ(k) |n〉σ = ∂μεσ,m,kδmn + (εσ,m,k − εσ,n,k)σ 〈∂μm|n〉σ. (S33)

From Eqs. (S32) and (S33) we see that there exist two different kinds of terms: the diagonal matrix elements of the
current operator depend only on derivatives of the one-particle energy dispersions while the off-diagonal elements
only on the momentum derivatives of the Bloch states. Thus Ds can be split into two terms: the conventional part
Ds

conv that includes only the diagonal, i.e. intraband, current operator matrix elements (m1 = m2 and m3 = m4),
and the geometric part Ds

geom that includes off-diagonal, i.e. interband, current operator matrix elements so that
Ds = Ds

conv +Ds
geom. The conventional part consists purely of the intraband current terms and is therefore zero for

a single exactly flat band (as ∂μεσ,m,k = 0). Other way to see this is to note that Ds
conv is inversely proportional to

the effective mass of the electrons [25] which for an exactly flat band is infinite. Therefore non-zero superconductivity
of a flat band is always a multiband property involving interband current processes between the flat band and other
bands, i.e. finite Ds

geom.
Roughly speaking, Ds

conv scales with the bandwidth, whereas Ds
geom scales with the interaction strength as larger

interaction implies larger band mixing and thus more prominent interband processes. Therefore it is not surprising
that we find a large geometric contribution in the flat band regime, as shown in the main text. Because of similar
reasoning, it is understandable that interband terms between the flat and dispersive bands affecting Ds

geom for stronger
interactions are important, and that at the flat band regime dispersive bands cannot be discarded when computing
the total superfluid weight.
The importance of Ds

geom and the origin of the flat band superfluidity was for the first time addressed in Ref.
25 where generic multiband Hubbard models were studied at the mean-field level in the presence of local Hubbard
interaction (characterized by the coupling strength J) and time-reversal symmetry. The authors of Ref. 25 considered
an isolated flat band limit, i.e. the case where the Fermi surface lies within the flat band and interaction |J | much
smaller than the band gap Egap between the flat and other bands, i.e. |J |  Egap. As the other bands are well
separated from the flat band and the interaction is weak enough not to considerably mix the bands, the Cooper
pairing in practice takes place only within the flat band. One is then tempted to perceive this limit as a single-band
problem for which Ds would be zero as Ds

conv is zero for a flat band and Ds
geom is zero for a single-band problem.

However, from Eq. (S33), one can see that the geometric contribution actually scales as a function of Egap and one has
to be careful when taking the isolated flat band limit. It was shown in Ref. 25 that, indeed, the superconductivity of
an isolated flat band is caused by the geometric superfluid weight term which, at low temperatures and with uniform
local on-site pairing reads

Ds
geom,μν ∝ Δ

∫
B.Z.

gf.b.μν (k) dk ≡ ΔRe[M f.b.
μν ], where (S34)

M f.b.
μν ≡

∫
B.Z.

Bf.b.
μν (k) dk . (S35)

Here gf.b.(k) = Re 〈∂μnf.b.(k)|
(
1− |nf.b.(k)〉 〈nf.b.(k)|

) |∂νnf.b.(k)〉 is the quantum metric of the flat band (|nf.b.〉 are
the Bloch states of the flat band, ∂μ ≡ ∂/∂kμ) and Bf.b.(k) is the corresponding quantum geometric tensor whose real
(imaginary) part gives the quantum metric (Berry curvature) of the flat band [26]. Similar results can be obtained
also without TRS [23]. Note that in (S34) Ds ∝ Δ, i.e. the superfluid weight is linearly proportional to the pairing
amplitude in the isolated flat band limit. This is similar to the behaviour of Ds of TBG in the presence of local
interaction as can be seen from Fig. 4 of the main text, according to which Ds grows linearly when max |Δ| � 2meV,
implying that Ds in this limit is dictated by the quantum metric.

An intriguing property of relation (S34) is the fact that it can be evaluated with the Bloch states of the flat band
only, even if the geometric contribution is a multiband process involving the interband matrix elements of the current
operator. This is because the influence of the other bands arises implicitly from the form of the flat band Bloch
states which are defined by the geometric properties of the quantum states of the whole lattice structure. It should
be also emphasized that the existence of the other bands are required even though the Cooper pairing essentially
takes place within the flat band and the pairing within the other bands is very small compared to the flat band.
This can be reflected to TBG, where in the flat band regime of max |Δ| � 2meV the existence of the dispersive
bands have to be taken into account even though the Cooper pairing occurs predominantly within the narrow bands
only. Furthermore, even though the geometric contribution Ds

geom consists of interband current terms, it does not
require the interband pairing to be nonzero. Actually, in case of the Lieb lattice, the interband terms are in practice
vanishingly small but Ds

geom is large [27]. The same applies to the TBG computations of this work: interband order
parameters are in general negligible compared to the intraband order parameters but Ds

geom can nevertheless be the
dominant contribution.
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FIG. S4. Ds, Ds
geom, and Ds

conv computed with RM method for two twist angles, θ = 0.98◦ (red lines) and θ = 1.013◦ (purple
lines), at ν ≈ −2 and T = 1.5 K as a function of the pairing strength in case of the local interaction. The results for θ = 1.013◦

are the same as those presented in Fig. 4(b) of the main text.

To give an intuitive picture to Eq. (S34) and the superfluidity of the flat bands in general, let us consider the
quantum metric in a more general footing. To this end, let us introduce the infinitesimal distance between the
quantum states of the nth energy band as follows

D2
n(k,k+ dk) = 1− |〈n(k)|n(k+ dk)〉|2, (S36)

which reaches its maximum value of unity when the states are not overlapping at all. One can define the quantum
metric gnμν(k) by expanding (S36) as

D2
n,μν(k,k+ dk) =

∑
μν

1

2
gnμν(k) dkμ dkν . (S37)

Here the higher order terms are ignored. Thus the quantum metric is related to the overlap of the quantum states. For
example, in Ref. [25] it was shown that the superfluidity of a topologically non-trivial flat band is always positive as
for a topological Bloch band one cannot construct the Wannier functions to be maximally localized with exponentially
decaying amplitude [25, 28]. This implies finite delocalization and thus finite overlap between the Wannier functions.
Therefore, superfluidity of, at least topological, flat bands can be explained by finite overlap of the Wannier functions
which allows finite current transport.
However, also topologically trivial flat bands can support supercurrent which is related to the finite quantum

metric. To understand this, in Ref. 29 flat band superconductivity was approached from a different angle, namely
via the two-body problem. Usually, in a non-flat band system, the Fermi sea is unstable towards the formation of
bound pairs. In a flat band there does not exist a well-defined Fermi surface due to the degenerate states of the flat
band. If this degeneracy is preserved in the presence of interactions, the existence of a bound state is not enough
for superconductivity as then the condensation of Cooper pairs to a certain momentum state and the formation of
a coherent superconducting state is not probable. In other words, in the presence of degenerate bound states, the
effective mass of the Cooper pairs is infinite. The authors of Ref. 29 showed that, in the presence of interactions, the
degeneracy can be lifted and the mass of the Cooper pairs can be finite when the Bloch states of the flat band have
finite overlap and when their spatial derivatives are non-zero. Importantly, in case of the uniform pairing, the condition
of overlapping quantum states reduces to the quantum metric results of Refs. 23 and 25. This connection relates the
quantum metric directly to finite overlapping of the wavefunctions of the flat band. Moreover, the quantum metric
is also present in a localization functional that describes the spread of the Wannier functions [25]. Finite quantum
metric integral bounds the functional from below and thus implies finite spread and hence finite overlap between the
Wannier functions.
In addition to the present work, the role of the geometric superfluid weight in case of TBG was also highlighted

in Ref. 30 by using a TBG continuum model developed in Ref. 31 where also other dispersive bands are taken into
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account. The main finding of Ref. 30 was that when the bandwidth of the narrow bands are minimized at the magic
twist angle, the geometric contribution Ds

geom is larger than the conventional term Ds
conv for the interaction strength

used in Ref. 30. Correspondingly, by tuning the twist slightly off from the magic angle, the conventional term emerges
as the main contribution, i.e. Ds

conv > Ds
geom. The conventional term was shown to depend heavily on the twist angle,

whereas the geometric part was shown to be less sensitive to the twist. This is understandable as Ds
conv depends

strongly on the bandwidth of the narrow bands, decreasing as the bandwidth becomes smaller. Furthermore, as the
interaction strength chosen in Ref. 30 was rather small, TBKT being around 0 − 2K, it is easy to comprehend that
conventional term can dominate over the geometric one, as can be also seen e.g. from Figs. 4(a) and 4(b) of the
main text where, at the regime of TBKT ∼ 0− 2K, Ds

conv indeed is prominent. To see whether the RM method yields
similar behavior, Ds, Ds

geom, and Ds
conv computed with RM are plotted in Fig. S4 for two different twist angles,

namely θ = 1.013◦ and θ = 0.98◦ as a function of the pairing strength at ν ≈ −2 in case of the local interaction. The
bandwidth of the narrow band structure is slightly smaller for θ = 0.98◦ and, indeed, one can see from Fig. S4 that
Ds

conv is considerably smaller for θ = 0.98◦, whereas Ds
geom is more or less the same for both angles. One can further

see that there exists a weak-coupling regime where Ds
geom > Ds

conv at θ = 0.98◦ but Ds
geom < Ds

conv at θ = 1.013◦,
reflecting the weak-coupling results of Ref. 30.
In Ref. 32 a geometric lower bound for Ds of TBG was derived in the absence of the dispersive bands and by

assuming exactly flat bands. This lower bound was found to be proportional to the so-called Wilson loop winding
number of the flat bands; a result that can be taken as yet another way to bound Ds from below by the geometric
properties of the quantum states, in addition to the bounds defined by the Chern number [25] and the Berry curvature
[23]. As the dispersive bands in Ref. 32 were ignored, the geometric contribution coming from the interband current
terms between the flat and dispersive bands was not considered and the weak coupling limit was assumed. Thus the
results of Ref. 32 cannot directly be related to the results presented in our work and in Ref. 30, but all three works
present strong arguments that geometric properties of the quantum states play a significant role in superconductivity
of TBG. Particularly, our results highlight the necessity to consider the geometric contribution, especially in case of
stronger pairing interactions, when calculating the superfluid weight of TBG and other twisted multilayer systems.
Therefore, being realizable in experiments, TBG can be potentially very important in terms of accessing and measuring
the geometric contribution experimentally.

C. Comparison to the “upper” limit of Ds derived in Hazra et al.

In Ref. 22 the upper limit of Ds and TBKT were computed for TBG system. The authors of Ref. 22 concluded
giving an upper limit estimate of Ds

max ∼ 1.5meV (in our units, note that the superfluid weight definition of Ref. 22
differs from our definition by a factor of four), regardless of the interaction mechanism or the interaction strength.
Their estimate clearly contradicts with the results obtained by our two different models. The explanation for this
disagreement is the use of oversimplified approximations in Ref. 22. We go here briefly through their arguments for
achieving the upper limit of Ds and we argue why their upper limit for Ds is not valid for arbitrary interaction
strengths or mechanism.
The first important point is that the authors of Ref. 22 deploy an effective model, developed in Ref. 33, that consists

of only four flat bands. However, we showed in Fig. 4 of the main text that especially for strong interaction strengths
the geometric contribution Ds

geom arising from the off-diagonal matrix elements of the current operator [See Eq. (S33)]
between the flat and dispersive bands is the most prominent part of the total superfluid weight. But the model used
in Ref. 22 consists only of the flat bands, with dispersive bands being absent. As there are no dispersive bands
implemented in their model, there cannot be any geometric contribution coming from the interband terms between
flat and dispersive bands. Hence, the claim stating that the upper limit for TBKT derived in Ref. 22 holds for arbitrary
interaction strength or interaction mechanism is readily shown to be invalid. This is not surprising: if the interaction
strength is large enough, the dispersive bands become involved to the superconducting pairing, which is manifested
by our results in Fig 4. of the main text.
To further highlight that the upper limit of Ref. 22 works only on the weak coupling regime, let us write down their

argument. The starting point is the expressions (S23)–(S26) which can be rewritten as

Ds
μν = Ds

μν,dia +Ds
μν,para, (S38)

where Ds
μν,dia = 〈Tμν〉 is the diamagnetic part and correspondingly the paramagnetic contribution is Ds

μν,para =

limq→0 limω→0[−i
∫∞
0

dteiωt〈[jpμ(q, t), jpν (−q, 0)]〉]. It can be shown that the paramagnetic part is always zero or
negative, thus it follows thatDs

μν,dia � Ds
μν (usually in multiband systems the absolute values of dia- and paramagnetic

parts are much larger than the absolute value of Ds). Therefore, the argument used by the authors of Ref. 22 is to
compute the diamagnetic part Ds

μν,dia to obtain the upper limit for the total superfluid weight Ds.
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It is straightforward to rewrite the diamagnetic term in the following form,

Ds
μν,dia = 〈Tμν〉 =

∑
m,m′,k,σ

M−1
mm′(k, σ)〈c†kσmckσm′〉, (S39)

where the inverse mass tensor is given by M−1
mm′(k, σ) = [U †(k)∂μ∂νHσ(k)U(k)]mm′ . Here the columns of U(k) are

the one-particle Bloch states and ckσm′ is the annihilation operator for the Bloch state in the mth Bloch band of
momentum k and spin σ.

Now let us consider a situation where we are at the hole doping regime. The authors of Ref. 22 in this case assume
that the two flat bands in the electron-doped side are empty. This is already an implicit assumption about the
weak-coupling regime: for stronger interaction there exists finite electron occupation also in the upper flat bands, as

can be seen in Fig. S3(c) for example. Due to the Cauchy-Schwarz inequality 〈c†kσmckσm′〉 <
√
nkσmnkσm′ , where

nkσm = 〈c†kσmckσm〉, one can deduce then that 〈c†kσmckσm′〉 = 0 if the band index m or m′ refer to one of the
two upper flat bands. There can still exist off-diagonal term if both m and m′ refer to two hole-doping regime flat
bands but also these off-diagonal elements are in Ref. 22 discarded. Thus the authors ignore the interband terms and
end up having the form Ds

μν,dia =
∑

m,k,σ M
−1
mm(k, σ)〈nkσm〉. The occupation expectation value is then evaluated

by assuming the step function 〈nkσm〉 = Θ(μ − εm(k)), i.e. by assuming the zero temperature and non-interacting
limit for the occupation numbers. Therefore, their final upper bound for the superfluid weight of TBG system is
Ds

max =
∑

m,k,σ M
−1
mm(k, σ)Θ(μ− εm(k)) and with this expression the authors obtain Fig. 1 shown in Ref. 22, where

the largest value for the superfluid weight (in our units) is around ∼ 0.15meV. This is of the same order of magnitude
than our weak-coupling results at very low temperatures, see for example Fig. 3(e) of the main text. This is not
surprising as essentially all the assumptions done in Ref. 22 implicitly require weak interaction strengths. Thus rather
than calling it the generic upper limit for Ds, the result of Ref. 22 can be taken as a reasonable estimate for Ds in
case of weak interactions. Note that this estimate is close to the superfluid weight of the RVB case shown in Fig. 4
of the main text but those results are evaluated at considerably higher temperatures of T ≈ 1.5K.

III. SUPERFLUID WEIGHT AND TBKT AT THE CHARGE NEUTRALITY POINT

In the main text we provided TBKT and TBKT/max|Δ| as function of the pairing strength at half-filling of the
hole-doping flat band regime, i.e. at ν ≈ −2. Here we provide, for completeness, similar plots for the case ν = 0, i.e.
at the charge neutrality point.
In Fig. S5 we show, as a function of max|Δ|, TBKT [Fig. S5(a)] and the ratio TBKT/max|Δ| [Fig. S5(b)] for ν = 0.

For comparison, also the results of ν = −2 are shown. One can see that both quantities behave very similarly for
both fillings and especially in case of local interaction, TBKT/max|Δ| seems to be rather independent on the filling in
the flat band regime.

IV. SUPERFLUID WEIGHT AS A FUNCTION OF THE RENORMALIZATION STRENGTH

To demonstrate the validity of the renormalization scheme, in Fig. S6 we plot Ds for both local and RVB interaction
schemes at ν ≈ 0 and T = 1.5K for three different renormalization strengths with M = 676, M = 868, and M = 1324,
where M is the number of lattice sites per unit cell. In all the calculations shown in the main text one has M = 676.
We see that the results remain more or less the same whenM is increased, i.e. when the strength of the renormalization
is decreased. Thus, using the renormalization of M = 676 in the computations presented in the main text is justified.
One should also note that the DP method (which has nothing to do with the renormalization method) yields similar
results for Ds than the RM method in case of the local interaction, as one can see from the results shown in the main
text.

Heuristically, the renormalization method, yielding smaller amount of lattice sites within the moiré unit cell, can be
thought as a coarse-grained model which has less degrees of freedom than the full microscopic model but which still
features the same physics as the full model. The success of the renormalization method is not surprising as its main
effect is to increase the relative strength of the interlayer coupling with respect to the intralayer coupling. Therefore,
the rescaled model is still a twisted bilayer system which just has stronger interlayer coupling. Stronger interlayer
hopping means that one can obtain the flat band dispersions with larger twist angles (and therefore with smaller M)
than with a system of smaller interlayer coupling. The idea is the same as in the experiment conducted by Yankowitz
et al. [34] where the interlayer coupling was increased by hydrostatic pressure and thus the magic angle regime was
reached for larger angles than in original experiments by Cao et al. [35] where the pressure was not applied.
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FIG. S5. (a) TBKT as a function of max|Δ(T = 0)| at ν = 0 and ν = −2. (b) The corresponding results for TBKT/max|Δ(T = 0)|.

FIG. S6. Ds for three different renormalization strengths with M = 676, M = 868, and M = 1324 in case of (a) RVB and (b)
local interaction at ν ≈ 0 and T = 1.5K.
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