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ABSTRACT 

 

Robots are emerging in welfare services, and organizations require information on whether novel technologies 

are approved among staff. On the basis of technology acceptance theories, this study proposes a model that adds 

a principled approach to the intention to use care robots. Data of 544 professionals with care robot experience 

were collected. The use intention was predicted by usefulness, enjoyment, social influence, and attitude. 

Respondents who found robots useful and accepted by their colleagues were more likely to view robot use as 

consistent with their personal values. The care robot acceptance model supports consideration of the profession-

specific context in robotization. 

Keywords: healthcare, robot acceptance model, robotization, social robotics, technological change, therapy 

robots 
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1. Introduction 

 

Promoting the robotization of everyday services has become one of the focal points of many 

government strategies [1–3]. However, this objective requires an in-depth understanding of the factors that 

influence the acceptance of robots and implementation processes in different fields of work. Robot assistance in 

industrial work has been commonplace for many decades. Now robotization seems to be gradually making its 

way to service fields. Service robots are viewed as providing possible solutions for relieving, renewing, and 

rearranging care work in a time of aging populations and increased needs for social and care services [4,5]. 

According to a common industrial definition, a robot is a programmable mechatronic device capable of 

moving in its environment [6]. Computers and robots are built on advanced information systems, but robots 

differ from computers in their ability to physically manipulate or interact with their environment. In contrast to 

industrial robots, which are typically used in manufacturing and other assembly applications, service robots work 

in the service sector, for example, in cleaning, customer service, and search and rescue. Care robots are service 

robots that are used in a care context. Today, care robots are almost entirely human operated, but robot autonomy 

is increasing with advancements in artificial intelligence (i.e., machine learning), artificial morality (i.e., coded 

ethics), and improvements in sensor technology [7,8]. 

Telepresence robots are mobile videoconference or consultation devices fully operated by, for example, 

a nurse interviewing a home-care customer from a remote location [9,10] or family members contacting a 

relative living in a residential care home [11]. So-called social robots (e.g., “Nao” or “Pepper”) are used to 

entertain and engage customers physically, cognitively, and emotionally [12,13]. Social robots are often 

humanoids, which means the robots have some physical characteristics similar to humans, such as arms, a torso, 

and a head with some facial features. Although these robots are seemingly interactive, the dialogue is almost 

always preprogrammed. Patient-lifting robots can be semi-autonomous (e.g., “RIBA bear”), which means they 

perform tasks independently, but only when safety is confirmed by a human operator [14]. Typically, the more 

autonomous the robot, the fewer functions it includes. For example, robotic animals designed for therapeutic 

purposes (e.g., “Paro seal”) have limited features and mobility, and hence, they have low maintenance and do not 

require constant management [15,16]. 

Theoretical and qualitative study results have implied that healthcare professionals may resist using care 

robots because using them would not be consistent with the way the professionals understand the principles of 

care work [17–20]. However, the significance and generality of this principled mindset, and its actual connection 
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to the intention to use robots in care work, have not been investigated. Among the general population, however, 

fundamental concerns have been expressed about implementing robotics in social and care services. In the 

Eurobarometer data 2017 (N = 27,901) of adult (15+) citizens of the European Union, on average, 32% (ranging 

from 14% to 56% depending on the country; e.g., in Finland, 30%) would be comfortable with a robot providing 

services and companionship to infirm or elderly people [21]. 

In this study, we surveyed healthcare professionals’ acceptance of robots and identified the factors that 

determine the intention to use robots specifically in the context of care for the elderly. We used the outcome 

variable repeat use intention that reflects the subjective probability that a care professional would continue to use 

the same technology with which he or she had firsthand experience. That said, we do not strive to explain the 

intention to use robots with yet another cluster of variables but widen the investigation with a principled 

approach to acceptance of robots. Possible principles underlying acceptance of robots are viewed as threefold: 

through instrumental, interpersonal, and ethical values. 

Most technology acceptance models (TAMs) do not include motivational factors such as compatibility 

with moral or instrumental values, which lead to intention and behavior [22,23]. However, we expect that 

particularly moral evaluations of technology implementations in human-centered services significantly affect 

acceptance of robots. Virtue-ethical values of implementing new technology, in general, aim to assure people’s 

privacy, distribution of welfare, and social inclusion [24]. Ethical values of nursing, then, include respectfulness, 

compassion, partnership, trustworthiness, competence, and safety [25,26]. Extending the previously suggested 

robot acceptance model by including a principled approach to the intention to use care robots, we propose a new 

robot acceptance model for care (RAM-care) to be used in academic and workplace studies with an aim to 

statistically model acceptance of care robots among employees. 

 

2. Background 

2.1. Acceptance of robots 

 

Robot acceptance models are typically based on models developed for generic technology use. TAMs 

are applied to explain the intention to use and the actual use of a particular type of technology such as new 

information systems, automatons, and robots. Intention to use refers to behavioral intention as the measure of 

one’s motive to perform a specified behavior or action [27 p. 288]. 
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The systematic analysis of different TAMs, and emphasis on the differences between behavioral 

intention to use and the actual use of technology, led to the development of the unified theory of acceptance and 

use of technology (UTAUT) [28]. The UTAUT explains the actual use of and the intention to use technology by 

four core constructs—performance expectancy, effort expectancy, social influence, and facilitating conditions—

and by moderators of weaker explanatory value (e.g., gender and experiences with technology) [28]. In the 

Almere model, the UTAUT was further developed to measure possible end users’ (i.e., older adults) assistive 

social agent acceptance [29]. The Almere model explains the intention to use robots by factors of functional and 

social acceptance (Fig. 1), and in this model, intention to use is a strong predictor of the actual use of technology 

[29]. 

In the Almere model, social influence, attitude, perceived usefulness, perceived ease of use, perceived 

enjoyment, and trust have been found to predict intention to use [29,30]. Social influence is typically measured 

as a subjective perception of the opinions of important others [28] and understood here as parallel to 

interpersonal values [73]. Attitude is defined as the individual user’s dispositional, positive or negative, feelings 

about performing the target behavior [27 p. 216], in this case, using care robots. Perceived usefulness has 

consistently been found to be a strong determinant of intention to use, whereas perceived ease of use has 

demonstrated a less consistent effect across technology acceptance studies [31,32]. Exceptionally high robot use 

self-efficacy (i.e., trust in one’s ability to use robots in one’s work) of Finnish nurses [33] confirmed that the 

ease of use is not one of the most critical factors influencing the intention to use new technology in a 

professional care context. 

The Almere model is used as the base for the first hypothesis for a direct positive relation between the 

repeat intention to use care robots and favorable social influence (H1a), attitude toward use (H1b), perceived 

usefulness (H1c), perceived ease of use (H1d), perceived enjoyment (H1e), and trust (H1f) [29]. 

[FIG. 1 ABOUT HERE] 

 

2.2. New model as an extension of the Almere model 

 

The UTAUT is used to model technology acceptance in the workplace, but the theory is very general 

and does not consider a particular professional context [34]. By suggesting a new robot acceptance model for 

care, we believe that healthcare work has a distinct principled level affecting acceptance of robots. The 

constructs of intention to use, social influence, attitude, ease of use, perceived usefulness, perceived enjoyment, 
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and trust stem from a model of robot acceptance [29]. As an expansion, we drafted a new model that includes a 

principled view of a technological change. We added perceived compatibility between the use of care robots and 

personal moral values and perceived technological unemployment caused by robots (Fig. 2).  

[FIG. 2 ABOUT HERE] 

Matters of principle play a part in ethical decision making when people have, for example, the 

opportunity to evaluate organizational changes [39 p. 1971, 40]. The principled mindset toward a technological 

change can be viewed as originating from the evaluation of justice. On the basis of the study by Cropanzano and 

colleagues, the causes of perceived workplace justice or injustice can be traced to instrumental, interpersonal, or 

ethical values. Instrumental values refer to self-interest (e.g., financial gains), interpersonal values refer to the 

thoughts of what is socially appropriate, and ethical values refer to the commitment to personal moral standards 

[73]. Interpersonal values are included in the Almere model as social influence that stands for subjective 

perception of the opinions of important others [28]. Thus, the additions to the new model are ethical values (i.e., 

compatibility between use of robots and personal moral values) and instrumental values (i.e., perceived 

technological unemployment caused by robots). 

Perceived usefulness in TAMs refers to the functional value of using the technology, whereas personal 

moral values motivate change only if the change is compatible with existing values [37]. Steelman and Soror 

[38] state usefulness as an explanatory factor typically focuses on performance outcomes and less so on hedonic 

or affective values. Particularly in the service sector, people should carefully plan which tasks are suitable, safe, 

and appropriate for robotizing. The occupational ethics of nursing work emphasize this requirement. From this 

approach, measuring merely the usefulness of the technology falls short. Adding value-based consideration to 

the model acknowledges the distinctive nature of healthcare work compared to other less sensitive service work.  

Personal moral values stem from virtue ethics: a humane worldview and moral acts promoting people’s 

well-being. Virtue ethics are written in, for example, the moral values of designing new technologies, which are 

safety, sustainability, distribution of welfare, universal usability, and trust [24,41]. Virtue ethics are also at the 

center of nursing ethics, which include respectfulness, compassion, partnership, trustworthiness, competence, 

and safety [25,26]. In artificial morality discussions, virtue-ethical values are viewed as a good starting point 

when coding ethical principles in a machine [41]. Although a robot is not genuinely capable of deliberating what 

is safe or unsafe, with programming, the robot can predict what a human would evaluate as such [41 p. 324].  

An individual worldview defined as a view on life, the world, and humanity contains personal moral 

values of right and wrong and regulates thoughts and actions [35]. Values are considered socioculturally shaped, 
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and even dictated, when it comes to laws and principles of certain fields of work. Ethical standards of nursing are 

principles that nurses are expected to commit to as individuals, and as a community [26 p. 6].  Changes in 

healthcare work can be seen as invariably reflected against these internalized moral principles, which, depending 

on perceived compatibility, either increase or decrease the enthusiasm to use new innovations [36].  

Can virtue-ethically driven values and principles be supported by care robots? In the future, 

respectfulness may refer to the patient’s or customer’s right to choose robot care over human care or vice versa 

[42], but what about compassion and partnership? Compassion is considered to originate from human empathy, 

but it can merely be a performance. In some occupations, more than others, we are expected to express or 

suppress our emotions [43]. For example, nurses are required to signal their empathetic concern regardless of 

their genuine feelings [44]. Intelligent robots have the potential to present as compassion-simulating, ever-

patient, and ever-friendly companions [45,46]. In a health coach robot study, an empathy-simulating robot was 

accepted as a friendly and trustworthy partner by users [47]. Trustworthiness, then, is a matter of consistency and 

reliability. Even though robots can be depreciated as truly compassionate actors, as reliability goes, the 

underlying assumption is that robots are expected to do exactly what and when they are told to do. Thus, the 

consistency of a robot’s behavior has the potential to increase the feeling of safety in the healthcare context. 

However, healthcare professionals may consider that robotization can lead to decreased quality of care. 

Some researchers have stressed the difficulty of implementing robots in care tasks because of the holistic nature 

of care work [48]. Healthcare professionals do have the right and the responsibility to define acceptable 

approaches in their areas of expertise, even in the midst of a technological change [49–51]. From the public 

perspective, to use care robots is to endorse them. The staff working at one of the first care facilities piloting the 

robot “Nao” in Finland received negative feedback from citizens, and instead of the management, the lower level 

staff had to justify the purchase and use of a care robot to the public [13]. 

In addition to ethical values, instrumental values may influence the acceptance of technology. 

Instrumental values of work include earning a living [52,53], and healthcare professionals sometimes view 

robotization as a threat to people’s careers, income, or future employment [33]. Technological unemployment 

refers to changes in employment due to technical progress, such as new methods of production. The gradual 

integration of robots into service fields has brought technological unemployment back to public discussions. 

Most (72%) of the Eurobarometer respondents believed that robots would take people’s jobs, and even a larger 

proportion (74%) thought that, because of robotization, more jobs would disappear than would be created [21]. 

Moreover, the fear of unemployment, in general, correlated with the fear of robots [54]. 
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Deterministic views on technology state that advances in technology inevitably change societies and 

working life. However, more voluntaristic and dynamic views, such as Sabanovic’s concept of mutual shaping of 

robotics and society, have been taking over [55]. Society shapes robots, and robotization shapes the society in a 

dynamic interaction [55]. As a counterview for technological determinism, social determinism states that 

technology is not considered inevitable but as rising from social needs [56 p. 15]. Again, the technologically 

determined view is that robots replace human work as artificial intelligence, and sensor technology reaches the 

required maturity levels, but according to social determinism, people have the means to decide which technology 

is actually usable in which context. However, in organizations, decision making is not always shared, and this 

raises questions about the mandatory use of technology as a source of cognitive dissonance—a conflict between 

an individual’s beliefs and (expected) behavior. Compatibility with values represents an intrinsic motivation, 

without which people are expected to, for example, work in an environment that counters their own internal 

belief system [57]. An example of this cognitive dissonance [58] is a healthcare professional thinking that 

mandatory use of robots is not consistent with his or her personal values. Cognitive dissonance can also be 

viewed as a cause of technostress, which occurs when the worker is unable to adapt to using technology [59]. 

Overall, incompatibility with ethical or instrumental values can be a reason for rejecting new 

technology. In a study of information system acceptance, Karahanna et al. [60] found that compatibility with 

values predicted the perceived usefulness of technology, which again predicted the actual use of the technology. 

Following the innovation diffusion theory [36], however, the compatibility of personal values would directly 

explain the variation in the intention to use robots. 

Thus, the competing hypotheses are as follows: 

H2: Compatibility of personal moral values predicts a stronger intention to use care robots. 

For example, this hypothesis would be true if those who feel that use of robots fits their worldview were more 

willing to use care robots than those who feel that the use of robots does not fit their worldview.  

H3: Compatibility of personal moral values predicts the intention to use robots indirectly through perceived 

usefulness. 

Viewing ethical and instrumental values from an experimental motivation psychology perspective, 

instrumental motives (e.g., financial) causally influence the virtue-ethical motives of right and wrong [52]. In 

addition, it is implied that the relation between values and behaviors is mediated by social influence [61,62]. 

Thus, we hypothesize the following: 
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H4: Perception of technological unemployment predicts lower compatibility between personal moral values and 

the use of care robots. 

For example, this hypothesis would be supported if those who think robots are taking jobs from people assessed 

the use of robots as less fitting their values than those who do not think robots are taking people’s jobs. 

H5: Personal moral values predict a stronger intention to use robots indirectly through social influence. 

 

3. Method 

3.1. Participants 

 

Data were collected from 544 healthcare, mostly nursing, professionals who reported firsthand 

experience with care robots in a larger survey of Finnish care workers (N = 3,800) between October and 

November 2016. The original random samples were collected in collaboration with two major trade unions in the 

field: the Union of Health and Social Care Professionals in Finland and the Finnish Union of Practical Nurses. 

Within an expected margin of error, the division between practical (64.9%) and registered (35.1%) nurses in the 

survey data complied with such a division of practical (64.7%) and registered (35.3%) nurses in the population 

[63]. The completion rate analysis did not note the differences in occupation or gender, but the respondents who 

dropped out were, on average, younger (M = 44.0 years) than those who completed the questionnaire (M = 47.3 

years; F(01) = 61.19; p < 0.001). 

In the subsample used in this study, participants were aged 19–70 years (M = 46.8; SD = 11.46), and 

95.0% were native speakers of Finnish. Most were practical nurses (62.4%) or registered nurses (33.9%), while 

the rest (3.7%) were physiotherapists, instructors, and assistants. The most common places of work were an 

assisted living facility (53.8%), home care (17.0%), or a hospital (15.2%). A considerable portion of the 

participants (80.1%) worked with patients with dementia. 

An online questionnaire included multiple-choice questions about personal and occupational details, 

experiences with care robots, and attitudes toward technology in general, and robots specifically. Participants 

who reported using a particular kind of care robot were directed to additional questions concerning this type, and 

only the type of robot with which they had experience. The four types of robots presented were 1) a telepresence 

robot (example picture of “Double”), 2) an entertaining or activating robot (example picture of the humanoid 

“Nao”), a therapy animal robot (example picture of “Paro seal”), and a patient-lifting robot (example pictures of 

“RIBA bear” and a robotized bed). 
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3.2. Measures 

 

Each robot type reported to have been used opened up seven additional questions, including the 

dependent variable of the intention to use the robot in the future and its six explanatory variables from the 

Almere model: social influence, attitude, ease of use, perceived usefulness, perceived enjoyment, and trust [29]. 

Responses were given on a 5-point Likert scale ranging from totally disagree to totally agree, and after the 

scales were standardized, a higher reading indicated a more positive view of the robot. The reliability of the six 

explanatory variables of the original Almere model was highly acceptable (α = 0.939). 

Three statements of personal moral values were modified and translated by professionals into the 

Finnish language from the information system acceptance questionnaire validated by Karahanna et al. [60]. The 

response scale ranged from 1 (totally agree) to 5 (totally disagree). Thus, the composite variable ranged from 3.0 

to 15 (α = 0.929); a higher score indicated care robots’ compatibility with personal moral values. The statements 

about the Almere model and personal moral values are presented in the Appendix. 

To measure the perceived technological unemployment, we used a repeated and validated Special 

Eurobarometer [21] question about whether participants believed that “Robots steal people’s jobs,” with the 

response scale ranging from 1 (totally disagree) to 5 (totally agree). Interest in technology was used as a control 

variable. It was measured with a question modified from the Special Eurobarometer [21]: “Are you very 

interested (3), moderately interested (2), or not at all interested (1) in technology and its developments?” 

 

3.3. Statistical analysis 

 

Preliminary analysis included percentages, means, modes, standard deviations, and correlations 

measured with Spearman’s rho (rS). Differences between groups were tested with chi-square (2) and t-tests. 

To test the theoretical model, we found that the multidimensional construct of technology acceptance 

and values is best modeled as a multivariate structural equation model (SEM). SEM is an extension of regression 

analysis involving simultaneous regression models and rendering one variable to be a dependent and an 

independent variable. Because some of the measures were ordinal, a generalized SEM was applied. All of the 

variables were observed (none latent), and they are reported as unstandardized coefficients. The McFadden’s 
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pseudo-R-square indicates a good fit of generalized SEM if results are above 0.2. Using Stata 15 for the analysis, 

the pseudo-R-square was calculated using an additional ordinal logit model. 

The model was based on a cross-sectional study design; however, causality between the dependent and 

independent variables has been theoretically supported [64]. Only direct paths to intention to use were taken 

from the Almere model [29] to prevent complexity in case of a small sample inadequate for a generalized SEM 

[64]. 

 

4. Results 

 

Most of the participants had used only one type of care robot. A therapy animal was the single most 

recognized robot type and was familiar to 52% of the participants. A patient-lifting robot was familiar to 20%, a 

telepresence robot to 16%, and an entertaining or activating robot to 15% of the participants. The responses also 

indicated that these experiences originated from trials rather than everyday use. Of the participants, 68% had 

used a therapy animal once or twice and 32% had used one more than that. A similar distribution was found for 

telepresence robots (65% had used one once or twice) and entertaining or activating robots (64% had used one 

once or twice). Patient-lifting robots were statistically significantly more frequently used (46% had used one 

once or twice, and 54% had used one more than that; 2(1) = 4.41, p < 0.05). 

Table 1 presents the descriptive statistics of the intention to use separately between different robot 

types. The difference between the intention to use patient-lifting robots and therapy animal robots was 

statistically significant (t = 6.02, p < 0.001). 

[TABLES 1 AND 2 ABOUT HERE] 

Descriptions of all the variables are given in Table 2. Most of the participants (60.3%) found the use of 

care robots compatible with their personal moral values. The compatibility with values correlated with the 

intention to use telepresence robots (rS = 0.44, p < 0.001), entertaining or activating robots (rS = 0.54, p < 0.001), 

and therapy animal robots (rS = 0.37, p < 0.001) but not patient-lifting robots (rS = 0.16, p = 0.115). 

Examining the original Almere variables, therapy animal and patient-lifting robots were perceived as 

the most useful types of care robots. Therapy animal robots were also evaluated as more enjoyable and easier to 

use than the other three robot types. Attitude correlated the most with the intention to use telepresence robots (rS 

= 0.63, p < 0.001), patient-lifting robots (rS = 0.60, p < 0.001), and therapy animal robots (rS = 0.68, p < 0.001). 
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Differing from the rest, perceived enjoyment correlated the most with the intention to use entertaining or 

activating robots (rS = 0.73, p < 0.001). 

We analyzed the intention to use care robots in a generalized SEM with age, gender, and interest in 

technology-controlled care (Fig. 3). After the control variables were added, the model fitness deteriorated (the 

AIC from 5481.71 to 8692.47 and the BIC from 5555.99 to 9125.79) but did not alter the statistical significance 

of the relations in the model. The pseudo-R-square was 0.285. Thus, the RAM-care model explained 

approximately 30% of the variance in the intention to use care robots. The pseudo-R-square used in the 

generalized SEM was much more stringent than is expected of R-square statistics in linear models; hence, this 

was considered a very acceptable level of explanatory power. 

[FIG. 3 ABOUT HERE] 

 

5. Discussion 

 

Because of the sensitivity and novelty, the intention to use robots in care may involve alternative, and 

even stronger, predictors than existing models of technology acceptance. In addition, previous robot acceptance 

models are general and do not consider particular professional contexts [34,35]. We consider healthcare a field 

with distinct, value-based characteristics and, therefore, in need of a unique model for explaining the intention to 

use robots. We proposed a model of robot acceptance RAM-care that, by an extension of established factors 

[29], has a principled approach to the intention to use robots. Acceptance of robots is explained by ethical, 

interpersonal, and instrumental values [73]. In this analysis, interpersonal values (i.e., social influence) predicted 

directly the intention to use care robots, while personal moral values along with instrumental values (i.e., 

perceived technological unemployment) emerged as otherwise notable factors in the acceptance of robots. 

Hypothesis 1a–1f addressed direct explanatory factors of intention to use defined in the Almere robot 

acceptance model [29]. These hypotheses were partially supported by these data. The results confirm that social 

influence (H1a), attitude (H1b), perceived usefulness (H1c), and perceived enjoyment (H1e) predicted higher 

intention to use care robots. However, these data differed from the Almere model by not supporting the influence 

that trust (H1f) or ease of use (H1d) has on the intention to use robots. Two possible explanations are the 

specificity of care work and the level of technology maturity with which care workers have firsthand experience.  

For the participants, the most familiar robot type was the plush therapy animal Paro. This and other 

robot types (e.g., the Nao humanoid and the telepresence robots) that participants reported being familiar with in 
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these data do not appear particularly intimidating or difficult to use. Furthermore, their functionalities are 

limited, and the tasks these robots are designed for do not require high reliability and caution, which can explain 

why the influence of trust was not significant. Considering that the care robots of today are not complex, this 

study of care workers and robots adds to the previous findings that ease of use does not always predict the 

intention to use new technology, particularly in the healthcare context [31,32], or at least have predictive power 

similar to other explanatory factors [31,32,34]. We chose to present the ease of use and trust in the suggested 

RAM-care model even if they do not contribute statistically significantly in these data samples (Fig. 3). 

We next hypothesized that the intention to use care robots depends on compatibility with personal 

values, or that the relation is mediated by perceived usefulness. Personal values did not directly predict the 

intention to use but predicted the perceived usefulness of the robot, which predicted the intention to use. Thus, 

H2 was rejected, while H3 was supported. This result is in line with Karahanna et al.’s [60] study where the 

relation between compatibility with values and technology use was mediated by the perceived usefulness. The 

result did not support the innovation diffusion theory’s presumption of a direct relation between compatibility of 

personal values and the intention to use robots [36]. 

Results showed that the intention to use patient-lifting robots did not correlate with personal values, 

unlike the other robot types. Value assessments may have different underlying objectives, depending on the 

robot type. For example, patient-lifting robots may be viewed as more essential in terms of improving nursing 

work. They are instrument-like, and perhaps for that reason, their acceptance is less dependent on whether care 

workers find them compatible with their personal worldview. Of all the robot types, the intention to use 

entertaining or activating robots correlated the most with compatible personal values. These humanoid robots are 

typically used in older patients’ physical, cognitive, and emotional stimulation. In this context, robots are not 

essential but can be viewed as supplementary to care work. Thus, the intention to use this kind of new 

technology is dependent on how the care worker thinks care robots fit into his or her worldview. 

In support of H4, the less the participants felt that robots would cause technological unemployment, the 

more they felt that the use of robots would be compatible with their personal values. This relation emerged as the 

most statistically significant correlate in the model. This relation implies that in addition to personal and 

interpersonal ethical values, instrumental values such as earning a living affect the way people are willing to see 

robots in care [73]. Brynjolfsson and McAfee [65] view technological unemployment as a matter of supply and 

demand and believe education policy should drive the reduction of practical nurses and increase the supply of 

registered nurses. The authors argue that once professionals receive advanced education and robots do the 
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physically demanding work, more people will see and understand the values of robotization. This, of course, 

comes across as a technologically deterministic prediction of the future, as well as a very limited view on the 

motives for approving of or declining robotic assistance. In another perspective, Stahl and Coeckelbergh [74] 

suggest development where education would be reformed by taking into account the ethical and social concerns 

of robotization. 

The compatibility between use of care robots and personal moral values was significantly associated 

with views on technological unemployment caused by robots. In this study, the fear of technological 

unemployment is understood as an instrumental value where the fear stems from uncertainty about career and 

income and results in lower acceptance of robots. In addition to financial aspects, people also strive to maintain 

their occupational identity (i.e., who you are and wish to become as a professional). If one’s occupational 

identity is strongly connected to the idea of being a multiskilled trustworthy nurse, robotizing even a part of that 

job might be too controversial of an idea. The core of nursing ethics includes positive and safe interaction 

between a nurse and a patient [25], and any work-related changes are reflected against these occupational 

standards and principles. The present results are in line with previous findings that decision making in nursing 

work is considerably influenced by identity, including professional and personal values, and shaped by social 

influence [75]. 

In support of H5 and previous motivation studies [61,62], compatibility between personal values and 

robot use predicted the intention to use robots through social influence. First, the participants who found their 

worldview compatible with using robots in care thought more likely that care robots are approved in the 

workplace in general. Second, the participants who thought care robots are approved in their workplace and 

found care robot use to be compatible with their own personal values had higher intention to use care robots in 

the future. Again, personal values did not predict the intention to use robots directly, but the interaction between 

compatible personal values and compatible interpersonal values toward use of care robots leads most likely to 

higher repeat use intention. 

After rejecting the hypothesis that personal values predict the intention to use robots, the direct link 

between them was excluded from the suggested model (Fig. 3). It may be challenging for care workers to 

consider their personal values and potential future use of robots because the development of care robots is in 

such an early stage. Therefore, it is easier to compare personal values with perceived usefulness and 

interpersonal values about robotization. Most of the participants had used a care robot once or twice at work. If 

robots gained more ground in everyday care work, users would perhaps have more of a perspective to approve of 
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or reject the use of robots. Then the intention to use might also be more significantly explained by personal 

values. 

Intention to use the same robot type again was relatively high among all robot types. Robot assistance 

can be appealing if it holds a promise of allowing nurses more time to interact with patients [25,26]. Intention 

was lowest regarding entertaining or activating robots. Melkas et al. [13] found that using the humanoid robot 

“Nao” in a care home can be perceived as laborious and time-consuming by nurses. An entertaining robot can 

also be perceived as demeaning because of its toy likeness, and when used in rehabilitation, the robot can be 

viewed as reducing human contact [42]. Patient-lifting robots were used more regularly than the other robot 

types, and respondents who had firsthand experience with these robots reported the highest repeat use intention. 

This result may indicate the physical demands of care work and how new technology is welcomed to assist with 

this [66]. Sharkey and Sharkey [42], however, questioned the objectification of patients when using such 

technology. Objectification is more distinct in scenarios where an autonomous robot is assisting a patient without 

any care personnel present. Patient-lifting robots are perhaps acceptable only when robots are not autonomous. 

Although new technologies often create tensions concerning prevailing norms, the technologies also 

present opportunities for developing new practices [67]. First, the present study results show that the 

occupational context is important when a new technology is implemented. Second, the results imply the 

advantages of including employees in organizational robotization plans. Participating staff is engaged not only as 

a democratic management strategy but also to enrich assessment and decision making [68]. Nurses have opinions 

on, for example, which tasks they see robot assistance is suitable for [67,70]. Personal moral values along with 

instrumental values are important motivational factors [23], and if the objective is retaining committed 

employees in an understaffed field of work, it is best to consider potential contradictions between employees’ 

values and technological implementations, or any other organizational changes [57]. Incompatible values at work 

are found to be an even more substantial stressor than the perceived workload [70]. 

When using a robot as a part of the job is not consistent with an employee’s own view of the world, he 

or she may experience cognitive dissonance [58]. The outcome of this inner conflict is twofold when the 

individual is striving to reduce the discomfort of the dissonance. The first mental option is to change one’s 

behavior, in this case to use the robot or to stop using the robot. This behavior outcome is not always possible 

because use of the robot may be a mandatory part of performing the job. The second option is to change one’s 

cognitive assessment, in this case reevaluate the compatibility between values and use of robots. Individuals 

experiencing the most cognitive dissonance have the greatest motivation to relieve the dissonance by adjusting 
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their attitude [71]. To find justification for robotization, an individual might be drawn to adjust his or her value-

based evaluations by viewing the change as creating opportunities, rather than threats (instrumental values), and 

as supporting the principles the individual is committed to in life and work (personal and interpersonal values). 

Although we measured the intention to use robots, we do not propose that the ideal situation is an 

unconditional acceptance of robots. On the contrary, we strived to demonstrate how value-based consideration is 

important when implementing robots in new contexts. If the rejection of the use of robots is explained by deeper 

motivational mechanisms, such as basic principles in life, there is not much sense in dealing with this variance 

by setting up the mandatory use of robots covering the whole staff. We propose that robotization be managed 

with the knowledge and consideration that individual differences in accepting robots at work may also have an 

essential principled side. 

In addition to ensuring the role of personal values in technological changes, we must consider how new 

technology influences the norms in our society. If we do not want to commit to the “values first principle” [76] 

in which autonomous robots perform only tasks humans are incapable of doing, we must dilute contemporary 

ethical standards, such as respectfulness, compassion, and partnership, between a nurse and a patient. 

 

5.1. Limitations  

 

The collected survey data suggest that instrumental, interpersonal, and ethical values have a part in the 

acceptance of care robots. However, the results also raise further questions for investigation. A follow-up study 

is needed to identify the contents of the care workers’ values which are compatible or not compatible with the 

intention to use robots. Sharkey and Sharkey [42] expressed concern about the ethics of using care robots in care 

for the aged specifically. These concerns included potential reduction of human contact, feelings of 

objectification, loss of privacy, deception, and infantilization [42]. 

As a limitation of the study, we did not categorize the participants based on the voluntariness of their 

use of robots or consider the breadth of technology use as an explanatory factor. The sample size did not allow 

us to apply a generalized SEM to each robot type separately. The preliminary correlative analysis, however, 

showed the relevance of the type of robot in the acceptance of care robots. 

These data are representative of care workers to a certain extent, as the subsample is based on a large, 

random sample of Finnish care workers. The fact that the sample includes Finnish-speaking nurses confines the 

generalization of the results. Attitudes toward robots at the population level differ considerably even among 
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countries of the European Union [21]. Moreover, care work culture and technology use differ between countries, 

and some of this variance may also be associated with employees’ ethnic background. However, the model 

RAM-care is not restricted to specific cultures or even professional care work but should be tested with other end 

users as well, such as informal caregivers and care receivers from different cultural backgrounds. A recent study, 

for example, showed that employees in cultures with higher power distance and masculinity values than those in 

Finland are more likely to experience technostress [72]. Without comparative studies, we are not able to say, for 

example, whether the high intention to use care robots is distinctive to Finnish care workers, who have 

substantial professional autonomy and relatively downplayed hierarchy [77].  

 

5.2. Conclusion 

 

Implementing robots and other advanced information systems in new fields of work requires an in-

depth understanding of the factors associated with technology acceptance among groups of professionals. A new 

model, RAM-care, is proposed to measure the acceptance of care robots. The intention to use robots is 

traditionally explained by functional and social factors stemming from TAMs. In addition, we emphasize 

context-dependent value-based principles behind the acceptance of robots. 

In the model, personal moral values predict intention to use, not directly but through social influence 

and perceived usefulness. Dispositional attitude and perceived enjoyment were the most significant predictors of 

the intention to use robots, but two original factors from the robot acceptance model, namely, ease of use and 

trustworthiness, did not reach statistical significance. In total, the RAM-care model explained approximately 

30% of the variance in repeat intention to use care robots. Arguably, the predictive power of RAM-care will 

increase with developments in robotics and artificial intelligence. First, more complex robots will require more 

expertise from their users, and second, more autonomous robots are likely to test people’s trust more than the 

currently available automatons. 
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Table 1 

Intention to use the robot types (scale, 1–5). 

  

n Mean Mode Std.  

deviation 

 

 
Intention to use a telepresence robot 93 3.69 4 1.02  

 

Intention to use a therapy animal robot 23

9 3.96 4 1.10  

 

Intention to use a patient-lifting robot 10

0 4.37 5 0.75  

 

Intention to use an entertaining or activating robot 

 

11

2 3.66 4 1.10  

  

Total 54

4 3.93 4 1.10   

 

Table 2 

Descriptions of the variables in the analysis. 

 

 

Variables 

 

Mean 

Std. 

deviation 

 

Range 

 

%  

 Intention to use robots 3.93 1.10 1–5   

 

Robots’ compatibility with personal 

moral values 
8.46 3.55 3–15  

 

 Perceived technology unemployment 3.14 1.13 1–5   

 Social influence    2.81 0.90 1–5   

 Attitude 3.89 1.06 1–5   

 Ease of use 3.71 1.13 1–5   

 Perceived usefulness 3.51 1.13 1–5   

 Perceived enjoyment 3.42 1.01 1–5   

 Trust 3.26 1.08 1–5   

 Gender      

 Female    94.1  

 Male    5.9  

 Interest in technology      

 Very    23.8  
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 Moderate    70.3  

  Not at all       5.9   
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Fig. 1. The Almere model of robot acceptance among older adults [29]. 
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Fig. 2. Draft model of care robot acceptance.  
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Fig. 3. RAM-care model: Coefficients reported in cases of statistically significant results; the 

direct path from personal values to intention to use removed from the model. 
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ATTITUDE

EASE OF USE

PERSONAL VALUES

INTENTION TO USE

PERCEIVED

TECHNOLOGY UNEMPLOYMENT ENJOYMENT
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* p  < .05, ** p  < .01, *** p  < .001

------ non-significant

PERCEIVED USEFULNESS-0.64***

0.18*

0.52***

0.12***

0.20**

H3

H4

H1a
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H1c

(H1d)

H1e

(H1f)

0.15***

H5

(-0.18)

(H2)

0.43***
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Appendix  

          

                    

 Variable       Items             

 

Intention to use robots 

o If the telepresence robot were available, I would use it.    

 
o If the robot used for entertaining or activating were available, 

I would use it.    

 o If the therapy animal robot were available, I would use it.    

 
o If the patient-lifting robot were available, I would use it. 

    

 

Attitude 

o I think it’s a good idea to use the telepresence robot.    

 
o I think it’s a good idea to use the entertaining or activating 

robot.   

 o I think it’s a good idea to use the therapy animal robot.   

 
o I think it’s a good idea to use the patient-lifting robot. 

    

 

Ease of use 

o I think I can use the telepresence robot without any help.    

 o I think I can use the entertaining or activating robot without any help.  

 o I think I can use the therapy animal robot without any help.    

 
o I think I can use the patient-lifting robot without any help. 

    

 

Perceived usefulness 

o I think the telepresence robot is useful in my job.    

 o I think the entertaining/activating robot is useful in my job.   

 o I think the therapy animal robot is useful in my job.    

 
o I think the patient-lifting robot is useful in my job. 

    

 

Perceived enjoyment 

o I enjoy doing things with the telepresence robot.      

 o I enjoy doing things with the entertaining or activating robot.    

 o I enjoy doing things with the therapy animal robot.      

 
o I enjoy doing things with the patient-lifting robot. 

      

 

Trust 

o I would not trust that the telepresence robot is safe.   

 o I would not trust that the entertaining or activating robot is safe.  

 o I would not trust that the therapy animal robot is safe.   

 
o I would not trust that the patient-lifting robot is safe. 

   

 Social influence 

o Using care robots is mainly considered a positive thing among my 

colleagues.  

           

 

Robots’ compatibility with 

personal values 

o Using care robots runs counter to my own values.    

 o Using care robots does not fit the way I view the world.   

 o Using care robots is not appropriate for a person with my values   

 when thinking about the role of robots.      
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