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ABSTRACT 

Hoel, Tore 
Privacy for learning analytics in the age of big data – exploring conditions for 
design of privacy solutions 
Jyväskylä: University of Jyväskylä, 2020, 61 p. (+ included articles) 
(JYU Dissertations 
ISSN 2489-9003; 239) 
ISBN 978-951-39-8190-7 (PDF) 

Introduction of learning analytics to education opened up the can of worms 
related to privacy issues that come with big data. Privacy issues are increasingly 
‘wicked problems’ that call for a rethinking of the key artefacts involved. Global 
information systems make privacy a challenge that go to the center of solution 
design and information science research. In this dissertation research we 
exemplify the long and winding process from capturing questions of concern, to 
constructing conceptual artefacts to begin discussing the concerns, to proposing 
the first constructs that could lead to technical solutions—all within the context 
of technology enhanced learning and education. 

Learning analytics is a new discipline based on an increasing access to data, 
which will be extended by introduction of more and more sensors that are part 
of smart classrooms and intelligent campus projects. There is a gap between 
people’s online sharing of personal data and their concern about privacy. 
However, online practices are volatile, which make action design research and 
design science research an appropriate approach to explore conditions for design 
of privacy solutions. The research has been carried out taking part in two practice 
communities, the learning analytics knowledge community, and the learning 
technologies standards community. 

The contributions of this PhD research are both theoretical and practical. 
Privacy is defined in the context of big data; the theory of contextual integrity is 
extended to include the concept of ‘context trigger’, and design proposals explore 
the role of privacy policies in regulating data sharing. Risks and benefits of data 
sharing is explored to develop a learning analytics design space model. In 
addition, other constructs to facilitate discourse on data sharing in context are 
developed.  

Keywords: privacy, privacy engineering, contextual integrity, personal data, 
learning analytics, big data 



TIIVISTELMÄ (ABSTRACT IN FINNISH) 

Hoel, Tore 
Oppimisen analytiikan yksityisyys Big data –aikakaudella – Yksityisyyden suun-
nitteluratkaisuja etsimässä  
Jyväskylä: University of Jyväskylä, 2020, 61 p. (+ included articles) 
(JYU Dissertations 
ISSN 2489-9003; 239) 
ISBN 978-951-39-8190-7 (PDF) 

Oppimisen analytiikan käyttöönotto koulutuksessa avasi runsaasti kysymyksiä 
yksityisyydestä Big data -analyysiä hyödynnettäessä. Tietosuojakysymykset 
ovat yhä ’pahempia ongelmia’ ja uudenlaista ajattelua tarvitaan niiden selvittä-
miseksi. Globaalit tietojärjestelmät tekevät yksityisyydestä haasteellista ja tästä 
syystä on tärkeää keskittyä ratkaisujen suunnitteluun ja tietojärjestelmätieteen 
tutkimukseen alalla. Tässä väitöskirjatutkimuksessa havainnollistetaan aihe-
alueen keskeisimmät kysymykset, konseptualisoidaan keskeiset käsitteet, joita 
tarvitaan keskusteluun yksityisyyden huolenaiheista. Lisäksi tässä väitöskirjassa 
ehdotetaan ensimmäisiä askelia yksityisyyden teknisiin ratkaisuihin teknologia-
välitteisen opetuksen ja koulutuksen saralla. 

Oppimisen analytiikka on uusi tieteenala, joka perustuu ulottuvillamme 
olevaan kasvavaan tiedon määrään. Tulevaisuudessa älykkäiden luokkahuonei-
den ja –kampusten kasvava sensorimäärä tulee lisäämään oppimisen analytiikan 
hyödyntämistä. Ihmisten henkilökohtaisten tiedonjakamistottumusten ja heidän 
yksityisyyttä koskevien huoliensa välillä vallitsee kuilu. Ihmisten verkkokäyttäy-
tyminen on ailahtelevaa, mistä syystä toimintatutkimus ja suunnittelutiede so-
veltuvat hyvin yksityisyyden ratkaisujen suunnittelemiseen. Tämä tutkimus on 
toteutettu toimintatutkimuksena osallistumalla kahteen toimintayhteisöön: op-
pimisanalytiikan yhteisöön ja oppimisteknologioiden standardisointiyhteisöön.  

Tämän väitöskirjatutkimuksen vaikutukset ovat sekä teoreettisia että käy-
tännöllisiä. Yksityisyys on määritelty Big datan kontekstissa; asiayhteyden eheys-
teoriaa on laajennettu ‘asiayhteyden laukaisijan’ käsitteellä ja suunnitteluehdo-
tuksissa tutkitaan yksityisyyden käytänteiden roolia tiedon jakamisen sääntelyssä. 
Tiedonjakamisen riskejä ja hyötyjä tutkimalla on kehitetty oppimisen analytiikan 
suunnittelutilamalli. Lisäksi väitöskirjassa on kehitetty muita käsitteitä helpot-
tamaan tiedonjakamiseen liittyvää tieteellistä keskustelua.  

Asiasanat: yksityisyys, yksityisyyden suunnittelu, asiayhteyden eheys, henkilö-
kohtainen tieto, oppimisen analytiikka, Big data 
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In May 2018, GDPR, the first privacy framework adapted to the Internet era, came 
into effect in most of Europe. This year may well be the turning point for how 
online users look upon privacy. However, it is a high-risk effort to draw 
conclusions about an area of research that is so in flux, where there are new 
developments every time one opens the computer.  

Privacy has always been an important topic in information science; 
however, extensive review of four decades of studies up till 2011 showed that 
“the overall research stream has been suboptimized because of its disjointed 
nature”, according to Smith, Dinev, and Xu (2011, p. 1008). Reviewing 320 articles 
on privacy these authors found that very few studies had considered privacy at 
small group level. They concluded, “a single individual likely belongs to more 
than one group, so (s)he may adhere to different norms regarding privacy as (s)he 
travels between groups. How an individual navigates such different normative 
expectations would also be a fruitful domain for additional research” (ibid, p. 
1007). In the same year, Belanger and Crossler found, in another review of 340 
articles on information privacy, that few papers present design and action 
research on information privacy. “As design science becomes an increasingly 
important area of research, IS researchers should consider the development of 
more (and easier to use) privacy protection tools for individuals, groups, 
organizations, and society” (Belanger & Crossler, 2011, p. 1035). 

This thesis narrows the scope of discourse to education and what happens 
with our conception of and solutions for privacy when terms like ‘learning 
analytics’ (LA) and ‘artificial intelligence in education’ start to appear in 
institutions’ strategy documents. 2011 was the year when the first international 
conference on learning analytics and knowledge (LAK) was organised 
(www.solarresearch.org). From the very beginning this new research community 
had to develop the new knowledge field on a backdrop of controversies about 
privacy and data management. There were incidents of collapse of trust in ethical 
management of data, the most notorious in education being the shutdown of the 
inBloom project in 2014 (Horn, 2014; Kharif, 2014; K.N.C., 2014). In 2016, the 
European LACE project raised the question if privacy would be a showstopper 

1 INTRODUCTION
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for LA (Griffiths et al., 2016). Despite the concerns, looking back at the last ten 
years of research on LA and the use of educational data we would claim that we 
have seen few groundbreaking proposals for privacy solutions from this 
community. 

Another practice community for this author, the learning technologies 
standards community, only recently published its first contribution to privacy in 
education, a technical specification on privacy and data protection policies (ISO, 
2019). Based on participatory research in the LAK community and the standards 
community, the information science research reported in this thesis is a modest 
contribution to explore conditions for the design of privacy solutions for 
learning, education and training. The initial research questions have been how 
we do understand privacy in this domain, and what principles should guide 
privacy engineering in an educational context. 

This thesis is structured as follows: The next section gives theoretical 
foundation and context for this thesis, identifies research gaps and concludes 
with the research questions addressed in this work. Section 3 elaborates research 
method and approach, which is based on action design research cycles 
interacting with the research community, the two communities of development 
and practice mentioned above, and end users. Section 4 gives an overview of the 
included articles. Section 5 summarises the theoretical and practical 
contributions of this thesis research and discusses limitations and further work. 
The 10 original papers this PhD research builds on are included at the end of this 
thesis. 
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The key components of the dissertation is described in Figure 1, which gives a 
conceptual overview of the issues addressed in research. The model describes 
how issues related to privacy and data protection for LA are embedded in a 
bigger picture that only can be constructed through a multidimensional 
approach. The section gives an overview of previous research that has 
underpinned the approach chosen for this dissertation and concludes by 
explaining the implications and relevance of the topic in the domain of education 
where the empirical investigations of this PhD research were conducted.  

 
FIGURE 1. Overview of issues addressed in this research 

2  BACKGROUND — THEORETICAL FOUNDATION 
AND RESEARCH CONTEXT 
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Figure 1 outlines some of the deciding factors that define privacy, and ultimately 
trust, in the educational domain. At the core of the model is design for privacy 
management. The term privacy management describes the process of enabling 
the data subject, who is the source of the data streams, to achieve a level of control 
of personally identifiable information so that appropriate trust in the socio-
technical system is established. The focus of this dissertation is how to contribute 
to design of processes and solutions that contributes to building trust in practices 
of data sharing. Trusted systems rest on ethical principles, law, and privacy 
policy frameworks. 

The following subsections explain more in detail the issues raised in this 
dissertation, see the four aspects outlined in Figure 1.  

2.1  A contextual Perspective on Privacy (Aspect I) 

In Information science, privacy has always been a topic of interest (Dinev, Xu, 
Smith, & Hart, 2013), even though published research has had a normative and 
individualistic bias (Smith, Dinev, & Xu, 2011). From a LAK community point of 
view, privacy has mainly been viewed as a concern. This can be observed 
studying the papers published in the main proceedings of LAK conferences in 
2016, 2017, and 2018 (www.solaresearch.org/conference-proceedings). In 2016 
privacy was mentioned in 3 papers; in 2017 in 14 papers; and in 2018 in 16 papers. 
With one exception, Drachsler and Greller (2016), privacy is not defined in these 
papers; privacy is used in combination with other words, like data privacy; 
student privacy; ethics and privacy; security and privacy; privacy, data 
management, and consent; and privacy concerns. 

It is well known that privacy as a concept “is in disarray [and n]obody can 
articulate what it means” (Solove 2006, p. 477), and “the picture that emerges is 
fragmented with concepts, definitions, and relationships that are inconsistent 
and neither fully developed nor empirically validated (Smith, Dinev, & Xu, 2011, 
p. 992). No wonder then that the LAK community tend to discuss privacy 
interwoven with other issues, like ethics and data protection (Ferguson, Hoel, 
Scheffel and Drachsler, 2016). Untangling these issues, Drachsler and Greller 
(2016), in the exception paper from LAK16 mentioned above, build an 
understanding of ethics as a moral code of norms external to a person, whereas 
privacy is seen as “an intrinsic part of a person’s identity and integrity” (p. 2). 
They see privacy as first and foremost bound by context, “it forms the boundary 
of one’s person or identity against other entities” (p. 2). Data protection, 
Drachsler and Greller see not as mere legal requirement, but as something that 
embeds privacy “deeply into Learning Analytics tools and increase[s] the trust 
of data subjects in these systems” (p. 7). It is not clear how much the distinctions 
between extrinsic versus intrinsic divers explain the role of ethics and privacy in 
a discourse on LA, and whether deep embedment would describe data 
protection. In the guest editorial on ethics and privacy in LA in Journal of 
Learning Analytics (JLA, vol 3, no 1, 2016) this author contributed to framing a 
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discourse in which ethics comes with an imperative to act (a call to action rather 
than a restriction on action); data protection comes with legal requirements; and 
privacy comes with an understanding how the individual observes boundaries 
around personal and private data as social agreements that depend on who the 
owner is and in what social setting the data are created and shared. 

In the inaugural volume of JLA (2014), Heath describes privacy as an ill-
defined concept and offers an overview of contemporary privacy theory 
contributions. She observes in the early theories of privacy “[d]ebate regarding 
privacy has swung between arguments for and against a particular approach 
with the limitation theory and control theory dominating” (p. 3). Heath (2014) 
points to Nissenbaum’s theory of contextual integrity (CI) (Nissenbaum, 2004) as 
the modern privacy theory that could provide a useful bridge to the real world 
of LA. According to Lester, Klein, Rangwala, and Johri (2017), this is the privacy 
theory espoused by learning analytics scholars. However, as Drachsler and 
Greller demonstrates in their influential paper on privacy and LA (Drachsler & 
Greller, 2016), also this theory needs to be understood in the right context. 
Drachsler and Greller claim 

Contextual Integrity is very much at odds with the Big Data business model that 
actually aims to collect and integrate as many data sources as possible and gain new 
insights from those data through overarching mining and analyses. It uses data that 
has been collected under different pretexts and circumstances. This repurposing of 
data is totally against the concept of Contextual Integrity… (Drachsler & Greller, 2016, 
p. 4).   

In our opinion, this is a misunderstanding of the CI theory. First, the problem 
with the business model above it not that it is against the concept of CI, but that 
it is illegal (at least in a European GDPR setting). Second, CI is not per se at odds 
with Big Data; it depends on a concrete analysis of the particular data flow to see 
if the transmission principles are appropriate or not. 

In the context of this thesis, the above brief summary of the 
conceptualisation of privacy within the LA research and practice community 
highlights the need for a more thorough understanding of the concept of privacy 
in LA in relation to ethics, data protection and the current development of data 
sharing. This is a research gap that has been addressed in this dissertation 
research. 

Privacy as contextual integrity in learning analytics 

Article IV (Hoel & Chen, 2016a) in this thesis describes the contextual integrity 
approach to privacy. According to Nissenbaum (2010) “a right to privacy is 
neither a right to secrecy nor a right to control but a right to appropriate flow of 
personal information” (p. 127). The context-relative informational norms that are 
governing activities related to privacy are characterised by four parameters: 1) 
contexts, 2) actors, 3) attributes, and 4) transmission x’principles. Nissenbaum’s 
definition of contexts is “structured social settings characterized by canonical 
activities, roles, relationships, power structures, norms (or rules), and internal 
values (goals, ends, purposes)” (2010, p. 132). 
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To understand the concept of contextual integrity, let us explore how the 
Big Data example given by Drachsler and Greller (2016) above stands the test of 
contextual integrity, i.e., is the flow of personal information described in this case 
appropriate from the perspective of the data subject (the identifiable person whom 
the personal data refers to). Table 1 outlines a scenario where social media data 
and institutionally controlled data (from university systems) are analysed for a 
specific purpose and within a specific context. The default setting of this scenario 
is that integrity of the student within this context is not jeopardised in any way, 
even if Big Data is collected, merged and analysed. 

Of course, also in this scenario contextual integrity may be violated, e.g., by 
extending the group of recipients of information, adding new information 
attributes to the analysis, or diverting from the agreed or expected transaction 
principles. But the scenario (Table 1) illustrates the point that it is the context and 
its inherent rules that decides if the integrity of the data subject is maintained 
satisfactory from this actor’s perspective. An apriori judgement that a certain 
flow of personal information is violating privacy is not possible from a contextual 
integrity perspective. One has to do a case by case evaluation of the information 
flow in question.  

 
 
 

TABLE 1  Contextual integrity in a scenario of collecting data from many sources 

Scenario: Use of Big Data from social media and university systems  
to support formative assessment in a social science course 

Context Actors Attributes Transmission 
Principles 

Data collected from 
social media 
(Twitter), the LMS, 
the Student Record 
System, and the 
Library system are 
integrated in a 
learning analytics 
session set up to 
support learner 
achievement in a 
social science course. 

Sender of the 
information is the 
custodians of the 
social media tool 
(via giving access to 
API) and the 
custodians of tools 
under control by the 
university;  
Recipient of 
information is the 
science course 
teacher; and  
Information subject 
is the individual 
student. 
 

Tweets data, filtered 
on hashtags relevant 
to the course; 
clickstream data 
from the LMS (e.g.,  
forum entries, data 
submitted, 
assessment mark, 
days overdue, 
learning outcome 
achievement) 

Data flow terms and 
conditions: Student 
has consented to the 
use of Twitter data 
for analysis in this 
particular course. 
Student has full 
insight in what data 
the university 
systems register. 
Tacit understanding 
within teaching-
learning relationship 
that the analysis of 
the data will be used 
for formative 
assessment for the 
duration of the 
course only. 
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2.2  Big Data and AI in Education (Aspect II) 

The idea of LA is tightly coupled with the phenomenon of Big Data; in one sense 
LA is Big Data coming to education. The most common definition of LA, 
published in a call for papers to the first LAK conference in 2011, describes LA as 
“the measurement, collection, analysis and reporting of data about learners and 
their contexts, for purposes of understanding and optimising learning and the 
environments in which it occurs” (Siemens & Gasevic, 2012). Data is part and 
parcel of LA; the challenge, however, is to understand what is coming together 
with the data analytics practices when embedded into the educational sector. This 
data context is the topic of this subsection, and the purpose is to give the context 
for the privacy challenges that are to be handled through design of privacy 
solutions. As Lowry, Dinev and Willison (2017) find in their proposal for a bold 
research agenda for security and privacy research, big data (as well as online 
platforms and the internet of things) “carry innate information security and 
privacy risks and vulnerabilities that can be addressed only by researching each 
link of the systems chain, that is, technologies–policies– processes–people–
society–economy–legislature” (p. 546).  

In the following we will only touch upon some of those linkages, just to give 
background and help identifying research gaps and questions in this thesis 
research. 

Firstly, LA is always introduced in a political context. In Norway, the 
national research centre on learning analytics (www.slate.uib.no) was 
established as a result of a government white paper on MOOCs (Hoel & Chen, 
2017a). LA was first introduced in a national policy document in Norway in 2014. 
In their strategy for digitalisation of primary and secondary education the 
Ministry of Education (2017) used the term learning analytics four times, each 
time in conjunction with the concept of adaptivity: “Learning resources based on 
learning analytics contribute to an education adapted to the students’ needs and 
preconditions” (p.12); teachers should have “knowledge about pros and cons 
about use of learning analytics and adaptive learning resources” (p.13); “new 
technologies and use of big data open up possibilities for adaptive learning 
researches and learning analytics” (p.19); and “ICT may give better assessment 
practice, and possibilities to use learning analytics and adaptive learning” (p.22, 
authors’ translations). Whereas in China, LA is framed in a Big Data context (as 
in the preferred term ‘educational big data’). This framing invokes national 
strategies, planning, resources and projects that eventually will trickle down the 
layers of government to be felt by the individual school and teacher. President Xi 
Jingping, in his report to the 19th Party Congress in October 2017, promoted the 
“profound convergence of the Internet, big data, artificial intelligence and the 
real economy” (Creemer, 2017).  

It is obvious that the framing of privacy will be very different in a society 
that sees LA as an opportunity to fulfil the rights of the individual in terms of 
providing education that is adapted to his or her needs and abilities, versus a 
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society that sees LA as an opportunity to drive economic growth and make sure 
that the worthy and high-achieving citizens are selected to lead the endeavour. 
We are not saying that this a fair characterisation of neither Norway nor China; 
we are just making the point that understanding the political context is essential 
for privacy design and represents a field where more research is needed. 

Secondly, the fact that data drives LA brings a risk of LA contributing to the 
datafication of education. One may claim—at least rhetorically—that the most 
espoused definition of LA given by SoLAR (Siemens & Gasevic, 2012) has already 
taken a stand regarding the role of the learner in analytics. It says the LA is about 
data about the learners, not with the learners, suggesting a objectification of the 
learners. The consequences of datafication of education have been a concern also 
before LA came to attention (Breiter and Hepp, 2016; Hartong, 2017; Williamson, 
2018a, 2018b, 2017a, 2017b, 2016, 2015; Selwyn, 2015, 2014).  From a privacy 
perspective this concern is about how the available data and the emphasis on 
learner aspects that leave data traces represent the true learner. Are the data 
describing the real learner or just a skewed view of the learner provided by the 
limited set of data available. 

Thirdly, LA may be part of a ‘perfect storm’ that involves trending 
technologies known as artificial intelligence (AI), all with a voracious appetite for 
data and a promise to provide personalised precision learning. Even if LA 
research and LA practices are within the educational sector privacy for LA will 
be strongly influenced by what happenings in society at large. In countries like 
Norway schools and universities separate clearly between data produced and 
managed by institutional systems, and data the users generate outside of 
education using sports apps, social media, and interacting with the myriads of 
systems leaving data traces. This may change by pressures that build outside of 
education and potentially without too much pushback from the data subjects, the 
students, themselves.  

Development within AI has just begun to make an impression in public 
discourse, mainly in other sectors than education (transportation: self-driving 
cars; health: advanced diagnostics and precision medicine; environment: smart 
cities, etc.). However, AI will come to education; in the view of Anthony Seldon, 
Vice-Chancellor of The University of Buckingham, sooner than later. In 2017 he 
published a book titled The Fourth Educational Revolution: How Artificial 
Intelligence is Changing the Face of Learning, predicting that machines “will replace 
teachers within 10 years” (Tes Reporter, 2017). Human teachers will remain on 
hand to set up equipment, help children when necessary and maintain discipline, 
he said at British Science Festival to the Tes Reporter. However, the essential job 
of instilling knowledge into young minds will wholly be done by artificially 
intelligent computers (Tes Reporter, 2017). 

While historian and Vice-Chancellor Seldon just predicts, the private non-
profit US National University (which runs concentrated online courses) 
implements through a Precision Education Platform for Personalized Learning. 
It has established a ‘Precision Institute’ dedicated to precision education through 
‘adaptive, machine learning instruction’ and ‘individualized course navigation’ 
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using ‘real-time data generated from multiple sources of assessment tools.’ The 
platform gather data from students in order to analyse relationships between 
‘student characteristics and learning outcomes’ (Williamson, 2018b).  

These examples envision gathering and access to data on a scale that we 
have not seen in education yet, but which is not unrealistic from a number of 
reasons. Firstly, people give freely away personal information if they see some 
personal benefit. The success of the tech giants (Alphabet (Google’s parent 
company), Amazon, Apple, Facebook, Microsoft, IBM, Samsung, Alibaba and 
Tencent) are based on users gifting their data, covering most of their online 
activities. Their business model is built on aggregation of data and provision of 
cloud services (House of Lords, 2018, par. 122). Secondly, these tech giants are 
already deeply involved in education. Furthermore, AI technologies are not 
better than the datasets used to train the algorithms used. There is a concern that 
“many of the datasets currently being used to train AI systems are poorly 
representative of the wider population, and AI systems which learn from this 
data may well make unfair decisions which reflect the wider prejudices of 
societies past and present” (House of Lords, 2018, par. 119). This concern 
combined with promises of innovative learning technologies not yet heard of, 
would potentially create a great pressure to make available educational datasets 
for development of new AI tools. 

In summary, the concerns highlighted in great detail in the House of Lords’ 
Select Committee on Artificial Intelligence (2018) also relate to education. 
Strengthening access to, and control of, data is a must to be able to design new 
solutions. At the same time there is a need to create intelligible AI (and LA), 
promoting both technical transparency and explainability. 

2.3  Ethics, Law, and Policies (Aspect III) 

When institutions start to apply LA at scale, they are no longer safeguarded 
(understood loosely) by decisions taken under the guidance of research ethics 
committees. They are moving from research ethics to operational ethics, and are 
struggling to see what that means, consulting ethical concepts and frameworks, 
drafting institutional codes of practice (Sclater, 2016, 2015) and meeting the 
organisational discourse on the benefits and challenges of introducing LA. 
Lester, Klein, Rangwala, and Johri (2017) found that ethics and privacy were en 
emergent and often ill-defined component of LA. “As with other technological 
advances, although learning analytics developers and researchers acknowledge 
the importance of considering ethics and privacy during the development and 
implementation of learning analytics tools, associated policies, procedures, and 
best practices related to ethics and privacy often lag behind tool development” 
(Lester et al., 2017, p. 77). From this perspective, it is interesting to observe the 
efforts of establishing ethical design principles now taking place in standards 
organisations and international fora, prompted by the interest in and progress of 
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AI or ’autonomous and intelligent systems’ (A/IS, the preferred term of IEEE) 
(House of Lords, 2018; IEEE, 2017; British Standards Institute, 2016). 

IEEE, the world’s largest technical professional organisation, has 
established a global initiative on ethics of A/IS and plan to release their final 
version of Ethically Aligned Design in 2019. As the field of LA has many 
similarities with A/IS, e.g., access and use of heterogeneous datasets and use of 
algorithms, the LA research community should pay close attention to the broader 
discourse on ethical design. IEEE concludes that ethical design, development and 
implementation of A/IS should be guided by the principles of human rights, 
well-being, accountability, transparency, and awareness of misuse (IEEE, 2017). 
These five principles summarise moral, economical, technical and legal 
reasoning that should have global support (or at least great effort is made to 
anchor the principles in Western, Eastern and African schools of thought). The 
IEEE guideline document outlines how these principles can be transformed into 
recommendations that can be turned into design actions, e.g., “[t]he systems 
should generate audit trails recording the facts and law supporting decisions and 
they should be amenable to third-party verification” (IEEE, 2017, p. 7). 

The International Security Trust and Privacy Alliance published in 2007 a 
study of twelve privacy instruments to facilitate cross-instrument mapping of the 
principles identified, i.e., Accountability, Notice, Consent, Collection Limitation, 
Use Limitation, Disclosure, Access and Correction, Security/Safeguards, Data 
Quality, Enforcement, and Openness (ISTPA, 2007). The study concluded that 
“[l]egislation and the language of instruments start to look more alike in 
progression over time. (…) Legislation tends to be expressed as disconnected 
requirements (e.g., practices), with no cohesive or overall “system design” 
focused on the life cycle of personal information. (…) Comparison of the many 
imprecise concepts contained in privacy practices/principles depends on 
language interpretation. However, if the legislative instruments are ‘abstracted’ 
to a high level (within the restricted scope of this Analysis) clear commonality in 
requirements emerges” (p. 68). 

Among the legal frameworks, the EU’s General Data Protection Regulation 
(GDPR) is the latest and the only one that is designed to meet the requirements of 
the digital age. The GDPR provides measures to remedy the misuse of personal 
data (http://ec.europa.eu/justice/data-protection/individuals/misuse-personal-
data/index_en.htm); it makes it mandatory to design with privacy in mind (the 
principle of Privacy by Design) and do privacy impact assessments; it gives 
European citizens specific rights to redress where AI or autonomous systems has 
been used, it gives the users right to data portability; and mandates providers to 
seek informed, explicit and unambiguous consent to collect and process data. 
However, these rights and regulations are given for use of data in general; the 
different sectors of society have a job to do in order to make sense of the regulations 
in their particular domain. For LA, Hoel and Chen (2016c) have researched what 
the GDPR requirements will imply for LA design and practicers. 
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2.4  Design for Privacy Management of LA – the Question of 
Trust (Aspect IV) 

Privacy management is defined by OASIS (2016) as the collection of policies, 
processes and methods used to protect and manage personal information. Good 
management builds trust, which is essential to the smooth running of today’s 
networked, interoperable and complex systems that work across legal, 
regulatory and policy environments.  

Business managers may fine-tune their privacy assurance mechanisms to 
influence trust and moderate privacy concerns by publishing a clear and 
adequate privacy policy statement, manage company reputation, and improve 
the design appeal of their websites based on research on how these factors 
influence individuals with high- vs low-privacy concern (Bansal, Zahedi, & 
Gefen, 2015). However, our interest is in the design challenges that hopefully will 
lead to a more substantial improvement of privacy management per se. These 
challenges are addressed by both the practice community and the research 
community. OASIS has developed a privacy management reference model and 
methodology (OASIS, 2016), which is designed to build trust by allowing 
management of privacy by instantiating the relationship between privacy 
policies and personal information. The standard provides high level concepts, 
producing Privacy Management Analysis by mapping Policy to Privacy Controls 
to Services and Functions, which in turn are implemented by Mechanisms, both 
technical and procedural. The OASIS model and method is claimed to be 
applicable for all contexts and for different levels of granularity.  

The global information system research community makes important 
contributions to privacy theory, e.g., how people value personal information, 
observing that a majority of users become reactant if they are consciously 
deprived of control over their personal data with the result that they many may 
drop out of the market (Spiekermann & Korunovska, 2017). However, as Lowry, 
Dinev and Willison (2017) determine, “organisational security and privacy issues 
are increasingly ‘wicked problems’ that call for a rethinking of the key artefacts 
involved” (p. 548). In their attempt to set the issues related to security and privacy 
research straight Lowry, Dinev and Willison (2017, p. 549-550) provide a non-
exhaustive list of IS artefacts that are pivotal to security and privacy research: 
ethics artefact, information artefact, legal artefact, organisational artefact, person 
artefact, process artefact, protection artefact, social artefact, technology artefact, 
threat artefact, vulnerability artefact,  

The focus of our PhD research is to ask which constructs are useful in order 
to build trust and solve privacy challenges within an educational context. 
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2.5  Research Objectives 

The public debate about privacy often take a dystopian direction. The more 
dystopian the more need there is for privacy designs. The first research question 
relates to understanding the privacy context for educational stakeholders. A 
grasp of the context will contribute to establishing a necessary backdrop for 
developing requirements for privacy designs: 

RQ1: What are the characteristics of the discourse on privacy in education, and 
how is this discourse influenced by the general discourse on Big Data?  

Privacy is more than the Cambridge Dictionary definitions of “someone’s 
right to keep their personal matter and relationship secret”, and “the state of 
being alone”. The concept of Privacy by Design ties the data subject’s perception 
of their personal boundaries and experiences related to exposure of personal 
information to how systems are set up to protect these boundaries and guarantee 
an acceptable experience.  There are many definitions of privacy; in this thesis we 
need an understanding of privacy as a phenomenon in the educational context: 

RQ2: What is privacy and Privacy by Design (PbD) — in the context of 
education? 

When the nature of the privacy challenges and urgency of supporting 
privacy in LA is made sense of the design work of solutions may start. However, 
there is a need for conceptual artefacts to help the design. The next research 
question is therefore: 

RQ3: What are the conceptual artefacts and LA process description that will help 
the design of privacy solutions for LA?  

In describing a process or a tool for carrying out a process there are often 
implied solutions. The emphasis in this dissertation is the research question 
above. However, the last research question will point to some solutions that may 
contribute to build trust in LA through support of privacy: 

RQ4: Where should designers of LA technologies look to develop their solutions 
while at the same time maintaining students’ trust and privacy? 
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This section explains the approach for the research included in this dissertation 
and what methods we have chosen to answer the research questions. The 
research is positioned in the information systems field, an applied science field 
drawing upon perspectives and results from other fields like computer science, 
political sciences, economy, and even humanities and philosophy (Peffers, 
Tuunanen, Rothenberger, & Chatterjee, 2008). The questions we explore originate 
from ill-defined, real-life situations where technology innovations meet 
educational practices resulting in stakeholders asking for solutions to their 
problems. The results sought after are not necessarily technical solutions 
expected to work immediately, but more conceptual tools and perspectives that 
would enable (or even empower) different actors to take part in finding future 
solutions. The appropriate approach for these research challenges is found within 
Design Science Research (DSR) (Gregor & Hevner, 2013) and Action Design 
Research (ADR) (Sein, Henfridsson, Purao, Rossi, & Lindgren, 2011), to be 
explained more in detail below. 

This section will justify the chosen research approach and describe how 
design and action research may contribute to answering our research questions. 
The section will also address the selected approach for data collection and 
analysis, and describe how this research can contribute to the body of knowledge 
within information systems. 

3.1  Design Science Research — contributing to knowledge and 
solutions 

The ultimate aim of research is to contribute to the development of knowledge. 
But one may ask what knowledge is created by this research on a multifaceted 
phenomenon as privacy within a emergent field of technologies for teaching and 
learning? It is clearly not generalisable knowledge based on exploration of a 
stabilised field of research. This PhD research is situated in an explorative field 

3  RESEARCH APPROACH AND METHODS
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of multi-vocal discourse where different stakeholders struggle to make sense of 
how personal information is managed in the use of educational big data. Our 
goal is to design conceptual constructs and models, and for this we have chosen 
DSR as an approach. Gregor and Hevner require that the specific approach 
adopted should be explained, “with reference to existing authorities” (Gregor & 
Hevner, 2013, p. 350), pointing to Hevner, March, Park, and Ram (2004), 
Nunamaker Jr, Chen, and Purdin (1990), Peffers et al. (2008), and Sein et al. (2011).   

Most of these authorities of DSR have published their methodological 
guidance in the last decade or so, which makes this research approach new and 
open to challenge. What makes DSR more than just a process for doing 
development through a number of design cycles is described by Hevner et al. 
(2004) in their framework for information systems research. Before going through 
design cycles, one needs to go through a relevance process of demonstrating the 
business needs of the research and justify that the research is applied in the 
appropriate environment. Then there is the rigour process, where one makes sure 
that the research builds on sound methodological and theoretical foundations, 
and that the results add to the knowledge base. 

The field of LA is quite immature, both in terms of conceptual 
understanding and access to applications. This puts boundaries to what kind of 
rigour to be sought. Gregor and Hevner (2013, p. 345) describe DSR activities as 
positioned in one of four quadrants in the cross-section of application domain 
maturity and solution maturity (Figure 2). 
 

 

FIGURE 2. Design Science Research Knowledge Contribution Framework (Gregor & 
Hevner, 2013) 
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Within the field of LA, the solution maturity is low, which positions the available 
design activities as invention of new solutions for new problems, contributing to 
exploration research opportunities, and—if carried out rigorously—to 
knowledge contribution. 

In deciding upon approach, the researcher also has to reflect the practice 
community he or she is part of, as this grounding often gives an indication of 
what access to data the researcher has. The research included in this dissertation 
is carried out in the context of two research communities, the ICT for Learning, 
Education and Training (ITLET) standards community and the academic LA 
research community. (The former community has mainly been organised around 
the ISO SC36 committee; and the latter community has been formed by the EU 
project LACE and the Society for Learning Analytics Research (SoLAR) Learning 
Analytics and Knowledge conferences.) While DSR contributes to both 
descriptive and prescriptive knowledge creation (Gregor & Hevner, 2013, p. 344), 
the main objective of standardisation will always be to harness prescriptive 
knowledge. Action Design Research, a near-standing field to DSR, is defined by 
Sein, Henfridsson, Purao, Rossi, and Lindgren (2011, p 40) as “a research method 
for generating prescriptive design knowledge through building and evaluating 
ensemble IT artifacts in an organizational setting”.  

3.2  Action Design Research — in search of prescriptive 
knowledge 

Sein et al. (2011) offer mild critique of DSR, e.g., “the method articulated by 
Peffers et al. (2008) does not recognize that artifacts emerge in interaction with 
organizational elements” (p. 38); and claim the DSR “value technological rigor at 
the cost of organizational relevance” (p. 37). What ADR brings to design science 
is the “softening [of] the sharp distinction between development and use 
assumed in dominant DR thinking” (p. 38). The organisational context shapes the 
design as well as the artefact; research and organisational practice are entangled, 
therefore, artefacts are “ensembles emerging from design, use, and ongoing 
refinement in context” (p. 38 - 39). This contextual and organisational approach 
to design research fits well with the prolonged and not too linear enactment of 
our practice-inspired research (Figure 3).  

However, by realising that research is both planned design and open to 
context—in short, dealing with messy and emergent, real-life problems—there is 
no less need to acknowledge the necessity for research rigour and due process. 
Mullarkey and Hevner (2019) proposed an elaborated ADR process model 
providing a flexible inquiry into the initiation, conduct, reflection, and 
presentation of rigorous and relevant ADR projects. This is an extension to the 
model presented by Sein et al. (2011), which describes four stages and seven 
principles of he ADR method. In this thesis research we use the simpler latter 
model, which describes the start of research process with Problem Formulation 
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and ends with Formalisation Learning. In-between, there are Building, 
Intervention, and Evaluation (BIE); and Reflection and Learning. The main work, 
however, is done at the BIE stage, between the first three stages there are constant 
interaction as Reflection and Learning happen all the time; and the 
understanding of the problem at hand is updated during shaping of the artefact.  

Not surprisingly, Problem Formulation in ADR is a dialectical process of a 
bottom-up principle (Practice-Inspired Research) and a top-down principle 
(Theory-Ingrained Artifact). The intent, say Sein et al. (2011), should not be to 
solve a problem per se, but to “generate knowledge that can be applied to a class 
of problems that the specific problem exemplifies” (p. 40). The problem of 
privacy in LA is a good case in point. There are hundreds of solutions that could 
maintain integrity for a particular context, but as we have seen in the previous 
chapter, contexts change, and with that the privacy challenge.  

The principle of Theory-Ingrained Artefact goes beyond the obvious 
requirements that the previous research and theories should inform the problem 
definition. With a reference to Actor-Network Theory, Sein et al. (2011, p. 41) 
suggest that “like technology designers who inscribe in the artifact theoretical 
traces that reflect the sociopolitical context of the design situation (Hanseth & 
Monteiro, 1997), the action design researchers actively inscribe theoretical 
elements in the ensemble artifact”.  In this dissertation research, the choice of 
contextual integrity (Nissenbaum, 2004) as the lens through which privacy is 
viewed is an demonstration of this principle. 

Sein et al. (2011) identified two end points for the BIE stage of ADR, IT-
dominant BIE and organisation-dominant BIE. It is a continuum, and one can 
easily imagine that an organisational innovation at some stage would be turned 
into an IT product. For our privacy related research, we are, at least in the early 
stage of this PhD research, at the organisational-dominant end of the continuum. 
The BIE stage draws on three principles: reciprocal shaping (both the IT artefact 
domain and the organisational domain exert influence on building); mutually 
influential roles (between action researchers, practitioners and end-users); and 
authentic and concurrent evaluation (where shaping and reshaping is 
interwoven with ongoing evaluation) (Sein et al., 2011).  

For the Reflection and Learning stage and the Formalisation of Learning 
stage there are only one principle each, the guided emergence principle (ongoing 
shaping by organisational use, perspectives, and participants), and the 
generalised outcomes principle (moving from specific-and-unique to the generic-
and-abstract) (Sein et al., 2011). 

3.3   Qualitative methods approach for evaluation  

Research rigour will to a large extent depend on the quality of the evaluation in 
the BIE stage of DSR (Hevner et al., 2004; Sein et al., 2011). Up to recently, there 
has been little or no guidance provided in how to choose among  different 
paradigms or methods to achieve a DSR project’s evaluation goals. Venable, 
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Pries-Heje, and Baskerville (2016) has developed a framework and a process to 
guide design science researchers in developing a strategy for evaluating the 
artefacts they develop within a DSR project. “In DSR, evaluation regards not only 
the utility aspect of the artefact in the environment, but also the quality of the 
knowledge contributed by the construction of the artefact” (Venable, Pries-Heje, 
& Baskerville, 2016, p. 87). To achieve both purposes the new framework 
establishes two dimensions (formative/summative vs. artificial/naturalistic) to 
help researchers position and plan evaluation episodes during design. The 
evaluation strategy process is guided by a process of four steps: explicating the 
goals, choosing a strategy or strategies for the evaluation, determining the 
properties to evaluate, and designing the individual evaluation episode(s). “It is 
possible to mix artificial and naturalistic evaluation as well as non-empirical, 
positivist, interpretive, and critical evaluation methods, supporting a pluralist 
view of science, where each has its strengths in contributing to a robust 
evaluation depending on the circumstance” (ibid, p. 87). 

 In this dissertation research we mainly use qualitative research methods 
due to the nature of our object of study, and due to the fact that our research is 
carried out in the early stages of design. Mullarkey and Hevner (2019) have 
recently elaborated the ADR process model identifying four stages (diagnosis, 
design, implementation, and evolution).  Validating and reflecting on the design 
proposals in this process will naturally move through the use of different 
methods, the qualitative methods being more prevalent in the earlier stages of 
the process. As Hevner et al. (2004) summarise, “[t]he further evaluation of a new 
artifact in a given organizational context affords the opportunity to apply 
empirical and qualitative methods” (p. 77).  For the later design cycles that are 
envisioned in future research, however, a mixed method approach with also 
application of quantitative methods would be used, e.g., to solicit feedback from 
end-users. 

Qualitative research usually addresses unstructured and semi-structured 
approaches for exploring new concepts and issues (Creswell, 2004). This 
dissertation research is focussed on designing conceptual tools and constructs, 
and therefore, construct validity is of importance. To improve construct validity 
(Yin, 2009), the case study format is well suited as it enables the use of multiple 
sources of evidence. 

3.4  The research process explained through ADR cycles  

Figure 3 is an adaptation of Sein et al.'s generic schema for organisational-
dominant building of an artefact used for organisational interventions (ibid., p. 
43). The figure gives an schematic overview of the research presented in this 
dissertation; in the following we will describe more in detail the context of how 
building, interacting and evaluation have taken place. 
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Carrying out BIE involves discovering initial knowledge creation; selecting 
or customising the BIE schema; executing BIE cycle(s); and assessing the need for 
additional cycles and if necessary, repeat (Sein et al., 2011, p. 43).  

For this research the practitioner field that was the main context for problem 
formulations consisted of two projects that were carried out in parallel, the EU 
support action and community building project “Learning Analytics Community  
 

 

FIGURE 3. The research process with different steps and article outputs (adaptation of 
Sein et al., 2011) 

Exchange” – LACE (2013-2016), and the standards community, spanning from 
national activities in Norway to international activities in the ISO/IEC 
JTC1/SC36 group. In this practitioner field, the issues of concern related to 
privacy were raised. First, the LACE project was set up as a community building 
effort with a world-wide scope of mapping the state-of-art and concerns of the 
nascent research LA community. Second, the ISO standards group established a 
working group on LA in 2015, and the first task was to establish a reference 
model for LA processes. This work soon forked into a project establishing a 
standard on privacy and data protection policies (of which this author was 
project editor). Article VII reflects on this process. 

The article numbers in Figure 3 refer to the papers included in this thesis 
listed below: 

 
I. Data Sharing for Learning Analytics – Exploring Risks and Benefits 

through Questioning 
II. Privacy and data protection in learning analytics should be motivated by 

an educational maxim—towards a proposal 



29 

III. Privacy engineering for learning analytics in a global market — Defining a 
point of reference 

IV. Privacy-driven design of learning analytics applications: Exploring the 
design space of solutions for data sharing and interoperability 

V. Privacy in Learning Analytics – Implications for System Architecture 
VI. Data Sharing for Learning Analytics – designing conceptual artefacts and 

processes to foster interoperability 
VII. Interaction between Standardisation and Research – a Case Study 

VIII. Are Norwegian Librarians ready to share Library Data to improve 
Learning? 

IX. Standards for Smart Education - towards a development framework 
X. Making context the central concept in privacy engineering for learning, 

education and training. Proposing a direction for development of privacy 
solutions with support of AI 

 
In the following we describe more in detail how the research process has 
developed through ADR cycles based on participation in research and practice 
communities and input from the educational domain. 

Step 1: Problem formulation 

 In a ADR cycle this is the first stage, which is trigged by “a problem perceived 
in practice or anticipated by researchers” (Sein et al., 2011, p. 40). The aim of 
problem formulation is to identify and conceptualise a research opportunity.  

The LACE project did not foresee how big a concern ethics and privacy 
would be. A series of ethics and privacy for learning analytics (EP4LA) 
workshops were organised co-located with academic conferences (Hoel & Chen, 
2015; Hoel, Mason, & Chen, 2015; Drachsler, Cooper, Hoel, Ferguson, Berg, 
Scheffel, Kismihók, Manderveld,  & Chen, 2015; Griffiths, Hoel, & Cooper, 2016; 
Griffiths, Drachsler,  Kickmeier-Rust, Steiner, Hoel, & Greller, 2016; Hoel, Chen, 
& Cho, 2016), and the focus of these workshops was to map and structure the 
issues raised about privacy and other concerns about sharing data for LA. Article 
I is one outcome of this activity, applying systematic questioning as a method to 
make sense of the problem. The special issue of Journal of Learning Analytics, 
co-edited by this author (Ferguson, R., Hoel, T., Scheffel, M., & Drachsler, H., 
2016), also contributes to the problem formulation reflecting on the transition 
from research on LA to large-scale implementations of LA. 

In the standards community, privacy was identified as a concern cutting 
across all processes of LA that was specified in the ISO/IEC TR 20748-1 Learning 
Analytics Interoperability – Part 1: Reference Model, as described in Article VII. 

However, privacy is more than a concern; it is grounded in domain contexts 
and in cross-cultural exchange. Article II explores how education could reason 
about privacy from a pedagogical point of view; and Article III explores if there 
is a common point of reference that could make privacy solutions work in global 
settings. 
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Literature review 

During this stage, in parallel with the mapping of issues in workshops an 
extensive literature review took place. There is an extensive body of research on 
privacy that is reviewed following the principles for literature review laid out by 
Fink (2005) as method to describe available knowledge for professional practice. 
The rigorous approach should be systematic with clear methodology, explicit in 
the procedures, comprehensive in the analysis and reproducible by others (Fink, 
2005). The literature review followed the steps defined by Kitchenham (2004) for 
conducting a rigorous analysis, including the steps, (1) Identify need and define 
the method, (2) create research question(s), (3) conduct the search for relevant 
literature, (4) assess the quality and appropriateness of the studies, (5) extract 
data from the studies, (6) conduct data synthesis and finally (7) interpret the 
results and write a report.  

The literature review was especially important to answer RQ2, which 
contributed to the definition of privacy used in this thesis, building on the 
concept of context integrity (Nissenbaum, 2004, 2010). 

This first step concluded in formulation of research questions RQ1 - RQ4. 

Step 2: Scoping, reflection and learning / Communication 

In this research, formalising the questions and making sense of privacy issues in 
itself was a result. The research and practice community was at an early stage 
making sense of the affordances of LA. And in the case of the standards 
community, it was not clear at all that privacy had a role to play in carrying out 
the process sequence of LA. The research contributions Article I and the special 
issue of Journal of Learning Analytics served the purpose of communicating 
research opportunities and relevance (Hevner et al., 2004). So did the public 
deliverables of the LACE project, e.g., Griffiths, Drachsler, Kickmeier-Rust, 
Steiner, Hoel, and Greller (2016), and Griffiths, Hoel, and Cooper (2016). 

Step 3: Building, Intervention and Evaluation (BIE) – representing the problem 
space and finding solutions 

In this step the challenge in RQ3 is addressed. There is a need to find a process 
to go from problems to solutions, and this process needs to be built. First, the 
concept of a problem space was constructed, and LACE community exchange 
input was used to build the construct. A process for developing and evaluating 
was built, expressed in the Learning Analytics Design Space Model (LADS), 
Article IV. 

Step 4: BIE – Building and testing conceptual constructs 

In testing the LADS model a case study approach was chosen, where data from 
literature and from stakeholder consultations were used to test and adjust the 
model, described in Article IV.  

Step 5: BIE – exploring implications for system architecture  

In this dissertation research we also have explored possible technical system 
solutions to privacy requirements. Based on a number of requirements solicited 
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from practitioner consultations and literature review a LA search architecture 
was built (Article V). The research was written up in a conference paper, 
discussed with the research community and also contributed to the standards 
community as an expert contribution. 

Step 6: BIE – a process for design of standards in the field of LA 

Participation in the national standards community highlighted issues of 
conceptual tools and processes regarding developing privacy by design solutions 
to data sharing for LA. Concepts and a process were designed, and a case study 
of the initial phase of a consensus process was conducted (Articles VI and VII).  

Step 7: BIE – Evaluating data sharing in a professional context within 
education 

Access to and sharing of data for LA challenge professional ethics and routines 
for groups that traditionally have not been involved in analytics. Article VIII 
reports on research on how librarians look upon data sharing for LA. This BIE 
step represents a new cycle of research focusing on contextual issues of 
professional ethics. Quantitative methods and descriptive statistics were used to 
map Norwegian research librarians attitudes to data sharing. 

Step 8: BIE – zooming out to understand the development context 

The discussion on privacy for LA is held in the context of smart technologies. 
Within the field of educational technology a new research field on smart 
technologies is struggling to clarify its foundational principles. Within the 
standards community where this research is based, the same challenge is met: 
What are the new foundation for the next generation of learning technologies? In 
Article IX these two discourses are explored in order to suggest a sketch for a first 
development framework for standards for smart education. This design exercise 
gives background for design of privacy solutions. 

 

Step 9: Reflection and learning / Communication / Formalisation of learning 
– a new design cycle 

This last step crystallise the research efforts in formalising the output in terms of 
constructs and designs in the form of published research outputs. This step also 
initiates a new design cycle developing new constructs to advance a contextual 
and negotiated policy approach to privacy in the educational domain, reported 
in Article X. 
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In this section the key objectives and findings of the articles included in this 
dissertation are described. It is also elaborated on how each paper relates to the 
overall research questions. 

4.1  Article I: Data Sharing for Learning Analytics – Exploring 
Risks and Benefits through Questioning 

Hoel, T., Chen, W., & Mason, J. (2016). Data Sharing for Learning Analytics – 
Exploring Risks and Benefits through Questioning. Journal of the Society of e-
Learning. Vol.1. No.1, December 2016. ISSN 2508-7584. 

Research objectives and methods 

This research is based on data from a number of international ethics and privacy 
workshops organised to scope the conditions for implementing LA in education 
(Mason, Chen, & Hoel, 2016). Questions were gathered and subjected to a 
systematic qualitative analysis in order to understand what are the risks and 
benefits of LA in different contexts. 

Findings 

The findings of this paper confirm the pivotal role privacy issues play in 
conceptualisations of risks and benefits related to LA. The paper establishes a 
concept of a problem space and a solutions space. The former is a two-
dimensional space where each problem is found in the intersection of a concern 
and a barrier; the latter space is where an approach dimension is added and the 
issues discussed in order to come up with solutions. The analysis showed that 
the discourse on data sharing and big data for education was still at an early 
stage. Conceptual issues dominate this discourse; however, the elicited questions 
also hold numerous challenges for technical development and implementation.  
 

4  OVERVIEW OF INCLUDED ARTICLES
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Contribution towards overall research questions 

This article addressed RQ1: What are the characteristics of the discourse on 
privacy in education, and how is that discourse influenced by the general 
discourse on Big Data? The article gave in-depth analysis of how questions about 
privacy were conceptualised, the context for their discourse, and how far the 
questioning was reached in order to provide contributions to solutions 
addressing the expressed concerns. In this paper we also find concepts that will 
be subject to further elaboration and design, addressing RQ3: What are the 
conceptual artefacts and LA process description that will help the design of 
privacy solutions for LA?  

This article also contributes to answer RQ2, which asks how privacy is to be 
understood in the context of education (as in opposition to other sectors of 
society). 

4.2  Article II: Privacy and data protection in learning analytics 
should be motivated by an educational maxim—towards a 
proposal 

Hoel, T. & Chen, W. (2018b). Privacy and Data Protection in Learning Analytics 
should be motivated by an Educational Maxim - towards a proposal. In Research and 
Practice in Technology Enhanced Learning. DOI: 10.1186/s41039-018-0086-8 

Research objectives and methods 

This paper explores the legal and cultural contexts that make it a challenge to 
define universal principles for privacy and data protection in the context of 
education. The paper is conceptual and explorative, raising the question if 
pedagogical values should be brought to bear in discussions about privacy. 

Findings 

This paper finds that reasoning about privacy that places the individual consent 
as the point of depature for assuring privacy will not work in an educational 
setting. Therefore, it is appropriate to argue data privacy from a pedagogical 
perspective. The paper concludes with three principles that are proposed to 
inform an educational maxim for privacy and data protection in learning 
analytics. 

Contribution towards overall research questions 

This paper contributes to answering RQ1, RQ2, and thus prepares the conceptual 
foundation for the design efforts reported in other papers in this thesis. 
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4.3  Article III: Privacy engineering for learning analytics in a 
global market — defining a point of reference 

Hoel, T. & Chen, W. (2019). Privacy engineering for learning analytics in a global 
market – defining a point of reference. International Journal of Information and 
Learning Technology. https://doi.org/10.1108/IJILT-02-2019-0025 

Research objectives and methods 

The purpose of this paper is to explore the concept of information privacy in a 
cross-cultural setting to define a common point of reference for privacy 
engineering.  The paper follows a conceptual exploration approach. Conceptual 
work on privacy in EBD and LA in China and the West is contrasted with the 
general discussion of privacy in a large corpus of literature and recent research. 
As much of the discourse on privacy has an American or European bias, intimate 
knowledge of Chinese education is used to test the concept of privacy and to 
drive the exploration of how information privacy is perceived in different 
cultural and educational settings. 

Findings 

The findings indicate that there are problems using privacy concepts found in 
European and North-American theories to inform privacy engineering for a 
cross-cultural market in the era of Big Data. Theories based on individualism and 
ideas of control of private information do not capture current global digital 
practice. The paper discusses how a contextual and culture-aware understanding 
of privacy could be developed to inform privacy engineering without letting go 
of universally shared values. The paper concludes with questions that need 
further research to fully understand information privacy in education.  

Contribution towards overall research questions 

This article addresses RQ1 and RQ3 creating a conceptual point of reference for 
design of solutions that are expected to work in a cross-cultural setting.  

4.4  Article IV: Privacy-driven design of learning analytics 
applications: Exploring the design space of solutions for data 
sharing and interoperability 

Hoel, T., & Chen, W. (2016a). Privacy-driven design of learning analytics applications: 
Exploring the design space of solutions for data sharing and interoperability. Journal of 
Learning Analytics, 3(1), 139–158. http://dx.doi.org/10.18608/jla.2016.31.9 

Research objectives and methods 

This paper explores the processes leading to design solutions for data sharing 
and interoperability in LA systems. Through design science research the first 
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version of a conceptual tool—the Learning Analytics Design Space (LADS) 
Model—is developed. 

Findings 

This research designs and carries out the first validation of the LADS model, 
positioning the model in a emerging privacy-driven design practice motivated 
by the privacy issues found in LA, but also in other domains of a more and more 
data-driven society. 

Contribution towards overall research questions 

This article addresses RQ2 and RQ3, finding conceptual artefacts and LA process 
description that will help the design of privacy solutions for LA.  Both conceptual 
artefacts and a process was designed and evaluated through a simple case study.  

4.5  Article V: Privacy in Learning Analytics – Implications for 
System Architecture 

Hoel, T. & Chen, W. (2015). Privacy in Learning Analytics – Implications for System 
Architecture. In Watanabe, T. and Seta, K. (Eds.) (2015). Proceedings of the 11th 
International Conference on Knowledge Management. ISBN 978-4-9908620-0-8  

Research objectives and methods 

This paper seeks to explore what implications privacy in LA will have for system 
architectures. Open architectures, practices to promote transparency and trust, 
mechanisms to support ownership and consent will all contribute to building 
trust; however, these requirements would also have to be supported by technical 
solutions. This paper is part of research into what privacy by design principles 
will mean for system architectures. This is design science research and mainly 
conceptual work. 

Findings 

The article contributes a search architecture for learning analytics based on open 
and linked data. 

Contribution towards overall research questions 

This article addresses RQ4: Where should designers of LA technologies look to 
develop their solutions while at the same time maintaining students’ trust and 
privacy? The design is a technical solution suggesting a search architecture based 
on linked and open data. The solution is theoretical, just indicating a direction of 
development that could be taken in order to solve some of the many questions 
related to privacy when sharing data for LA. 
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4.6  Article VI: Data Sharing for Learning Analytics – designing 
conceptual artefacts and processes to foster interoperability 

Hoel, T. & Chen, W. (2016b). Data Sharing for Learning Analytics – designing 
conceptual artefacts and processes to foster interoperability. In Chen, W. et al. (Eds.) 
(2016). Proceedings of the 24th International Conference on Computers in 
Education. India: Asia-Pacific Society for Computers in Education 

Research objectives and methods 

This paper is part of the research effort to come up with conceptual artefacts that 
would instantiate the concept of privacy by design within a certain context, in 
this paper the Norwegian standards community. This is a case study of how a 
national standards body group grapples with finding ways to develop best 
practice for data sharing for LA. 

Findings 

This paper contributes with some conceptual constructs and processes intended 
to support the consensus process of national standards work. 

Contribution towards overall research questions 

This article addresses RQ2, RQ3 and RQ4 in the particularly setting of a national 
standardisation project dedicated to come up with recommendations for data 
sharing related to LA. Privacy may be strengthened by consensus on certain 
practices within specific organisational context, e.g., a national education system. 
The article applies a meta perspective, as it focus on the processes that allow such 
consensus to evolve, and how these processes can be supported. 

4.7  Article VII: Interaction between Standardisation and 
Research – a Case Study 

Hoel, T. & Chen, W. (2018a). Interaction between Standardisation and Research – a 
Case Study. International Journal of Standardization Research (IJSR). Vol 16. Issue 
1. 

Research objectives and methods 

This article focuses on the interaction between to practices that are have a 
strained relationship, but nevertheless are dependent on each other, 
standardisation and research. The research is part of the authors’ reflection on his 
own practice as a standards expert. The case used is development of a standard 
on privacy for learning analytics, which is the justification for including the paper 
in this dissertation. The overall research objective of this paper (and this strand 
of research) is to understand and contribute to the improvement of the 
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standardisation process related to the work items that address the needs of the 
educational sector.  

The paper uses DSR and ADR as a methodological framework to analyse 
the interaction between standardisation and research. 

Findings 

The results of this study show that establishing feedback loops between 
standardisation, research, and development is essential in order to produce 
results. However, the study also shows that in individual projects, internal 
processes and culture in the standard setting group could be of crucial 
importance for the outcome. 

Contribution towards overall research questions 

This article addresses RQ3 and RQ4, however, on a meta level. There is a need 
for a process to establish a process that directly can lead to design solutions of 
technical, organisational or other nature related to our subject of interest. The 
article is premised on the need for research and standardisation to establish a 
productive relationship in order to (also) produce results related to the theme of 
this thesis. 

4.8  Article VIII: Are Norwegian Librarians ready to share Library 
Data to improve Learning? 

Hoel,T., Chen, W., & Gregersen, A.B. (2018). Are Norwegian Librarians ready to 
share Library Data to improve Learning? Journal of Information Literacy in Higher 
Education, Vol 10, No 1. 

Research objectives and methods 

The objective of this article is to explore how one important sector of the 
educational system—the university library—is prepared to share data with other 
sectors in order to support the general idea of learning analytics. This research 
uses a mixed methods approach with studies of literature and documents in 
addition to a questionnaire providing data for a descriptive statistical analysis.  

Findings 

Literature shows that librarians in general are highly skeptical to let any 
information that is not anonymised out of their hands to be used by other 
professions. Strong professional ethics protects the patron privacy, and sharing 
data about loans and search history is seen as in breach with professional codes 
of conduct. However, new library systems and a changing market for academic 
literature with publishers that want to have direct contact with their customers 
already gather library data outside the control of librarians. The findings show 
that even if librarians in general do not want to share data that reveals personal 
information, their resistance will depend on the consent of the students, and to 
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which degree librarians themselves are involved in processing and analysis of 
the data.  

Contribution towards overall research questions 

This article contributes mainly to answering the RQ2, what is privacy and Privacy 
by Design - in the context of education. The article gives insight in the 
organisational challenges related to professional ethics a large-scale LA 
implementation in education will raise. 

4.9  Article IX: Standards for Smart Education - towards a 
development framework 

Hoel, T. & Mason, J. (2018). Standards for Smart Education - towards a development 
framework. Smart Learning Environments. Springer Open. DOI: 10.1186/s40561-
018-0052-3 

Research objectives and methods 

The objective of this research is to contribute to the alignment of two design 
practices that mutually influence each other and contribute to development of 
educational technologies, the research into smart educational environment, and 
the standards development in this domain. The paper is conceptual; through a 
thorough review and evaluations of conceptualisations of smart learning 
environments candidate constructs and approaches are identified that could 
contribute to a development framework of use for standards development. 

Findings 

Two models, a cognitive smart learning model and a smartness level model, were 
highlighted as productive in driving development of a platform for new 
standards in the domain of smart learning environments. The analysis showed 
that while the less smart technologies was model-driven and based on 
preconceived ideas of how human intelligence work, the smarter technologies are 
more data-driven and based on machine intelligence. The more data-driven the 
solutions are, the more issues of privacy will be raised. 

Contribution towards overall research questions 

This article is giving answers to RQ3 and RQ4, also on a meta level. At one level 
the article addresses the alignment of two research agendas, the one of a smart 
technical research community, and the other of the IT for Learning, Education, 
and Training (ITLET) standards community. However, in order to develop a 
framework for understanding the development challenges of the two 
communication, the article contributes to the understanding of the context of 
data-driven smart technologies, of which LA tools and approaches are a small 
subset. Therefore, this article contributes to the understanding of where 
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designers of LA technologies should look to develop their solutions while at the 
same time maintaining students’ trust and privacy. 

4.10 Article X: Making context the central concept in privacy 
engineering 

Hoel, T. & Chen, W., & Pawlowski, J.M. (submitted for review). Making context 
the central concept in privacy engineering 

Research objectives and methods 

This paper is aiming at setting a new direction for privacy engineering with 
placing context in the centre of development of privacy solutions. The paper is 
reorienting the conceptual understanding of privacy to include a more context 
centric view adapted to the era of machine learning and artificial intelligence. 
This research is conceptual and explorative of nature but builds on DSR 
methodology, presenting the first of a series of design cycles for developing and 
validating constructs. 

Findings 

This paper contributes to a new direction of design based on the affordances of 
big data and machine learning, developing a contextual understanding of 
privacy negotiations. The paper invokes and extends the theory of contextual 
integrity to define privacy. Making context the central concept for privacy by 
design, the paper explores how artificial intelligence—more specifically data-
driven machine learning—will be part of future solutions for reasoning about 
data sharing. Suggestions for system architectures are presented. The paper also 
presents a first attempt to construct a conceptual development framework for 
privacy engineering making context the key concept of design. 

Contribution towards overall research questions 

The contribution of this research is conceptual clarification and a proposal for a 
direction of development.  Thus, this paper contributes to answer RQ2, RQ3 and 
RQ4. This paper provides a new definition of privacy; it shows how the seminal 
contextual integrity theory of Helen Nissenbaum (2004, 2010) could be further 
developed from a normative theory describing the moral appropriateness of data 
transfers to also a socio-technical theory that could have practical impact in the 
AI era; and it develops formalisms and templates that will be used in requirement 
solicitation, data collection, and further validation of this development proposal. 
 



40 

This dissertation contributes to knowledge creation on a theoretical and practical 
level. This section will give an overview of the contributions highlighted in 
summary in Figure 4, which shows how the results have emerged from the PhD 
research process. 

Two contexts contribute to produce this modest dissertation research, 
firstly, the domain of learning analytics; and secondly, the settings of national 
and international standards work. In section 3.1 we commented on the maturity 
of the field of LA with reference to the DSR knowledge contribution framework 
of Gregor and Hevner (2013), Figure 2. 

 

 

FIGURE 4. Key contributions of this PhD research 

5  CONTRIBUTIONS
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We positioned our research in the invention quadrant, inventing new solutions 
for new problems. By definition, in such settings PhD research contributions will 
be minuscule, given the scope of the projects and available resources. The second 
backdrop is standardisation, in which this author has worked continuously for 
nearly twenty years. It is therefore to be expected that some of the research builds 
on data from this field and follows the tradition of ‘the reflective practitioner’ 
(Schon, 1983). A number of the author’s reflections have been lamenting on the 
lack of results and the inherent contradictions between stabilising artefacts where 
consensus is possible, while maintaining the ambition to contribute to innovation 
(Hoel, 2014; 2013b; 2013a). 

The contributions of this PhD research is both theoretical and practical, 
providing results relevant to all communities described in Figure 4. In DSR there 
is a tension between focussing on contributions to theory and building useful 
artefacts (Baskerville et al., 2018; Peffers, Tuunanen, & Niehaves, 2018). In PhD 
research is is natural that the artefact design gets priority, while contributions to 
theory only will be moderate, mostly focussing on process improvements. 

In the following we will summarise the results of our dissertation research 
related to the research questions, developments in the domain (the context), 
types of contributions, and stakeholder relevance.  Our four research questions 
frame this dissertation research as cycles of exploration, starting with getting a 
grasp of privacy as a phenomenon through analysing discourse (RQ1); then 
contextualising the Privacy by Design maxim in education (RQ2); before 
developing conceptual artefacts helping design of privacy solutions (RQ3); and 
finally zooming out and coming back to the understanding of privacy centered 
around issues of trust (RQ4). Ideally, PhD dissertation research gives focussed 
and partial contributions to research questions that often have a wider scope. 
This gap points to further research needs, which we will elaborate at the end of 
this thesis. For now, we address the wider scope and then report on published 
contributions, starting with the theoretical contributions. 

5.1  Theoretical contributions  

RQ1 hinges upon discourse as data and discourse analysis as at method to make 
sense of imaginaries about privacy in the era of Big Data. 

5.1.1  Privacy in the context of Big Data – framing RQ1 

It is hard to understand the contemporary datafication and digitization of education 
without acknowledging the prominent positions that big data and software have 
attained in contemporary society. Together, big data, software and algorithms in 
education are leading to a position where new kinds of smarter learning machines – 
which can learn from the data they process – are becoming imaginable, seemingly 
possible, and attainable… (Williamson, 2017a, p. 64). 
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From a position of science, technology and society (STS), Williamson (2017a) 
mobilise the concept of big data imaginary as a framework for understanding 
“the future visions that are animating and catalysing recent and ongoing 
technical development” (p. 18). Williamson borrows the term ‘learning machines’ 
from Foucault (1991), thus highlighting the supervisory and disciplinary role of 
big data in education. Big data may have a prominent position from an analytical 
research perspective and, at the same time, be more or less absent in the day-to-
day discourse among educational practitioners (Hoel, Chen, & Yu, forthcoming). 
Or big data imaginaries may start to appear in strategy documents for schools 
and universities (Hoel & Chen, 2017b) without being recognised and debated on 
a practical level. Datafication, the transformation of many aspects of education 
into quantifiable information, and digitization, the mediation of learning 
environments through digital tools, happen gradually and are not associated 
with anything ‘big’. As citizens, however, the educational practitioners are 
affected by big data, even not necessarily understood as such. When shopping 
goes online and specialty shops close down, the connection to collection and 
analysis of big data streams are not evident for most customers. From an 
individual point of view it is not easy to see that one’s own few purchases are 
contributing to a major trend. Therefore, the privacy issue is not an urgent 
concern – till something unexpected happens (see concept of ‘contextual trigger’ 
in Article X). In the public discourse, it is often crises or scandals related to data 
safety breaches, sudden drop in trust, disclosures of unexpected broad scope of 
data collection, etc. that put privacy on the agenda (Griffiths, Drachsler, 
Kickmeier-Rust, Steiner, Hoel, & Greller, 2016; Hoel, Chen, & Pawlowski, 
submitted for review).  

Discussing privacy in the aftermath of a scandal will frame how the 
individual views contextual integrity and the empowerment to protect their 
integrity. The Cambridge Analytica scandal dominating the public debate 
worldwide in the first half of 2018  (www.theguardian.com/news/series/ 
cambridge-analytica-files) coincided with the enforcement of the European 
General Data Protection Regulation (GDPR), and brought privacy issues to the 
attention of ordinary citizens who were invited to revise privacy settings for most 
of their social media tools. It would be interesting to see if this general 
development has had any ripple effects on usage of digital tools in an educational 
setting. 

5.1.2  Exploring risks and benefits of data sharing for LA (RQ1) 

Privacy, as conceived in this dissertation research, is an elusive concept as it is 
socially constructed by individuals participating in different contexts. In Article 
I these constructs were captured as questions. The first contribution to the 
knowledge base is a framework for turning questions formulated in open 
discussions about data-driven educational practices into constructs that give 
researchers requirements for design of privacy solutions, 

The main empirical findings of Article I was that educational practitioners 
interested in LA and new technologies were in the years 2015 - 2016 mainly 
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concerned at a conceptual level when questioning LA. They were not ready to 
discuss technicalities or solutions to privacy problems.  

The contribution of Article I was a process model (Figure 5) supporting the 
movement from open solicitation of questions, filtering and ordering of concerns 
to construct a problem space; and, as a next step, extracting and applying meta-
questions for further analysis of questions in order to construct a solution space. 

 

 

FIGURE 5. Process model – from questions describing problems to solutions 

In reflecting on how problems and solutions related to privacy in LA are 
conceptualised Ferguson et al. (2016) made some important observations about 
the difference between data protection and privacy:  

Considered from the perspective of data protection, data are treated as property. From 
the perspective of privacy, data are much more personal, almost a part of the self and 
certainly very bound up with the sense of self. If we reveal these data, we reveal 
ourselves. If we care for and protect these data, we are to some extent caring for and 
protecting ourselves, particularly if we do so in response to potential threats. These 
potential threats appear more real and immediate in some parts of the world. 
(Ferguson et al., 2016, p. 11) 

This means that in designing privacy solutions we need to understand how the 
individual, in our case the student, conceives and manages the self, as data 
sharing is part of a self revelation activity. Managing the self is about defining 
boundaries and handling threats. As stated above, threats appear more real and 
immediate in some parts of the world, i.e., threats are very contextual. If we take 
the conceived threats to the self of Big Data, we see that in parts of the world 
where privacy is weak, the individual or student have no illusions that data will 
not be gathered and analysed without consent – and they respond accordingly 
as discussed in Article III. This is a non trust environment. In other parts of the 
world, where privacy is stronger and trust to institutions stronger, we would 
expect that threats are handled differently. Public discourse on Big Data’s 
handling of personal data may erupt from time to time and disrupt trust an how 
the individual see privacy.  
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5.1.3  Privacy by Design in the context of education (RQ2) 

RQ2 asks about how privacy will be framed in education, and how PbD should 
be interpreted in the context of education. In the previous section we tied privacy 
to the individual self; within an educational setting this highlights the concept of 
learner agency (Slade & Prinsloo, 2015), to be explored more in detail below.  

 Article IV describes Privacy by Design (PbD) as a principle injected into all 
planning and development of LA solutions. This imperative has been 
strengthened with the inclusion of the PbD principle in the GDPR, see also Hoel 
and Chen (2016c). The Learning Analytics Design Space Model (LADS), which is 
a contribution to this research described in Article IV is based on the PbD 
principle, emphasised in the cyclic characteristic of the model. In another 
research (Hoel & Chen, 2016c, 2016d) we have raised the question if the PdB 
principle could be a lever for bringing pedagogy into the discourse on LA, and if 
this understanding of privacy could help build an educational maxim for privacy 
and data protection in learning analytics (Article II). In a paper discussed with 
the LA research community, Hoel, Griffith and Chen (2017) explored how 
different privacy frameworks could influence design of LA systems in an 
international and cross-cultural context, analysing the privacy discourse in 
Europe, Japan, South-Korea and China (see also Article III). 

The theoretical contribution of the research reported in the papers 
referenced above is to pave the conceptual ground for design by situating privacy 
and the PbD principle in a pedagogical, social, cultural and political context. This 
is a dynamic discursive space where design must be aware of impacts on learner 
agency, creating opportunities for negotiation of issues like identity boundaries, 
information flows that maintain conceptual integrity, etc.  

5.1.4  Developing conceptual tools on different levels of discourse (RQ3) 

Article I showed that even within the LA research community the discourse 
about privacy was rather superficial, mainly voicing general concerns of the 
importance of privacy related to LA. In Article IV, Hoel and Chen (2016a, p. 142) 
argue that “there is a need for a conceptual tool that could help us move from 
barriers and concerns to well-argued solutions”.  In Article I, the European 
Interoperability Framework (EIF) is used to test the validity of meta-questions 
used for analysis of gathered data. This framework (EC, 2017) models 
interoperability on four levels, technical, semantic, organisational, and legal. In 
terms of conceptual tools, there is a need for constructs that could facilitate 
discourse on all these levels. The Learning Contexts (template model), a 
contribution (Figure 6) in Article VI captures this requirement related to an 
educational context. 
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FIGURE 6.  Learning Contexts (template model) 

In Article V this research contributes to the discourse on PbD design of technical 
solutions. Article VI contributes to the design of a process for achieving 
consensus about privacy solutions related to data sharing.  

5.1.5  How to build and maintain students’ trust? (RQ4) 

Privacy is closely connected to trust. If trusted systems were established and 
students felt confidence in these systems, privacy would be a lesser concern. 
Removal of personally identifiable information (PII) from a dataset does not 
necessarily create trust among a student group. A too technical or legal approach 
to privacy may prove counterproductive as such an approach is volatile to 
sudden system level collapse of trust as described above.  

RQ4 addresses this wider concern and calls for more holistic solutions. In 
Article IV Hoel and Chen (2016a) argue that trust is not a ‘thing’ that, negotiated 
once, lasts forever; “it must be renegotiated repeatedly” (p. 152). Applying the 
LADS model to find a design solution candidate, the authors point in the 
direction of solutions that prioritizes the socio-cultural aspects of negotiation of 
access to data for LA. These perspectives are brought forward in Article X, where 
the concept of privacy is discussed in the context of AI technologies. 

The focus on the learners’ presence in continuous negotiations about access, 
sharing, and use of their own data is a leitmotif in most of the articles of this PhD 
research. The contribution of Article VIII was that Norwegian librarians, an 
important stakeholder group with strong professional positions on sharing of 
data for LA, were willing to balance their principled views with what is 
practically possible and in the self-interest of the students.  Answering RQ4, 
asking where designers should look for developing trusted privacy solutions our 
research has concluded that they should look at the student and how student 
agency is related to privacy. On a technical level that may imply development of 
solutions for personal storage and management of learning activity data, e.g., 
Personal Learning Record Stores (Article V). On an organisational level that may 
imply developing support for negotiations and discourse on conditions for 
sharing personal data. In Article X these perspectives are integrated in a proposal 



46 

for a new contextual negotiated policy approach and a technical design using 
machine learning. 

5.2  Practical contributions  

This dissertation research grew out of two practice fields crossing each other, the 
standards community and the LA research community. The latter was 
committed to building knowledge and supporting implementation; the former 
was looking for practices or insights that were ready to be stabilised. The 
practical contributions of this PhD research is therefore tied to these communities 
and is also a result of choosing ADR as the appropriate method. The results of 
this research are shared not only with the research community, but also with 
practitioners in the fields of standardisation and education. 

5.2.1  Contributions to the standards community 

More or less all the papers included in this dissertation are addressing needs 
experienced as a standards expert. These needs are bidirectional. Article VII 
describes how standardisation desperately need input from research, and how 
formal standardisation procedures may make the interaction with research 
difficult. This has also been the topic of a number of conference papers by this 
author (Hoel, 2013a, 2013b, 2014). However, results from standardisation needs 
also to be brought out to the practitioners in the domain to be validated and 
tested. Without this feedback the standardisation risks to be of low quality and 
even irrelevant to their stakeholders. 

The main practical contribution of this dissertation research has been a case 
study highlighting the need for better interaction between standardisation and 
research in the field of LA and privacy, and suggesting feedback loops that could 
be applied to future standards projects (Article VII). Article VI also gives a 
contribution to the process of developing standards in this field, alerting the 
experts of the importance of mapping different stakeholders’ interests before 
mapping the problem space and brainstorming for solutions. 

In an attempt to condense this dissertation research in one clear message to 
the standards community we would say the following: Privacy is a cross-cutting 
concern that runs through all aspects of socio-technical design. Therefore, this 
needs to be reflected in all aspects of standards setting, i.e., in best practices 
standards, in framework standards, in technical standards, and even in protocol 
standards. The concern cannot be alleviated by referring it to IT security or ethical 
guidelines. We need also to address the technical aspects of privacy engineering, 
and it is the standards community’s responsibility to create clarity about 
fundamentals to level the playing field for the stakeholders who will come up 
with new solutions. 
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5.2.2  Contributions to educational community 

Our research (Article I) found that the educational community had flagged 
privacy as an issue to be aware of, or even concerned about, but without any deep 
understanding how the problem could be solved. A key question emerging from 
the research in Article I was “how we could scaffold this development in a 
situation where the conceptual framework is still under debate” (p. 10). The 
article pointed to the ISO/IEC-20748:2016 conceptual framework this author 
have contributed to as standardisation expert. The framework offers a workflow 
model of six processes—Learning Activity, Data Collection, Data Storing and 
Processing, Analyzing, Visualization, and Feedback Actions—all of  which have 
privacy issues. In later research and design Hoel and Chen (2018c) have used this 
framework to develop heuristics for a discourse about privacy targeted at 
educational practitioners. 

As with the standards community, this dissertation research also comes 
with a clear message to the educational community, in particular to the LA 
research community. There is a need to establish a new track of research 
focussing on privacy in the context of LA. If not, the achievements of ten years of 
research into the affordances of learning data informed analytics will be of little 
use. Recent international research into the privacy paradox (Tsai, Whitelock-
Wainwright, & Gasevic, 2020) confirms our research that students’ preferences 
regarding privacy are not reflected in their actual practices, a situation that is not 
sustainable. (In my country, Norway, an Official Report of last year—NOU 
2019:23—even suggests that ‘digital learning analytics’ is not to the benefit of 
school pupils, and therefore should be a subject of a new public inquiry before it 
is included in a new educational act.) This clearly demonstrates the need for the 
LA research community to start engaging in how privacy-by-design can be part 
of learning analytics development. 

5.3  Limitations and future work 

This section serves as closing remarks, acknowledging the complexity of the 
subject field of this research, the limitations of the contributions made, and the 
need for further work. We will address the big picture of big data in education, 
the conceptual understanding of privacy, the need for tools to navigate the 
problem space, and finally, where to look for solutions. 

The big picture 

Big Data is a new phenomenon and nobody knows the impact data-driven 
technologies and practices will have on society at large, and education in 
particular. Williamson claims that “[e]ducational data science and its 
applications are turning educational institutions – schools, colleges and 
universities alike – into metrological platforms that perform a constant scientific 
form of measurement of learning processes (Williamson, 2017a, p. 121). In our 



48 

research related to privacy, we are not concerned if this is a good or bad 
development, or even if the foresight described by Williamson is a correct. Our 
observation is that this will generate a completely new privacy landscape. In 
Norway, and most likely in most western countries, the problem for LA 
researchers has not been the glut of data, but the lack of data, mainly originating 
from institutionally run learning management systems (Hoel, 2017). Data from 
different sensors, from swipe cards (access to buildings), from library use, from 
social media, etc have been out of bounds for educational researchers and 
practitioners due to resistance from professional groups (Article VIII), lack of 
legal access, no chance of getting consent from data subjects, and other reasons. 
However, it is our belief that with the ability to make use of the full set of big data 
in education the access to a wider set of data will gradually be opened up, with 
or without the explicit consent of the students. In Hoel and Chen (2017b) we have 
looked into the different legitimations for educational institutions to access 
student data, and when consent is a necessity to gather and process data. The 
point here being that this is a matter of negotiations, especially when the actions 
following analysis approach the boundaries each student has defined around her 
identity. These are highly dynamic and malleable features, and we see an 
interesting research gap in trying to understand how development on different 
levels will influence the actual data sharing of student information available for 
LA. 

Understanding privacy 

In section 2.1 we used Nissenbaum’s contextual integrity theory (Nissenbaum, 
2004) to define privacy. However, privacy is a slippery concept as O’Hara and 
Shadbolt (2008) state in their book with the telling title ‘The Spy in the Coffee 
Machine: The End of Privacy as we know it”. These authors were wary of 
defining privacy, “because it would be hard – we suspect impossible – to give 
necessary and sufficient conditions, especially as technology changes the 
conditions so rapidly” (p. 22). The understanding of one’s privacy used to be very 
physical and connected to one’s body, as the Norwegian term for privacy, 
‘privatlivets fred’ (the peacefulness of one’s private life) indicate. Now with 
technology, the body ‘disappears’; instead, we are are interacting with the 
technological representations of ourself, which lead to all kinds of issues related 
to establishing identity. “A physical presence leaves behind few signs; a 
handshake in a closed room leaves no trace, except in memory. Information, on 
the other hand, persists” (O’Hara & Shadbolt, 2008, p. 2). And information can 
be shared. 

When the Australian Computer Society (ACS) recently wanted to address 
privacy challenges from technical point of view it was data sharing they focussed 
on (ACS, 2017). Using data sharing as the entry point of analysis ACS saw 
challenges broadly categorised as “data format and meaning; legal obligations; 
privacy; data security; and concerns about unintended consequences of data 
sharing” (p. 7). The basic data sharing framework they developed is described in 
Figure 7, showing an increasing access to data with ever fewer restrictions: 
knowledge about the existence of the data set; details about the data set; ability 
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to interrogate aggregated, perturbed, or obfuscated data; ability to access 
aggregated, perturbed, or obfuscated data; access to data; and ability to share 
data. 

These features are set in a personal context, and in a real world context. This 
dissertation research has only encircled this research space. It is a big research 
challenge to use this kind of frameworks in an educational context to see what 
kind of political, legal, organisational, and technical solutions should be designed 
in order to satisfy the principle of Privacy by Design and the other principles now 
implemented by law in Europe. 

 

 

FIGURE 7. Basic data sharing framework (Source: ACS, 2017) 

Conceptual tools supporting the discourse  

In this dissertation research a few conceptual tools are developed to support 
discourse about privacy in education. This effort is continued by the author and 
colleagues also recently, by developing a toolkit for exploring privacy issues 
using the ISO 20748 LA framework model as a scaffold (Hoel & Chen, 2018c). We 
see, however, that we have merely scratched the surface when it comes to serve 
the big need for guided discourse about privacy when LA solutions now are 
being implemented at scale. There is a need for a robust framework that builds 
on both a good conceptualisation of privacy and understanding of the LA process 
cycles in different political, legal, organisational and technical environments. 

Solutions building trust 

The ultimate goal of our design efforts is to build trust. But trust is another of 
these elusive concepts that are only to be understood in the proper context. While 
privacy may be seen as everything or nothing (Solove, 2006), it makes sense to 
think of it as related to an individual and her context. Trust, on the other hand, 
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seems to be related to the system in which the individual acts. So, the big question 
for this research is what contribute to building trust at a system level. 

Reflecting on this question we might build up a set of research questions 
that in an educational setting is not being adequately addressed in current LA 
research. Following the structure of the European Interoperability Framework 
(EC, 2017), trust in education could be explored from these dimensions: 

Legally, trust is built by establishing legal norms that prevent privacy 
violations. To guide the law toward a more coherent understanding of privacy 
Solove (2006) developed a taxonomy to understand privacy violations (Figure 8). 
Williamson (2017a) uses this model to discuss how LA systems may potentially 
cause harm along all the dimensions under data collection, information 
processing, information dissemination, and invasions.  

 

FIGURE 8. Taxonomy model of privacy violations (Solove, 2006) 

The ISO 20748 (Figure 9) framework model of LA processes bears a resemblance 
to the Solove model. The heuristics Hoel and Chen (2018c) have developed to 
support discussions on ethics and privacy for LA addresses all the potential 
harms situations in Solove’s taxonomy. However, there is a need for research into 
the implementation of privacy laws in education, especially after the European 
GDPR came into effect. 
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FIGURE 9. ISO/IEC 20748 LA framework model 

Organisationally, trust is promoted by establishing learning and teaching settings 
where privacy is not a concern, by design and by default. The GDPR establishes 
some measures that schools, colleges and universities must take to ensure 
privacy, e.g., related to accountability. It is a need for research into organisational 
practices for implementing GDPR and other best practice advice. In our 
dissertation research we have tried to pinpoint some of the characteristics of 
education in relation to privacy, e.g., the fact that learning in an institutional 
setting is long term and therefore quite different from for example simple 
consumer transactions which tend to be used in public debates on data 
protection. 

Understanding what sets learning and teaching apart from other societal 
activities that are being tracked and utilised for big data is essential in order to 
learn how organisational settings should be designed to build trust. In this thesis 
we have on several occasions pointed towards learner agency as key to how 
privacy is experienced. Learner agency is understood differently in various 
pedagogical traditions and various cultural and political settings. It is an 
important research field to explore how learner agency is related to privacy and 
trust, and how this could be described in conceptual frameworks that could 
support organisational development.  

Semantically, it is important to clarify the sources of trust in an educational 
context. Trust in relation to LA is per definition to have trust in numbers. 
Datafication of education raises immediately the discussion on the 
epistemological validity of basing actions on quantitative measurements alone 
(Ozga, 2015). Again, as with the dimension discussed above, there is a need to 
ground solutions design in pedagogical strategies and to build a bridge from 
pedagogy to computer and data science. 

Semantic issues are raised also when privacy for LA is discussed from a 
cross-cultural and international perspective. Cross-cultural studies will show 
that all the key concepts we have discussed in this dissertation, like privacy, trust, 
contextual integrity, learner agency, etc have very different interpretations. We 
see that when trying to establish ethical principles for design of autonomous and 
intelligent systems (IEEE, 2017). Even if the intentions to base recommendations 
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in truly global ethical principles are the best, one risks being criticised for being 
too westerly oriented. 

Technically, trust is built by designing systems that the learner understands. 
This dissertation research has contributed in a very small way to this discussion 
suggesting a direction for design built on open systems, user control and open 
data (Article V), and on use of contextually negotiated policies supported by 
machine learning and smart contracts (Article X). There is nothing indicating that 
this as dominant direction of current development. So, there is a need for 
continued research on trust in building architectures. 
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SUMMARY IN FINNISH 

Tätä väitöskirjaa puolustetaan verkossa Covid-19-pandemian aikana. Ennennäke-
mättömän kriisin ratkaisemiseksi olemme halunneet hyväksyä ratkaisuja, joita ei 
ollut ajateltavissa vain joitakin viikkoja ennen pandemian puhkeamista. Verkko-
opetuksesta on tullut uusi normaali ja hyvin harvat kysyvät, miten tämän 
toiminnan jättämät tietojäljet vaikuttavat yksityisyyteen. Viruksen leviämisen tor-
jumiseksi kotimaani kansalaisia rohkaistaan lataamaan mobiilisovellus, joka ra-
portoi kaikista heidän askeleistaan nostaen seurannan tasolle, jota koskaan ennen 
ei ole nähty. Tämä tohtorintutkimus auttaa vaatimattomalla tavalla ymmärtä-
mään, miksi tietosuojasta on tullut tämän kriisin uhri. Opinnäytetyö tarjoaa käsit-
teelliset puitteet ymmärtää, miten konteksti ajaa uusien tiedonjakokäytäntöjen 
hyväksymistä sekä miten kontekstin parempi ymmärtäminen voisi olla osa tämän 
ongelman ratkaisua. 

Viime vuosikymmenen alussa oppimisanalytiikasta tuli kuuma aihe yhtei-
sössä, joka on sitoutunut koulutustekniikkoihin. Tutkimus ja yhteisörakentaminen 
kulkivat aidolla tavalla käsi kädessä. Kirjoittajalle tästä tuli tilaisuus osana kan-
sainvälisiä pyrkimyksiä tutkia, kuinka koulutuksen tietoistaminen voi vaikuttaa 
oppimiseen, koulutukseen ja harjoitteluun, engl. LET (learning, education and 
training). ITLET – LETin tietotekniikka – on lyhenne, joka yhdisti kirjoittajan toi-
seen käytäntöyhteisöön, standardiyhteisöön, joka myös toimi tämän tutkimuksen 
taustana. Oppimisanalytiikan ja –tiedon yhteisö, engl. LAK (learning analytics and 
knowledge) community, huomasi pian, että tietosuojakysymykset saattavat olla 
esteenä data-analytiikan laajalle levittämiselle koulutuksessa, mutta standardiyh-
teisö pyrki luomaan käsitteellisen ymmärryksen erilaisista oppimisanalytiikkaan 
liittyvistä prosesseista. Tämä avasi tutkimuskentän tälle väitöstutkimukselle, joka 
on pyrkinyt asettamaan yksityisyyden käytännön huolenaiheeksi kaikissa analy-
sointiprosesseissa: suunnittelusta (kuinka tiedot voivat auttaa ymmärtämään op-
pimistapahtumia) tiedonkeruuseen, tietojen tallentamiseen ja käsittelyyn, analy-
sointiin, visualisointiin sekä tulosten syöttämiseen takaisin oppijoille ja heidän 
tilanteeseensa. 

Tämä tutkimus tehdään teknisen, kulttuurisen, sosiaalisen, taloudellisen ja 
pedagogisen tietämyksen poikkileikkauksena perustuen Design Science Research 
ja Action Design Science –menetelmiin. Tulokset ovat kuitenkin pääosin käsit-
teellisiä tässä ilman tutkimusyhteisön tai ryhmän tukea tehdyssä väitöstutkimuk-
sessa. Suunnittelutieteet käyvät läpi useita tutkimussyklejä mutta me emme ole 
suorittaneet kaikkia tämän tutkimusperinteen jaksoja, joten meillä ei ole esittää 
testattuja ja sovellettavissa olevia ratkaisuja. Puolustukseksemme voimme sanoa, 
että ilman hyvin perusteltua kehityksen lähtökohtaa mikä tahansa hyvin testattu 
tutkimustulos voi olla hyödytön, koska tilanne voi olla väärä. Siksi olemme kes-
kittyneet tutkimuksessamme tiedon jakamisen ja yksityisyyden perusperiaattei-
siin oppimisanalytiikan alueella. 

Vaatimattomat panoksemme tähän väitöstutkimukseen ovat sekä teoreetti-
sia että käytännöllisiä. Tietosuoja määritellään suurten tietojen yhteydessä; asia-
yhteyden eheyden teoriaa laajennetaan koskemaan ‘asiayhteyden laukaisijan’ 
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käsitettä, ja suunnitteluehdotuksissa tutkitaan yksityisyyden käytänteiden roolia 
tiedon jakamisen sääntelyssä. Tiedonjaon riskejä ja etuja tutkitaan oppimisen ana-
lytiikan suunnittelutilamallin kehittämiseksi. Lisäksi kehitetään muita käsitteitä 
helpottamaan tiedonjakamiseen liittyvää tieteellistä keskustelua 

Väitöskirja sisältää 10 artikkelia, joiden panokset (mukaillen väitöskirjan 
esitarkastajan professori Michail Giannakosin lausuntoa) ovat seuraavanlaisia: 

Artikkeli I: Tunnistetaan koulutuksen yksityisyyttä koskevan keskustelun omi-
naispiirteet ja yleisen Big Data –keskustelun vaikutukset siihen. 

Artikkeli II: Laaditaan kolme periaatetta, joiden avulla voidaan maksimoida yksi-
tyisyys ja tietosuoja oppimisen analytiikassa, ja valmistellaan alustaa käsit-
teellisen perustan kehittämiselle. 

Artikkeli III: Tarjoaa uuden kontekstuaalisen ja kulttuuritietoisen ymmärryksen 
yksityisyydestä tietosuojatekniikasta tiedottamiseksi. 

Artikkeli IV: Tunnistaa keskeiset käsitteet ja prosessin, joka auttaa suunnittele-
maan ratkaisuja yksityisyyden suojalle oppimisanalytiikassa. Ne suunnitel-
tiin ja arvioitiin tapaustutkimuksen avulla. 

Artikkeli V: Tutkii tärkeitä elementtejä, joita oppimistekniikoiden suunnitteli-
joiden tulisi etsiä kehittääkseen teknisiä ratkaisuja, jotka ylläpitävät opiskeli-
joiden luottamusta ja yksityisyyttä. 

Artikkeli VI: Ehdotetaan käsitteellisiä rakenteita ja prosesseja, joiden tarkoituk-
sena on tukea konsensusprosessia tietojen jakamisen standardisoimiseksi 
oppimisanalytiikassa. 

Artikkeli VII: Esittää että palautesilmukoiden luominen standardisoinnin, tutki-
muksen ja kehittämisen välillä luottamuksen ja tiedon jakamisen yhteydessä 
on lopputuloksen kannalta välttämätöntä oppimisanalytiikassa. 

Artikkeli VIII: Tarjoaa tietoa ammattietiikkaan liittyvistä organisatorisista haas-
teista, joita oppimisanalytiikan laajamittainen toteutus koulutuksessa herät-
tää. 

Artikkeli IX: Edistää ymmärrystä siitä, mihin oppimisanalytiikan suunnitteli-
joiden tulee tähdätä voidakseen kehittää teknisiä ratkaisuja, jotka säilyttävät 
opiskelijoiden luottamuksen ja yksityisyyden. 

Artikkeli X: Tarjoaa seuraavien prosessien virallistamisen: vaatimusten kartoitus, 
tiedonkeruu ja validointi. Lisäksi esitellään järjestelmäarkkitehtuureja, jotka 
käsittelevät tiedon jakamista. 

.  
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Abstract

Privacy and data protection are a major stumbling blocks for a data-driven
educational future. Privacy policies are based on legal regulations, which in turn get
their justification from political, cultural, economical and other kinds of discourses.
Applied to learning analytics, do these policies also need a pedagogical grounding?
This paper is based on an actual conundrum in developing a technical specification
on privacy and data protection for learning analytics for an international standardisation
organisation. Legal arguments vary a lot around the world, and seeking ontological
arguments for privacy does not necessarily lead to a universal acclaim of safeguarding
the learner meeting the new data-driven practices in education. Maybe it would be
easier to build consensus around educational values, but is it possible to do so?
This paper explores the legal and cultural contexts that make it a challenge to define
universal principles for privacy and data protection. If not universal principles, consent
could be the point of departure for assuring privacy? In education, this is not
necessarily the case as consent will be balanced by organisations’ legitimate interests
and contract. The different justifications for privacy, the legal obligation to separate
analysis from intervention, and the way learning and teaching works makes it necessary
to argue data privacy from a pedagogical perspective. The paper concludes with three
principles that are proposed to inform an educational maxim for privacy and data
protection in learning analytics.

Keywords: Privacy, Data protection, Learning analytics, Data privacy

Introduction
A data-driven educational future has to navigate the stumbling blocks of privacy and

data protection. Educationalists often find that dealing with these thorny issues are the

prerogative of other professions such as lawyers or computer scientists and that peda-

gogical perspectives are not represented in the discourse. In preparing for the digital

futures of learning analytics (LA), adaptive education, multimodal learning support

and other data-driven approaches educationalists need to develop what we have

termed an educational maxim for privacy and data protection in this field.

Privacy and data protection measures are often promoted and justified by laws and

regulations. Two recent events have created international awareness about the import-

ance of privacy, the ‘Facebook–Cambridge Analytica data scandal’ (n.d.), and the Gen-

eral Data Protection Regulation (GDPR) of the European Union (European
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Commission 2016), which came into effect in May 2018. The first event prompted so-

cial media users to ask themselves about their own data sharing practice; while the

GDPR prompted most companies, also outside of Europe, to revisit their data protec-

tion rules in order to avoid huge economic penalties in case of data breaches.

The discussion on privacy we now see spurred by these events is just the pinnacle of

more than 50 years of international debate on privacy. In the USA, in the 1960s, ‘priv-

acy’ was invoked as a key term for summing up ‘the congeries of fears raised by the

(mis)use of computers’ (Bygrave 2010). Privacy was not the only term; a ‘variety of

other, partly overlapping concepts have been invoked too, particularly those of

‘freedom’, ‘liberty’ and ‘autonomy’ (ibid., p. 167). Today, in other parts of the world

the backdrop of privacy may be less that of liberal values than of avoiding loss of

face in privacy breach scandals (as an example, see the news story ‘Jack Ma’s Ant

Apologizes for Baiting Users Into Credit System’ (Chen 2018)). When raising the

discussion of privacy and data protection in a new context—i.e. learning analyt-

ics—we have to factor in the very complex global data protection scene where legal

regulations are debated on a background of diverse political, cultural, economical

and even philosophical ideas.

The question raised in this paper, is whether there also are pedagogical ideas that

should be brought to bear when designing privacy policies and solutions for educa-

tional big data. For example, are there educational specific requirements that will justify

a practice that goes beyond what is required by law? If this extra requirement is found,

it should ideally be summarised in an educational maxim that ideally would resonate

well enough to bridge some of the gaps we find between different legislations and cul-

tures related to how privacy is valued or conceptualised.

This paper aims at exploring the grounds for this educational ‘extra’ that would allow

us to be bold in involving the students in self-managing their own data used for learn-

ing analytics. We do this exploration on the backdrop of a heterogeneous international

landscape regarding the rights of the individual and the value of privacy. To construct

the foundation for an educational maxim for privacy related to educational big data this

conceptual analysis builds on issues and concerns identified in design of LA applica-

tions. Subject of scrutiny will be different positions on how privacy may be invoked and

promoted in technology enhanced learning in different international settings. The ques-

tions leading up to the proposal of grounding privacy for LA in an educational maxim

are the following:

� Is reference to privacy as an individual universal right the answer to data

management and control?

� Is consent the mechanism to use to get access to data?

� Is maintaining privacy a question of negotiation, and if so,

� What are the opportunities for pedagogical reasoning and justification of certain

privacy related practices?

These questions describe the structure of this paper, which concludes with three

principles that could be used to further develop an educational maxim for data privacy

in learning analytics. In the next section, we give a practical context for why this re-

search needs to be undertaken.
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Research background through a practical case
This section brings a snapshot of development of an ISO standard on Privacy. ISO/IEC

JTC1/SC36, the ISO committee working on interoperability standards for learning, edu-

cation and training has a working group 8 focusing on learning analytics. In the first

working draft of a new technical specification on privacy and data protection, it was ad-

mitted that privacy is difficult to define restrictively ‘as privacy is an elusive concept

that means different things in different countries around the world. What is seen as an

intrusion into the private life or affairs of an individual, and whether gathering of data

about the individual is seen as undue or illegal varies with cultural context’ (T. Hoel,

personal communication, August 2018). The editors of the draft specification suggested

that privacy problems should be looked at ‘in a LET [learning, education and training]

context to be able to specify privacy and data protection principles for LET that address

specific problems and support a good learning environment for the individuals in-

volved’. The editors suggested the following principle for development:

‘The educational context of LA requires that the right to be informed is not

interpreted restrictively; it is a pedagogical value of its own to be as open as possible

about data collection and processing.’

And regarding the legal requirements of notification of the data subject of data col-

lection, the first working draft stated:

‘Age of the students, the educational setting, matters of authority, and other reasons

could influence how notification of data collection and processing will be conceived.

The educational context is, however, an opportunity to clarify [for the students]

privacy and data protection issues related to use of LA’ (T. Hoel, personal

communication, August 2018).

From this working draft, it is clear that the authors of the standard try to carve out

an educational argumentative space that would allow for certain policy principles re-

garding privacy. In this space, one finds arguments about involvement of students,

openness, and what we could term educational opportunity (‘you should teach about

big data, data management, and privacy – here you have an opportunity to do so’)

(Pangrazio and Selwyn 2018).

A universal right to privacy using educational technologies?
Even if educational policies often are the purview of local authorities, when we talk

about educational technologies—like LA—we are dealing with global solutions that

have to cater for all political and cultural climates. In this section, we examine privacy

and data protection in an international perspective, starting by asking if there is a uni-

versal right to privacy.

Milberg et al. (1995) stated that it could be reasonably argued that protection of per-

sonal information privacy was a ‘hypernorm’, a principle fundamental to human exist-

ence. ‘If this is so, then managers have an obligation to protect personal information

privacy in every system and in every country, regardless of distinctions in national

levels of concern or of regulatory approaches’ (Milberg et al. 1995, p. 73). However,
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research on the relationships among nationality, cultural values, personal information

privacy concerns and information privacy regulations led Milberg et al. (1995) to con-

clude on a more pragmatic note: ‘Executives may choose to reject the ethical “hyper-

norm” argument (…) But the threat of negative impacts on the bottom line, driven by

both market forces and the legislative agenda, should be sufficient to prod them to-

wards a more enlightened view of the personal information privacy management do-

main’ (p. 73).

Further research by Milberg et al. (2000) found that most firms took a primarily re-

active approach to managing privacy ‘by waiting for an external threat before crafting

cohesive policies that confront their information practices’ (p. 49).

When ideals meet stakeholders’ interests trade-offs are inevitable. Milberg et al.

(2000) find that ‘[a] right to privacy’ has been taken to include a number of ‘interests’

that converge and diverge, and they use targeted marketing as an example of trade-offs

between the privacy interests and how society’s economic and social systems function:

‘While organizations argue that they have the right to conduct business, consumers

and privacy advocates often claim the right to be free of unwanted solicitations.

While organizations claim the right to use information technology to improve efficiency,

consumers often exhibit the desire to control the flow and dissemination of their

personal information. While businesses claim the right to record information generated

from their transactions, consumers increasingly want to know that this information has

been gathered and stored and to control its uses’ (Milberg et al. 2000, p. 36).

Trade-offs between ideals and reality may not be the best way to understand how priv-

acy and related interests with regard to the processing of personal data are protected

internationally. Alternatively, one could see how these issues are conceptualised in differ-

ent countries, and how the different discourses express values that are taken up by differ-

ent regulatory policies. A full analysis of this kind is beyond the remit of this paper.

However, a study by Bygrave (2010) exploring the prospects for regulatory consensus

found that data protection laws in various countries ‘expound broadly similar core princi-

ples and share much common ground in terms of enforcement patterns’ (Bygrave 2010, p.

198). Nevertheless, ‘extensive harmonisation at the global level is extremely unlikely to

occur in the near future’ (ibid., p. 199). The reason for this lack of harmonisations is the

strength of ‘ingrained ideological/cultural differences’ (ibid., p. 199).

Even if extensive harmonisation of international privacy laws is hard, and a number

of countries lack such laws all together, there is a global trend towards privacy legisla-

tion due to the growing impact of the digital economy. Table 1 shows the status of data

protection laws in ten Asian countries. Six of them have data protection laws that have

been amended recently; the other four countries have plans to pass laws or address

privacy issues in closely related laws (as China).

Whom should privacy serve? Even if privacy legislation around the world draws on

common ideas and principles, there are clear differences in the way privacy is concep-

tualised. In the USA, most discourse on privacy and privacy rights tends ‘to focus only

on the benefits these have for individuals qua individuals’ (Bygrave 2010, p. 171) (…)

while German jurisprudence ‘emphasises that the value of data protection norms lies to

a large degree in their ability to secure the necessary conditions for active citizen
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participation in public life; in other words, to secure a flourishing democracy’ (ibid., p.

172). While Germany has had the most comprehensive and well-established legislative

platform for data protection, USA has had an absence of comprehensive data protec-

tion legislation. Germany has had to harmonise with the other European countries after

GDPR came into effect. Globally, it is expected that GDPR will have an influence on fu-

ture legislation in countries also outside of Europe. One example is India, where the

draft (MEITY 2018) clearly mimics some of the features of GDPR (e.g. the principles of

purpose and collection limitations, privacy by design), but stops short of EU’s

privacy-safeguarding regulations in the matter of individual’s right to object to collec-

tion and/or processing of their personal information.

The formal normative basis for the data protection laws may well be derived ‘mainly

from the catalogues of fundamental human rights’ (Bygrave 2010, p. 180); however,

when it comes to applying these principles in international instruments one should

note that an important motivation for developing international privacy frameworks are

promoting the exchange of goods and services across borders. Bygrave (2010) claims

that in the Asian Pacific region, the approach ‘appears to foster data protection regimes

less because of concern to protect basic human rights than concern to engender con-

sumer confidence in business’ (Bygrave 2010, p. 188).

Hoel et al. (2017b) analysed three privacy frameworks, which have inspired legal de-

velopment in all parts of the world and put the frameworks and selected countries on a

scale with values between a focus on the individual and a focus on the organisation

(Fig. 1).

The case studies of the LA privacy discourse in Europe and Asia (Japan, Korea and

China) (Hoel et al. 2017) showed that concerns about the rights of the individual in re-

lation to control of data emanating from the learner are in some respect a western

phenomenon. In the east, where the interests of the individual more often are projected

against the interest of the group the organisation is more prominent in the discourse

on who should benefit from LA.

In this section, we have seen that even if the concern for data privacy is shared

among the general public around the world there is a long way to go from concern, at

least in the abstract, to finding a common normative basis for establishing data protec-

tion policies. The global ideological landscape does not invite to subscription of human

Table 1 Status data protection laws in some Asian countries (Primary source: DLA Piper 2017)

Country Data protection law? Future plans

China No No comprehensive data protection law. However,
Cybersecurity Law (2017) first national-level law that
addresses cybersecurity and data privacy protection.

India No Draft Personal Data Protection Bill published 2018

Indonesia No Draft personal data protection law published 2018.

Japan Yes (2017)

Malaysia Yes (2013)

Philippines Yes (2012)

Singapore Yes, only private sector (2012)

Thailand No Draft is being reviewed (as of 2016).

Taiwan Yes (2012)

South Korea Yes (2011)
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rights ideas or other shared normative ethics principles to motivate regulatory consen-

sus on data protection. Lately, both societal and individual arguments have made the

discussion on privacy more complex. War on terror, national security, promotion of

trade and new digital economies are all factors that demand extensive sharing of per-

sonal data. We also see that the users of ICT services are willing to undermine their

own rights as soon as they see short time benefits of opening up access to their per-

sonal data (Hazari and Brown 2014). In the next sections, we will explore how involve-

ment of the individual could be used to justify data sharing.

Educational data privacy by asking for consent

‘Obtaining valid consent from data subjects in connection with the use of personal

data for analysis and profiling purposes is the best insurance against violating data

protection legislation. The new European Data Protection Regulation also proposes

restricting the opportunities for the processing of personal data on legal grounds

other than consent’ (Datatilsynet 2013, p. 49).

We find it interesting that the Norwegian Data Protection Authority uses the phrase

‘best insurance’ in their 2013 report Big Data - privacy principles under pressure. Risk

minimisation is the word of the day now as industry and public organisations alike for

some time, under threats of heavy fines, have prepared for compliance with GDPR, set-

ting up accountability systems, documenting what information one holds, assigning

data protection officers, and taking other organisational measures. However, risk man-

agement is a different strategy than invoking rights, and such a strategy certainly

chooses the organisational perspective, as opposed to the individual perspective that

comes with arguing from rights. So, what does it mean when the Norwegian Data Pro-

tection Authority states as their primary recommendation to meet the challenges of big

data: ‘consent [is] still the point of departure’ (Datatilsynet 2013)? Is consent, in the

context of LA, the primary point of departure?

Focussing on consent means bringing the individual into the centre of the discussion.

And that means the individual as an actor with rights to decide on data management,

not as an object in need of protection by others. However, consent in the age of Big

Data is not straight forward. The Norwegian data protection authority points to claims,

‘that the constant demand for consent on the Internet paradoxically may result in

Fig. 1 Individual vs. organisational focus of LA beneficiaries, privacy frameworks and countries
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poorer protection for the individuals’ (ibid, p. 50). Now, with the new GDPR asking for

wide-ranging consent it may be a lesser problem if you live in a European country. The

new Regulation has strengthened the protection from giving your rights away by ticking

boxes when launching software solutions. The problem with consent, we would argue,

does not so much lie in hollowing out the consent mechanism as with the fact that con-

sent is not the sole legal ground for access to personal data. And pretending it is, will con-

fuse the individual and undermine the individual’s ability to manage one’s own data.

In an educational setting, there are a number of stakeholders with legitimate rights to a

person’s data, driven by the fact that the student has an obligation to go to school or has

registered for a course, and in practice entered a contractual relation with an (business)

organisation. It is not clear cut what the legal grounds for access to data are; let us say for

an administrator, a teacher, or a third party. Data about a student starts to build up from

the moment the student does a web search in the course catalogue, right up to the clicks

made browsing through learning resources, passing tests, and getting an exam. An educa-

tional institution is a business organisation with student records, which are not under the

full control of the students. Nobody will contest that right of the institution to store and

analyse data about who is registered for what course, and who ends up with what exam

results. But what about the results of micro tests? There are no clear boundaries between

data generated that are solely the student’s prerogative to manage, and data that the insti-

tution, the teacher, has a right to process (Zeide 2017). These are issues that are subject to

negotiations between parties that will base their positions on both legal, moral and peda-

gogical grounds.

We asked if consent is the primary point of departure within an educational context,

and we have answered no. If we overlay the discussion in this section with the observa-

tions made in section 3 on the normative basis for privacy in a global perspective

(Fig. 2) we see that the role given to consent (and to the individual) could vary a lot in

different cultural, political, legal and regional contexts. There is a need to explore more

in detail how different scenarios will play out for consent from learners in connection

with use of personal data for learning analytics. And we also see there is a need to ex-

plore the educational perspective on data privacy.

Balancing interests for educational big data analysis
Once leaving the abstract reflection on privacy and entering the field of practical data

handling we see that the context and the purpose of data collection are important for

Fig. 2 Normative basis for privacy policies
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how data privacy should be handled. As an example, let us compare how equally sensi-

tive personal data gathered from passing through an airport, visiting a hospital, and tak-

ing part in education are handled. Public interests will trump any objection from the

individual to be scanned by security cameras in the airport. In contrast, in a hospital,

the individual has an absolute right to be a party to the data processing, and in extreme

cases have the right to refuse to be given lifesaving treatment. Health and education are

quite similar in that the individual is very much ‘part of the treatment’, and therefore

consent should be sought. However, there are differences. Some education is compul-

sory. If consent is not the justification for processing personal data, there must be an-

other, e.g. contract, legal obligations, vital interests of the organisation, public interest,

or legitimate interest of the data controller.

Figure 3 describes how a decision to ask for consent is a balancing act weighing dif-

ferent interests considering the different justifications for collecting and processing per-

sonal data.

In education, especially in the new data-driven practices involving use of online plat-

forms and sensor data, we do not think the data controller will be justified never to ask

for consent invoking legal obligation or vital interests (the right side of the continuum in

Fig. 3). Contract or legitimate interests (e.g. business reasons) on the other hand, would

be convenient to invoke, to allow data collection and processing without too much inter-

ference of the individual. However, if demands from the students to be involved are get-

ting strong also business reasons will drive the balance to the left in Fig. 3.

We would assume that educational institutions will justify their data processing either

by consent or legitimate interests, e.g. stated in a contract. What are the limits to using

legitimate interests, and are there any reasons related to LA that would speak against

consent as a default justification for collecting data from learning activities?

In terms of legitimate interests, Cormack (2016a) sums up how European law speci-

fies requirements for this justification to be used:

Where personal data are processed for legitimate interests, there must be a

clearly stated purpose, the processing must be necessary for that purpose, the

impact and risk for the individuals whose data are processed must be minimised,

and any remaining impact or risk must be justified by a balancing test against

the claimed interest. Interests, even though legitimate, cannot justify processing

that involves an inappropriate risk to the individuals whose data are processed.

(Cormack 2016a).

Fig. 3 Balancing of interests, asking for consent to process personal data
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The schools and universities need to know what they want to achieve with data ana-

lysis, otherwise they do not pass the ‘necessity test’: information that is not necessary

for the declared purposes should not be collected (Cormack 2016b). And there is no

way out for the institutions to turn to the students and ask for a blanket acceptance of

collecting data. The students need to know what they are asked about, to be able to

balance the benefits and risks of the proposal. Data-driven techniques, not guided by

questions or hypothesis, where the ideas of possible interventions first appear after the

data are collected and processed do not give much in terms of specific purpose descrip-

tions for justifying the process before it is started.

The students need to be actively involved, as we see when LA is set up to personalise

learning. Cormack makes it clear that legitimate interests cannot be used to justify any

activity where the intention is to personalise a service or otherwise affect individual

users, ‘since this would contradict the requirement that the impact on individuals be

minimised’ (Cormack 2016a).

Once the organisation has identified patterns in data that enable it to identify and

design such an intervention, however, it should also have sufficient information to

seek valid consent from those individuals who may be affected by it. Whereas at the

time the data were collected the results of data-driven analysis and their conse-

quences could not be foreseen or explained to individuals, now they can. Consent

can now be fully informed. Offering a choice between personalised and generic ver-

sions of the service should increase the likelihood that consent to personalisation is

freely given. (Cormack 2016a).

The constraints of the law and the intrinsic qualities of data-driven practices that LA

is part of seem to drive LA implementers towards what Sclater (2017) has called a hy-

brid approach: using legitimate interests for analysis and consent for intervention. Cor-

mack (2016a, 2016b) has argued that the solution, which came up in the discussion of

consent related to the developed of GDPR, termed ‘downstream’ consent should be ap-

plied: ‘consent can also be requested “downstream”, when the purpose of the processing

changes’ (Article 29 Data Protection Working Party 2011). Upstream there is the ana-

lysis of the data, trying to identify patterns; downstream are the interventions to be

taken when one knows what the problem is, it is still not acted upon, and one is able

to communicate clearly to the student options that the student could agree to.

The approach proposed by Cormack (2016a, 2016b) dividing the monolithic ‘big data’

process into two stages (analysis, to find patterns; and intervention, to identify and

affect relevant individuals) opens up a need for examining the educational specific con-

sequences and opportunities when applied on LA. This is the focus of the last part of

this paper.

Pedagogical opportunities arising from LA data privacy
In theory, a separation of LA into two processes, analysis and intervention seems sim-

ple. Analysis justified by legitimate interests is the prerogative of the institution; stu-

dents are first involved when clear actions can be outlined with opt-in and opt-out

options to consent to. To perceive this as two distinct processes with no overlapping

stakeholders and no interfering sub-processes seems, however, to be too far from real
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life in education. What about the teachers, are they part of the analysis process? What

about access to data? Does data for analysis come only from institutional systems, like

Student Information Systems or Learning Management Systems? How does the institu-

tion get access to data from non-institutional and informal learning settings, e.g. mobile

and cloud learning platforms outside the control of the school or university, social

media, other sensor data relevant for learning?

Contrasting the hybrid model of analysis and intervention with the LA process model

developed by ISO/IEC JTC1/SC36 (Fig. 4), we see that three important sub-processes

precede the analysis stage. In order to be able to do analysis one needs to decide upon

which learning activities to monitor; to collect the data that serve as proxies for the ac-

tivities under study; and as a last important step also imbued with a host of privacy and

data protection issues, decide upon how the data should be stored and processed before

analysis.

It feels strange to exclude these introductory processes from exchange with the stu-

dents under the pretext that the analysis of these activities is within the legitimate

interest of the institution. On the other hand, it might well be that conversations about

what is going on prior to and during analysis are part of activities that are crossing dif-

ferent professional and educational discourses with associated norm sets. Learning ana-

lytics is different from traditional academic analytics, which does not aim at actionable

insights feeding back to the individual learner (Gasevic et al. 2015). Therefore, analysis

cannot only be an administrative task, or a pure research activity. And with teachers on

board doing analysis, this is definitely also a pedagogical activity, which involves the

learners. To see how it involves learners, and how it is different from intervention, we

first need to look at what characterises intervention.

It is the risks to the learner, caused by the institution acting upon the knowledge

from analysis that make it necessary to ask the learner to consent to processing of per-

sonal data, giving him or her the opportunity to opt out when the nature of the pro-

posed intervention is clarified. Even if these deliberations have a legal flair to them,

they are mainly of pedagogical nature. The worst scenario from a student’s perspective

is probably illegal: that predictive profiling could be subject to automated processing

leading for example to exclusion (Hoel and Chen 2016). Most likely, interventions

would be to present the learner with different alerts and prods (e-mails or messages);

visualisations showing progress, position relative to different student cohorts, etc.; and

recommendations for what to read next, what tests to take next, etc. Some of these in-

terventions will be executed by machine, but most likely the majority will involve inter-

action between the students and the teachers.

Fig. 4 LA process model developed by ISO/IEC JTC1/SC36 (ISO 2016)
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A comparative case study of educational big data practices in Norway and China

(Hoel et al. 2018) substantiates that the pedagogical reality in some cultures may prove

difficult to fit within strict legal schemas of what data could or should be used for ana-

lytics. In Tongzhou, a district of Beijing, we found that teachers had an almost unlim-

ited appetite for information about their students. In some instances, they also had

instruments to gather data for psychological profiling that was not directly related to

specific learning activities or subject areas. The contrast to Norwegian primary and sec-

ondary education was sharp, as the Oslo teachers expressed interest primarily in infor-

mation about knowledge acquisition and subject-related issues in school. Off school

activities, use of social media, family relations, etc. were not something Oslo teachers

wanted to gather data about on a regular basis. Both the Tongzhou and the Oslo

teachers had strong pedagogical motivation for their interest in student activity data.

In conclusion, looking back to the LA process model (Fig. 4), both analysis (and the

preceding sub-processes) and intervention will involve extensive interaction with the

students. We have difficulties seeing that questions of data access and handling are

dealt with inside a secluded administrative and research logic without involvement of

students and teachers, and their virtual learning agents. That being said, we see the

value of keeping the separation between analytical and intervention concerns, being

forced to execute the balancing test, weighing the benefits and risks of collecting and

processing personal data. We believe that different normative models could live side by

side. Table 2 summarises the focus and questions of the different models governing

data handling.

The legal model tells you to wait to ask for consent until the individual has a chance

to make an informed choice based on alternative proposals for intervention. The re-

search model tells you to ask for permission to gather information, to follow the fair

processing principles and to keep the data safe. The administrative model tells you to

use anonymised aggregated data and follow strict legal procedures when dealing with

personal information. Most importantly, the pedagogical model tells you to support the

student’s own learning and use every opportunity to enhance the learning experience

by bringing in relevant tasks and material. Data for learning analytics is as such an op-

portunity to enhance students’ data literacy.

Conclusions and future work
We introduced this study with the challenges faced by an international group of stan-

dards experts trying to motivate global norms for privacy and data protection in the

Table 2 Models for handling data in educational setting

Model for data
handling

Model focus Question asked

Legal model Justified purpose for data
collection?

Are the risks to the individual balanced with
the benefits to the individual and the system?

Research model Consent, fair data handling, and safe
data keeping

Have participants agreed to be part of the
research?

Administrative model Handling of personally identifiable
information

Are the data de-identified and kept safe?

Pedagogical model Learning gain Are collected data relevant for understanding
and optimising learning and the environments
in which it occurs?
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context of learning analytics. How do we find a common ground for policy develop-

ment when we have countries where all learning activity data seem to be available for

analysis (e.g. China), and countries that are reluctant to allow library data to be ana-

lysed because of privacy issues, and questions whether learning analytics is legal in the

first place (e.g. Norway) (Hoel et al. 2018; Hoel and Chen 2017; Hoel et al. 2017)? It

would help to build consensus about privacy and data protection policies if these also

could be argued from an educational perspective, not only from universal or individual

rights perspectives.

In this paper we have demonstrated that privacy as a ‘hypernorm’ yields when pres-

sured by corporate, commercial, or national security interests. Likewise, consent as gen-

eral justification for collection and processing of personal data is not applicable in an

educational setting unless the process is carefully staged, separating analysis from inter-

vention. The discussion of justifications for accessing and processing learning activity

data has shown that we from the very beginning are within a space of negotiations,

using a variety of justifications based on ethics, law, national policies, and pedagogies.

Therefore, we should in LA make an effort of making the pedagogical justification for

privacy policies more explicit.

This result of our explorations, the positioning of privacy and data protection

for LA in an argumentative space of continuous negotiations, gives hope for

achieving an international consensus on educational privacy policies. From our

discussion in this paper the following principles emerge as starting point for fur-

ther development:

1. Privacy and data protection in LA are achieved by negotiating data sharing with

each student.

2. Openness and transparency are essential and should be an integral part of

institutional policies. How the educational institution will use data and act upon

the insights of analysis should be clarified in close dialogue with the students.

3. Big data will impact all society. Therefore, in negotiating privacy and data

protection measures with students schools and universities should use this

opportunity to strengthen their personal data literacies.

These principles have strong grounding in discourse and practice on privacy. The

first principle is in accord with the theory of contextual integrity proposed by Nissen-

baum (2014).

The theory of contextual integrity is a theory of privacy with respect to personal

information because it posits that informational norms model privacy

expectations; it asserts that when we find people reacting with surprise,

annoyance, indignation, and protest that their privacy has been compromised, we

will find that informational norms have been contravened, that contextual

integrity has been violated. (Nissenbaum 2014, p. 25).

The second principle is in accordance with the best practice guidelines we now see

published by educational institutions informing about how LA will be implemented

(Sclater 2016; Open University UK 2014).
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The third principle connects to the discussion on twenty-first century skills and com-

petences for new millennium learners (Ananiadou and Claro 2009). In Norwegian edu-

cation, for more than a decade digital literacy has been defined as one of the central

competences needed in the future, and the ability to use digital tools was defined as a

basic skill (Sefton-Green et al. 2009; Krumsvik 2008, 2009). Understanding how student

data are used is part of digital literacy (Pangrazio and Selwyn 2018).

We would suggest that these principles are further developed and expressed in a LA

privacy maxim for education. The conceptual and explorative research presented in this

paper has limitations as expected when addressing a new field of enquiry. We will

therefore follow up this research with more empirical studies of how different countries

develop privacy policies in education, and how we can develop solutions for privacy in

LA that could be accepted across cultures. This paper has shown that there is a need

to understand how data privacy policies for LA connect to pedagogical practices. How

future design of LA tools could use this educational argumentative space will be subject

of further studies.
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Abstract: 
 
Purpose – Privacy is a culturally universal process; however, in the era of Big Data privacy 
is handled very differently in different parts of the world. This is a challenge when 
designing tools and approaches for the use of educational Big Data and learning analytics in 
a global market. The purpose of this paper is to explore the concept of information privacy 
in a cross-cultural setting to define a common point of reference for privacy engineering.  
 
Design / Methodology / Approach – The paper follows a conceptual exploration 
approach. Conceptual work on privacy in educational big data and learning analytics in 
China and the West is contrasted with the general discussion of privacy in a large corpus 
of literature and recent research. As much of the discourse on privacy has an American or 
European bias, intimate knowledge of Chinese education is used to test the concept of 
privacy and to drive exploration of how information privacy is perceived in different 
cultural and educational settings. 
 
Findings – The findings indicate that there are problems using privacy concepts found in 
European and North-American theories to inform privacy engineering for a cross-cultural 
market in the era of Big Data. Theories based on individualism and ideas of control of 
private information do not capture current global digital practice. The paper discusses how 
a contextual and culture-aware understanding of privacy could be developed to inform 
privacy engineering without letting go of universally shared values. The paper concludes 
with questions that need further research to fully understand information privacy in 
education. 
 
Originality / value – As far as we know, this paper is the first attempt to discuss—from a 
comparative and cross-cultural perspective—information privacy in an educational context 
in the era of Big Data. The paper presents initial explorations of a problem that needs urgent 
attention if good intentions of privacy supportive educational technologies are to be turned 
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into more than political slogans. 
 
Keywords: – Information privacy, Educational Big Data, Learning analytics, Cross-cultural 
studies, Privacy engineering 
 

1 Introduction 
The starting point of this work is a box labeled ‘privacy rules’ found in a Chinese blueprint 
for a learning analytics technical architecture. We asked ourselves: What rules? What 
privacy? What should engineers build? And we banged our heads against the black box, not 
being able to unpack the concept of privacy rules, being lost in translation (did we talk about 
the same thing?). We were unable to gain any insight into the different contexts within 
which the need was ascribed, nor any of the practical requirements that could be construed 
from that need.  In this conceptual paper we aim at defining a point of reference for 
understanding privacy in the context of educational big data1 (EBD) or learning analytics 
(LA). We will use our experience working in China as a way to drive and test the 
exploration of the concept of information privacy with the ultimate aim to enable privacy 
engineering for global education. 
 
Privacy is recognised as a challenge dealing with Big Data (Polonetsky and Tene, 2013). For 
some countries in the West privacy has been seen as a show-stopper for learning analytics 
(Griffiths et al., 2016). It is well known that the discourse on privacy is more central in 
Europe than in China, especially with the introduction of GDPR (Bennett, 2018). However, 
when looking more closely at what is happening in real life in terms of collecting and 
sharing traces of online activity the differences between China and Western countries tend 
to diminish. Enormous amounts of data are collected and shared all over the globe. What 
may be different is who collects data, and who has right to access the data (e.g., government 
or private companies); and what is the ascribed use (surveillance or profit, or both). If this is 
the case, two questions arise—one related to technology, and one to education: Is privacy in 
terms of individual control over personal information possible in the era of Big Data? Is 
students’ information privacy too dependent upon culture and political system to be able to 
define a universal point of reference for EBD or LA? 
 
Why are these questions important? First, it may not be possible to create practical 
implementations of a particular definition of privacy. If this is the case, then a strong 
emphasis on privacy in the design and adoption of LA solutions may be reduced to 
ideological or political markers which signal the virtue of policy maker, but with limited 
value in terms of actionable requirements for engineering. Second, if students react 

 
1 Educational Big Data is the term used in China for learning analytics, connecting the analytics more to Big Data 
and ”Internet Plus” political narratives. 
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negatively to the infringement of norms related to collection and sharing of data exhaust 
from their learning behaviour, then this will have importance for the design and 
deployment of data-driven tools and practices in a global market. What do these 
considerations imply for the ‘privacy rules’ box in the Chinese blueprint? If the box in the 
drawing is just a political nod to an international audience, then in terms of practical system 
design point it has little relevance (although it may be necessary to understand this 
obfuscation in order to understand the way in which the designed system works in its social 
context). If, on the other hand,  ‘privacy’ addresses real concerns that affect usage behaviour 
we need to define the term in a way that allows us to be specific about requirements and 
‘rules’ whatever market we operate in. 
 
This paper presents a conceptual exploration of how the concept of privacy can give rise to 
design requirements in the context of global EBD and LA. An underlying assumption is that 
the discourse on privacy till now (Slade et al., 2019; Ifenthaler and Schumacher, 2016; Rubel 
and Jones, 2016; Drachsler and Greller, 2016; Young, 2015) has not succeeded in providing 
implementable requirements for tools and practices in an international market with different 
political systems, cultures, and pedagogical approaches.  
 
There is a need to discuss the concept of privacy in a cross-cultural context, and to see if Big 
Data changes the way we understand the concept of ‘information privacy’. The rest of the 
paper is organised as follows: First we review the literature on information privacy to see 
how definitions hold up in cross-cultural settings and in defining design requirements. Then 
we examine how Big Data and cultural differences influence the concept of privacy.  In 
Section 4 we use our findings so far to discuss what privacy engineering will imply in an 
educational context, legally, conceptually, and technically. The paper concludes with a 
proposal for a research agenda to develop a point of reference for privacy engineering for 
EBD and LA in a global market.  
 

2 Information privacy as design requirement 
– conceptual exploration 
 
In other work we have explored how privacy is conceptualised by the less than a decade 
young field of Learning Analytics and Knowledge research, which organise yearly 
conferences and sponsor the Journal of Learning Analytics (Hoel and Chen , 2018, 2016, 
2015; Hoel et al., 2017). This body of literature is contrasted with the general discussion of 
‘privacy’ in the huge corpus of research on this issue that goes back more than a century 
(Warren and Brandeis, 1890). To add the cross-cultural dimension to our exploration we 
have reviewed literature on ‘privacy’ and ‘China’ and other cultural and geographical 
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markers. However, the literature review for this conceptual paper is not done to provide a 
representative description of privacy as a concept, but to offer ideas and highlight direction 
for future inquiry as the focus of a conceptual paper is “on integration and proposing new 
relationships among constructs” (Gilson and Goldberg, 2015). In this paper we have used 
intimate knowledge about the Chinese educational system acquired through participant 
observation to drive and test how the privacy constructs hold up for use in global settings. 
 
Smith, Dinev, and Xu (2011) note that “the recent evolution of the concept of privacy in 
general—and information privacy in particular—follows the evolution of information 
technology itself” (p. 990). Westin (2003) identified different eras of privacy development, 
the last from 1990 to 2002 influenced by the rise of the Internet, Web 2.0, the terrorist attach 
of 9/11/2001, and the dramatical changed landscape of information exchange.  It is a matter 
of discussion if Big Data represents a distinct new era; however, the point here is to observe 
the dynamic nature of the concept of information privacy, and how any use of the concept 
requires a deep understanding of the technological context of information handling.  It is 
widely accepted that, as a concept, privacy is in disarray (Solove, 2002; Smith et al., 2011). 
“The distinction between physical and information privacy is seldom clarified in public 
debate or, for that matter, in many areas of research” (Smith et al, 2011, p. 991). Solove 
observed that “widespread discontent over conceptualizing privacy persists even though 
the concern over privacy has escalated into an essential issue for freedom and democracy” 
(Solove, 2002, p. 1089). In analysing a big corpus of privacy articles and books Smith et al. 
(2011) concluded that a richer focus on international dimensions of privacy research is 
needed. In this paper, we want to address this international dimension by loosening the grip 
of value-based—some would say, Western liberal (Bennett, 2018)— discourse on privacy. 
Instead, we will narrow the perspective to engineering requirements, and what Smith et al. 
(2011, p. 993) call cognate-based conceptualization of privacy – “related to the individuals 
mind, perceptions and cognition rather than to an absolute moral value or norm”. 
 
Our ambition is to unpack the concept of information privacy to allow engineers serving a 
global market to make more specific statements about privacy and technology. This is not a 
new idea. Palen and Dourish (2003) wanted to do so for human-computer interaction (HCI) 
analyses, offering a framework and vocabulary to foster discussion between technology 
users, designers and analysts. Their framework suggested analysis of three boundaries, – 
disclosure, identity, and temporality. Spiekermann and Cranor (2009) introduced a privacy 
responsibility framework consisting of three spheres: user (the individual and her devices). 
recipient (company). and joint sphere (where the control is shared). These spheres were 
related to system operations (data transfer, storage, and processing). They described two 
approaches to engineering, “privacy-by-policy” (focusing on implementation of the notice 
and choice principles). and “privacy-by-architecture” (minimizing collection of identifiable 
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personal data and emphasizing anonymization and client-side data storage and processing). 
 
The degree to which these two approaches hold up in the era of Big Data will be discussed 
in the next section. Both groups of authors build on Altman’s influential privacy theory 
(Altman, 1975). which states that privacy is neither static nor rule-based, stressing the 
dialectic and dynamic process of selectively controlling the access to the self.  How does this 
value of ‘controlling access to the self’ stand the Chinese test; is this a universal value that 
should underpin all design? 
 
To get an understanding of how Chinese users look at the role of the self in information 
privacy we need to look at great many factors of history, culture, economy, policy, and law 
related to the higher level concept of general privacy. First, we have to acknowledge that 
most privacy studies “are based in the United States and are written in English, leading to 
language-based assumptions about privacy terminology” (McDougall, 2004, p. 1). In the 
Western tradition, Li et al. (2017) point out, the concept of privacy is said to arise out of an 
1890 article by Samuel Warren and Louis Brandeis where privacy is described a right to 
privacy as the right of an individual to be left alone. In Chinese, privacy (yinsi) is an 
imported word, consisting of two words (yin – ‘hidden from view’; and si – ‘private’ or ‘do 
not want to disclose in public’). Yinsi has not necessarily positive connotations; a more 
narrow interpretation of yinsi is ‘shameful secret’. Li et al. (2017) claim that Chinese privacy 
laws can be understood through the lens of ‘saving face’. China does not have a separate 
privacy law, but privacy is acknowledged by the courts as a value worth protecting, and 
there are a number of laws that could be used to that end (e.g., tort legislation). Looking at 
what is protected, China differs from the West. The legal system has often sided with 
protecting the rights, values, and morals of the community over protecting the privacy 
rights of the individual; “privacy law and regulation in Chinese culture supports the 
individual’s role in the community rather than protecting the individual against the 
community as in the West” (Li et al., 2017, p. 12).  
 
From a Western point of view, the Chinese government’s massive surveillance and intrusion 
into personal information (Wang and Yu, 2015) may seem over the top if the aim is to 
support the individual’s role in society. However, one cannot a priori assume that there is a 
conflict between the individual and the government in these matters. From a privacy point 
of view, if the system protects against the citizen’s right of reputation, the government 
intrusion on the private sphere might be seen as both in the interest of the public and the 
citizen.  
 
In a society where the concept of ‘self’ is tied more to the family this will influence how 
privacy is viewed. According to McDougall (2004). privacy in traditional China resides 
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primarily in the family unit, which is distinct from the public sphere. Seen through the lens 
of ‘saving face’ the Chinese privacy laws can be seen as a protection from exposing personal 
information. This perspective is still compatible with Altman’s definition of privacy as a 
“dynamic process of selectively controlling the access to the self” (Altman, 1975). The 
individualistic perspective so prevalent in American privacy research (Marwick and boyd, 
2014). is softened by Altman’s further development of his theory in relationship to culture. 
His framework emphasizes the dialectic and boundary control features of privacy, 
“whereby people can make themselves accessible or inaccessible to others” (Altman, 1977, p. 
82). Privacy is a culturally universal process, but it is also highly culturally specific and 
contextual (Altman, 1975, 1977; Palen and Dourish, 2003). In a Chinese context, Altman’s 
pre-Internet definition of privacy could need updating to “… accessible or inaccessible to 
some significant others”. The individual could hope to control accessibility within certain 
contexts that are important for their self-esteem; however, absolute control in today’s 
Internet society is an illusion. Some would claim this is also the case in a Western context 
after Edward Snowdon’s disclosure of contemporary surveillance (Page, 2016). 
 
The idea of selective control gives priority to context. The most recognized contextual 
privacy theory is developed by Nissenbaum (2010) revolved around the concept of 
‘contextual integrity’. The norms that govern “the flow of personal information in a given 
context” (Nissenbaum, 2010, p. 127) are dependent on the type of information being shared; 
the social roles of the sender, subject, and recipient; and how information is transmitted. 
Nissenbaum’s theory holds up to our China test, as it gives room for social norms that are 
rooted in Chinese culture and political context.  
 
In the next section we will explore the individual’s room for manoeuvre in the era of Big 
Data; what our discussion so far shows is that the contextual aspects of privacy needs a 
better understanding. 
 

3 Big data and privacy 
 
In the era of Big Data, the challenges of privacy become more visible—on conceptual, 
technical, legal, and political levels. The privacy challenges need to be addressed on all these 
levels, which have implications for how we approach privacy engineering. In order to turn 
information privacy into actionable design requirements for engineering we need to leave 
an idealised world of absolutes and see how higher level values, laws, technologies, and 
users’ practices interact in a globalised setting. Grounding privacy protection policies within 
the individualistic and liberal notion of ‘privacy’ may, according to Bennett (2018) overlook 
what is at stake in the broader debate over contemporary surveillance.  
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Thus, data protection law does not halt surveillance; it manages it. It may produce a 
fairer and more efficient use and management of personal data, but it cannot effectively 
control the voracious and inherent appetite of modern organizations for more and more 
increasingly refined personal information, especially when those data are central to the 
business models of the platform economy (Bennett, 2018). 

 
When jaywalking has the immediate effect of exposing name and picture of the culprit on a 
gigantic public screen (Niu, 2017) a Chinese citizen will have no illusions of privacy being 
protected by the laws.  Before European citizens feel overly protected by the new General 
Data Protection Regulation (GDPR) they should take a second to ponder the implications of 
the full title of the regulation: “Regulation of the European parliament and of the Council on 
the protection of individuals with regard to the processing of personal data and on the free 
movement of such data” (European Commission, 2012).  Bennett (2018, p. 244) observes that 
“contemporary information privacy legislation is designed to manage the processing of 
personal data, rather than to limit it”.   
 
What if the individual does not want privacy? Users information technology in the 
networked society may have other priorities than the older generation. Marwick and boyd 
(2014) looked at how teenagers negotiate context in social media and found, “simply put, 
they are trying to be in public without always being public” (Ibid., p. 1052).  This complies 
with the Chinese laws that “protect Chinese citizens from having their personal information 
exposed, thus allowing individuals to present their identity (or personal information) to the 
community in ways that they choose” (Li et al., 2017, p. 2). Young people see value in being 
online; however, they also “have a sense that data are reused and repurposed in myriad 
ways” (Pangrazio and Selwyn, 2018, p. 7).  In experiments, Pangrazio and Selwyn (Ibid.) 
worked with young mobile media users to move them towards a practice of ‘informed 
resistance’ towards privacy threats. They found that their participants remained 
unenthusiastic about the ‘agentic’ choices that they were attempting to support them in 
making.  
 

[M]anaging personal data also requires advanced technical skills and ongoing 
maintenance. The question then becomes should it be up to the individual to ensure their 
data privacy? Self-responsibilization might be beyond the individual, suggesting that 
more collective and centralized approaches to data privacy are the only realistic way 
forward. (Pangrazio, and Selwyn, 2018, p. 8) 

 
Neither technical skills nor technical solutions are going to solve information privacy. Young 
(2015) observes that the notion of anonymity as a “placeholder for privacy” (Ibid., p. 560) is 
becoming increasingly questionable, such that existing consent to the collection, analysis and 
use of personal data is “effectively illusory” (Ibid., p. 561).  She found “there is also no 
empirical evidence that suggests that “de-identification works either in theory or practice” 
(Ibid., p. 561).  
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Rubinstein (2013, p. 1) argues that GDPR relies too heavily on an informed choice model and 
data minimization, “and therefore fails to fully engage with the impeding Big Data 
tsunami”. Data minimization and anonymization were pivotal engineering instruments in 
the Spiekermann and Cranor approach that we introduced in the previous section 
(Spiekermann and Cranor, 2009). If these measures are not working in the era of Big Data, 
what are the alternatives to promote privacy? The discourse framework suggested by Palen 
and Dourisch (2003) for HCI could only be part of a solution. Rubenstein’s proposal is to 
combine legal reform with encouragement of new business models premised on consumer 
empowerment and supported by a personal data ecosystem.  
 
Our understanding of information privacy is not set in stone. The rest of the paper will 
explore possible developments from a legal, conceptual, and technical point of view.  
 

 4 Envisioned privacy developments – in an 
educational context 
 
When de-identification of personal information is an illusion and the ‘big data tsunami’ 
makes us run to save face we could, as well, give up the idea of information privacy? Or in 
the words of Sun Microsystems’ CEO, Scott McNealy, “You have zero privacy anyway. Get 
over it!” (Sprenger, 1999). However, this is not the adequate response to handling risks in 
society (Rauhofer, 2008). This was shown in debate spurred by Paul Ohm’s 2009 article 
“Broken Promises of Privacy: Responding to the surprising failure of anonymization”. Even 
if the danger of re-identification is immanent with Big Data, ‘good enough’ approaches 
work (Ohm, 2009; Narayanan and Felten, 2014; Cavoukian and Castro, 2014). Real life is 
more than worst cases. 
 
In this paper we are concerned with privacy engineering, defined by Kenny and Borking 
(2002) as “a systematic effort to embed privacy relevant legal primitives into technical and 
governance design”. In the following, we will discuss how we foresee this being done in an 
educational context with both Chinese and Western students in mind.  

 

4.1 Legal development 
 
What legal primitives are relevant to education in a global setting? First, international 
privacy legislation is dynamic, with GDPR just being implemented in Europe with 
ramifications for the understanding of privacy also in other parts of the world trading with 
Europe (Bennett, 2018; Hoel and Chen, 2018). This means that ideas of the individual’s role 
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in managing personal information, data minimization, etc are recognised (even if they are 
not part of national legislation). and that they may influence policy development around the 
globe, e.g., institutional codes of ethics. This consensus around principles of a code of 
practice, information collection, information processing and information dissemination is 
demonstrated in international standardization developing requirements for privacy and 
data protection for learning analytics (ISO 20748-4:2019). Second, laws are interpreted, and 
this leaves space for privacy engineering that addresses sector or culturally specific interests. 
We have argued (Hoel and Chen, 2018) that privacy in an educational context should be led 
by pedagogical principles. This means that student agency should be strengthened by 
negotiating data sharing with each student; supporting openness and transparency, and 
promoting personal data literacies. This proposal takes the ‘privacy-by-policy’ approach (see 
Section 2, Spiekermann and Cranor, 2009) one step further and contextualize the Fair 
Information Principles of the OECD and APEC frameworks (Hoel and Chen, 2018) for 
education. There is no doubt that also in Chinese education for the 21st century values like 
transparency, notice, student agency, have priority (Stanaland and Lwin, 2013) and could be 
integrated into a digital literacy curriculum.  
 
In choosing what legal primitives should inform engineering there is still a need for 
conceptual work, which principles will be discussed in the next section. 
 

4.2 Conceptual development 
 
The cultural diversity of a global market requires systems that are capable of runtime 
cultural adaptation. That means technologies must be ‘cultural aware’, which in turn means 
that we need to formalise our understanding of culture (as well as law, social norms, and 
pedagogy) in a model that can be implemented in systems that can handle different contexts.  
 
In HCI, the concept of context and how it relates to culture has been discussed for years 
(Dourish, 2001). Context is a notoriously fuzzy concept having an infinite dimension that 
does not allow it to be described completely. Blanchard et al. (2011) launched the concept of 
‘centred context’, “seen as a limited context, whose focus is on the description of specific, 
more or less complex, dimensions (for instance the spatial one, the social one, the cultural 
one, and so on”(Ibid., p. 13). This concept allows a modelling of dimensions that could be 
useful for adaptive systems. Blanchard et al. (2011) have proposed to structure the cultural 
domain with an upper ontology and discuss methods to do so.  
 
We suggest that the ontology engineering approach of Blanchard et al. (2011) could be used 
to create an upper ontology of the concept of privacy as well. Culture-aware learning 
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technologies using EBD and LA would need a number of upper ontologies describing 
culture, privacy, pedagogy, emotions (affective domain). etc. In such an ontology key 
concepts in European legislation, like purpose limitation and data minimization, would 
need to be defined in a way that allows design of adaptive technologies that also work in a 
Chinese context.  
 
In EBD and LA, it is no surprise that technology itself plays an important role in what ways 
privacy is constrained. This is the topic of the next section of this paper. 
 

4.3 Technical development 
 
In Rubinstein’s proposal for an international solution to the big data privacy problem he 
included a personal data ecosystem (Rubinstein, 2013). Rubinstein left to others to specify 
what such a system involves, and there is no lack of proposals being debated as the 
consequences of Big Data start to be understood. Even if we have pointed to the pedagogical 
opportunity of strengthening learner agency and personal digital literacy we do not think 
the privacy challenges could only be met with measures taken by the individual. Privacy 
needs to be built into the technology, much according the principles of Privacy-by-Design 
promoted by GDPR (Cavoukian, 2012).  
 
This challenge is taken on board by Tim Berners Lee, who as we all know played an 
important role in inventing the most used Internet technology, the World Wide Web. He is 
now involved in building a technology that “changes the current model where users have to 
hand over personal data to digital giants in exchange for perceived value” (Berners-Lee, 
2018). Berners-Lee’s ambition is to challenge what Shoshana Zuboff has termed ‘surveillance 
capitalism’ (Zuboff, 2019). evolving the web in order to restore balance — by giving every 
one of us complete control over data, personal or not. Berners-Lee wants to build an Internet 
protocol that enables users to decouple content from the application itself, giving the users 
freedom to choose where their data resides. Seamless switching between apps and personal 
data storage servers will avoid vendor lock-in and secure innovation, while giving the user 
control of their data. It is in the same vein other researchers are exploring how blockchain 
technologies can be used in education to allow students to exercise control of their own 
learning records (Grech and Camilleri, 2017; Ocheja et al., 2019).  
 
Tools for EBD and LA are just starting to hit the market, and privacy aspects are still open 
for design. This is therefore the right time to make sure that technical design of EBD and LA 
solutions are based on a sound understanding of information privacy in a global setting.  
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5 Conclusions – towards a research agenda 
 
A ‘black box’ labelled ‘privacy rules’ introduced this paper. With China and a Western 
country like Norway in mind, we know that rules regulating students’ daily life are very 
different. In China, “dorms’ face recognition gets thumbs-up for convenience” (Ma and Lin, 
2018); while in Norway, student id app users are assured that “the data is stored locally on 
your device and you may delete them whenever you want” (Felles studentsystem, 2018).  
Even if the output of privacy rules differs enormously between the two countries this paper 
supports the idea that it is worthwhile to specify input for privacy engineering that allows 
design of solutions that could be implemented both in China and Norway.  
 
Through comparative analysis and reflection, we have found that there are limitations in 
European and North-American privacy theories when the aim is to inform privacy 
engineering for a global market of analytics tools and services. This finding also implies that 
the discourse we have had till now on privacy in the context of EDB and LA research has 
limitations. Too much focus has been on discussing values and norms, and too little effort 
has been on getting knowledge about students’ perceptions and cognition of privacy in the 
actual settings where EDB and LA systems are used. This is also a limitation of this study, 
which only explore concepts and do not generate empirical findings. However, before we 
can engage in empirical studies, we need to have our theoretical constructs right. 
 
This paper rejects that privacy is something that only can be found in liberal societies based 
on individualistic culture. As Altman concluded  

 (a) people in all cultures engage in the regulation of social interaction—sometimes being 
accessible to others and sometimes being inaccessible to others, and (b) the behavioral 
mechanisms by which accessibility is controlled are probably unique to the particular 
physical, psychological, and social circumstances of a culture.  (Altman, 1977, p. 82) 

 
Altman’s observations hold also in a digital age. However, in the era of Big Data it is not 
enough to analyse relationships among friends and family members; we need analysis of 
cross-cultural networked practices in the shadow of what Zuboff has termed the ‘Big Other”. 
Zuboff (2015, p. 81) describes the Big Other as “a ubiquitous networked institutional regime 
that records, modifies, and commodifies everyday experience from toasters to bodies, 
communication to thought, all with a view to establishing new pathways to monetization 
and profit”.  
 
If we find that what Zuboff describes is more than a shadow, that surveillance capitalism is a 
social formation of global reach, this will also impact the agenda for student privacy. 
Notwithstanding East or West, the challenge will be to design tools for education that 
promote knowledge about the use of data and the students’ own relation to its use. In order 
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to know more about what input to be fed into the privacy rule box future cross-cultural 
research should focus on 
A) Aspects of contextual integrity: What types of learning activity data are collected and 
shared? What norms govern the flow of personal data in education? What roles do students, 
teachers, technologies, and other actors play? 
B) Aspects of culture and policies that constrain educational priorities: What role does student 
agency play in education? And what educational priorities could influence design of 
learning tools?  
C) Aspects of technological development: What technologies could strengthen the students’ 
ability to negotiate boundaries related to data sharing? 
 
Finally, our cross-cultural perspective on privacy engineering has made us aware of the need 
to discuss the relationship between EDB and LA, the two concepts we have used to capture 
both Chinese and Western discourse on these issues. EBD comes with a notion of Big Data, 
and nowadays, more and more ideas of the use of Artificial Intelligence (AI). The discourse 
on LA on the other hand, seems to have a narrower scope in line with the much used 
definition2 coined by the Society for Learning Analytics Research (SoLAR) (Siemens, and 
Gasevic, 2012). The SoLAR definition does by no means exclude use of AI, however, LA 
could be more focussed on “understanding and optimising” specific learning tasks that 
could be described by use of ‘small data’.  A more limited and targeted use of analytics 
related to pedagogically well-defined learning moments may imply less challenging privacy 
issues than Big Data approaches, where data collection tends to come first and pedagogical 
reasoning second. 
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Abstract: This paper explores the field of ICT standardisation related to learning analytics, a 
new class of technologies being introduced to schools, universities and further education as a 
consequence of increased access to data from learning activities. Learning analytics has 
implication for how the individual manages data and knowledge about herself and her 
learning, highlighting issues of privacy, ownership of data, and consent to share and use data, 
– issues that are not yet been fully discussed in the field of learning technology development 
in general, and standardisation of learning technologies in particular. What do these issues 
mean for standardisation and design of LA architectures? Based on requirements of open 
architecture, transparency and trust, and ownership and consent this paper proposes a search 
architecture for learning analytics based on open and linked data. The proposed middle layer 
highlights dynamic usage agreements and student agency and represents an alternative 
approach to the LA architectures now being developed in international standardisation fora. 

Keywords: Learning analytics, data sharing, interoperability, privacy, data ownership and 
consent, standardisation 

1. Introduction 
Unveiling and contextualising information so far hidden in different educational data in order to 
analyse it and present it for different stakeholders, – this is the promise of learning analytics (LA) 
according to Greller and Drachsler (2012). LA will offer new insights for learners and improve 
effectiveness and efficiency for institutions. "This new kind of information can support individual 
learning processes but also organisational knowledge management processes" (Greller & Drachsler, 
2012). Ambitious to harness the new capabilities of "big data" in education it is easy to forget that 
when translating education into numbers one "makes education actionable through the production and 
stabilization of specific kinds of views of what education and learning should be" (Williamson, 2015). 
Once, however, this political or normative aspect of learning analytics is out in the open teachers, 
parents and the learners themselves will start asking questions on what happens when they start sharing 
data. This will introduce new requirements for design of LA technologies. 

More and more of the forces that create global change are driven by data, and based on new 
practices of sharing data, e.g., mobile devices, social media, big data, sensors, and location-based 
services (Scoble & Israel, 2013).  These services are also exploited in education, and thus data mining 
and learning analytics are topics that start to appear on the agenda of standards organisations dealing 
with ICT for learning, education and training. ISO/IEC JTC 1/SC361 has established a new working 
group on learning analytics, which met for the first time in June 2015 in Rouen, France.  In addition, a 
number of initiatives work towards defining learning analytics architectures, e.g., industry consortia 
like  Apereo,2 and IMS Global3; and government agencies like UK Jisc, Keris of Korea, or country 
initiatives like one found in Estonia. These architectures are ranging from high-level description of 
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LA systems to reference implementations of running code. Till now, requirements raised by data 
sharing are not brought into the center of interest for LA standardisation (Cooper & Hoel, 2015) 

Data sharing, understood as the release of data for use by others, i.e., other persons or 
organisations (Cooper & Hoel, 2015), is needed by many applications of learning analytics. Data from 
more than one source are needed to realise the potential of LA. For example, large-scale data is often 
a prerequisite for educational data mining techniques or multi-variate statistics. Alternatively, it is 
usually the case that the data required to undertake learning analytics resides in different software 
systems, and that data from a variety of different sources is vital. Although the data from an 
institutional learning platform or a MOOC may be considered large and varied, the scale and coverage 
of such datasets may be insufficient to give good analytics because of the great variety of learner and 
contextual attributes (Verbert et al., 2011). This challenge applies to both learning science research 
and to potential products and services built around data generated during learning activities. This 
situation motivates the idea that data sharing between organisations - potentially including public and 
private sector bodies - is an important enabler for effective learning analytics. Data sharing is also 
indicated by Cloud Computing models of service and IT provision, where expertise or technology is 
provided by a separate organisation to the education provider. 

The requirements for data sharing set educational establishments apart from archetypical Big 
Data corporations like a retail store or a online shop. Work in the European LA community exchange 
project LACE4 has shown that these requirements to a large extent are related to concerns about data 
protection, privacy and ethics, data control, and trust. These legal and organisational issues have 
traditionally played a minor role in international standardisation work within the field of learning 
technologies, where technical and semantic interoperability have dominated. 

In this paper requirements of legal, organisational and semantic-technical nature are explored 
to see what implications they will have for design of LA architectures. The paper builds on current 
work within the community of LA researchers and stakeholders, particularly the work of the European 
coordination and support action project, LACE. Based on the legal and organisational requirements so 
far identified, what would be the technical-semantic design options that could be pursued for 
standardisation? 

The rest of this paper is organised as follows: First, a review of recent research on the effects of 
extensive data sharing for LA is presented. Then three sets of requirements are derived and used for 
evaluating current LA architecture proposals and to develop a new proposition for a new middle layer 
bridging between data sources and LA processes. This first explorative proposal is discussed, and the 
paper concludes with some reflection how this work should be progressed and could contribute to 
current standardisation in the field of LA. 

2. Related work 
In absence of clear evidence of the benefits of learning analytics there is a growing body of research 
pointing to the possibility of adverse effects of extensive use of data from multiple sources for 
analytics. The concerns are centered around student vulnerability (Slade & Prinsloo, 2013; Prinsloo & 
Slade, 2013) and different aspects of privacy, data protection, and ownership to data (Hoel et al., 
2015; Cooper & Hoel, 2015). 

Prinsloo and Slade (2015) suggest using student vulnerability as a lens for analysis, stating 
that "[t]hrough the quantification practices in higher education, students’ vulnerability is increased 
when they see themselves, their potential and their futures, as presented in the number of clicks, 
logins, time-on-task". Prinsloo and Slade (2105) maintain that we are more than our data, and 
therefore we need to take into account the contexts in which numbers are created. They want to 
strengthen the student agency and have suggested a framework to mitigate the student vulnerability 
and optimise student agency, including the duty of reciprocal care; the contextual integrity of privacy 
and data; the centrality of student agency and privacy self-management; the need to rethink consent 
and employing nudges; developing partial privacy self-management; adjusting privacy’s timing and 

                                                
4 www.laceproject.eu 



focus; and moving toward substance over neutrality and moving from quantified selves to qualified 
(Prinsloo & Slade, 2015). 

In focussing on vulnerability and student agency when looking at the individual, and 
education as a moral practice when looking at the institution (Jisc, 2015) it becomes clear that we 
have to go beyond binary solutions to the issues of privacy, data protection, consent to give access to 
data, etc. It is not about ticking a box to give consent to use or not to use one's data. It is not about 
privacy as having or not having control of data, or secrecy or not secrecy. 

Borocas and Nissenbaum (2015) understand informed consent as a limited waiver of rights 
and obligations. They state "[i]t is time for the background of rights, obligations, and legitimate 
expectations to be explored and enriched so that notice and consent can do the work for which it is 
best suited" (Borocas & Nissenbaum, 2015). It is not the case that privacy is an "unsustainable 
constraint if we are to benefit, truly, from big data" (Borocas & Nissenbaum, 2015). However, privacy 
needs to be seen in the right context. "[C]onsent is not required for acceptable, expected behaviors, 
but only for those that departs from it. The burden on notice, therefore, is to describe clearly the 
violations of norms, standards, and expectations for which a waiver is being asked and not to describe 
everything that will be done and not done in the course of treatment or research…(…) Where, for 
example, anonymizing data, adopting pseudonyms, or granting or withholding consent makes no 
difference to outcomes for an individual, we had better be sure that the outcomes in question can be 
defended as morally and politically legitimate. When anonymity and consent do make a difference, 
we learn from the domain of scientific integrity that simply because someone is anonymous or 
pseudonymous or has consented does not by itself legitimate the action in question" (Borocas & 
Nissenbaum, 2015). 

Xu (2011) has developed a privacy framework based on privacy literature, bounded 
rationality theory, control agency theory, and social contract theory. The goal of the framework is to 
provide understanding of the major drivers and impediments of information disclosure in the context 
of online social networks. It has been shown that individuals express privacy worries but behave in 
ways that contradict their statements. The phenomenon is called the privacy paradox, and is another 
reason why there is a need to move beyond control and access as lenses to understand privacy, and 
look more towards the context integrity perspective on privacy. It is noted that Xu bases his 
framework (Figure 1) on the dialectics between privacy as control vs privacy as restricted access. 
However, he applies several theoretical lenses. "[A]n individual’s perceived privacy is (..) viewed as 
perceived control over information release and perceived ease of information access, with the 
considerations of optimistic bias. (…) Users may genuinely want to protect their personal data, but 
because of bounded rationality, rather than carefully calculating long-term risks of information 
disclosure, they may opt for immediate gratification instead" (Xu, 2011). 

 
Figure 1. Proposed theoretical framework for Privacy 2.0 by Xu (2011) 

 



A report on Data Sharing Requirements and Roadmap by the LACE project (Cooper & Hoel, 2015) 
grouped the concerns related to data sharing according to the interoperability levels defined in the 
European Interoperability Framework (European Commission, 2010): Legal issues: Lack of 
awareness of what is possible within the law, National differences, and Current legislation is out of 
date; Organisational issues: Privacy, and Inadequate decision-maker knowledge; Technical and 
semantic issues: Incompatible technical implementations, Inappropriate architectural assumptions, 
Inadequate domain-level semantic models, and Lack of adoption of existing specifications.  

Based on this problem space Cooper and Hoel (2015) recommend that these activities could 
be undertaken: Legal Issues: Raise awareness of what is possible within the law; Organisational 
issues: Anonymisation and statistical disclosure control, Analytics models as shared data, Remote 
access analytics, Trusted data analysis, User-managed access, Common codes of practice and 
standardised data agreements, and Develop understanding and consensus around risk-based approaches 
to privacy protection; Technical and semantic issues: Shared open architectures and common 
frameworks, Code-bashes (plugfests) - addressing mid-level practical interoperability, and 
Practice-oriented pre-standardisation at the domain-level.  

The roadmap of activities towards solutions developed by Cooper and Hoel (2015) is very 
high level and gives limited directions for design. Furthermore, it is not clear how legal and 
organisational concerns are turned into requirements for technical-semantic design. It is therefore 
useful to look further into the case studies Cooper and Hoel used to come up with these 
recommendations, in order to see if more concrete requirements could be derived from their data. 

Through community engagement supported by LACE project and other actors a great number 
of questions and concerns related to LA are collected (Cooper & Hoel, 2015). Hoel et al. (2015) 
analysed 220 questions to see how the captured concerns could be understood in terms of propositions 
for solutions. They found that "Technical requirements were not explicitly stated in any of the 220 
questions, and the need for technical alignment was only indirectly present (…) Most clearly, 
technical solutions are needed for exchange of information about ownership to data. Also the idea of 
learning as a risk-based activity offers technical design challenges" (Hoel et al., 2015). 

Ownership and control of data, – a complex set of issues that relate data used for analytics to 
the individual is identified by Hoel et al. (2015) as the most prominent challenge to solve, also for 
technical-semantic design. 

One idea for technical solutions could be gleaned from a case study in this LACE report 
(Cooper & Hoel, 2015), which describes a Norwegian pilot of a cross-sector service platform 
brokering between services and systems that have information about users and a range of specialised 
educational services, some of which could be dealing with learning analytics. The service providers 
connect to and retrieve information through standardised APIs, while the end users of the services are 
authenticated through a national identity management service. 

 

2.1. Research Questions refined 

At the current state of development of LA solutions, issues of legal, organisational and 
technical-semantic nature seem to be interwoven, justifying actions on all levels of interoperability. 
Traditionally, the LET standards community has been grappling with questions of systems 
interoperability, content repositories and learning objects. Data-driven education where data about 
learning activities are a learning resource in its own right makes it pressing to solve issues on legal 
and organisational levels. The technical-semantic challenges, however, remain. This paper explores 
what it means for technical-semantic interoperability within the field of LA when privacy 
requirements, or more widely, legal and organizational challenges, are translated into technical 
solutions. 

Methodologically, this research is positioned in the first Relevance Cycle of the three research 
cycles of Design Science (Hevner, 2004; 2007), addressing requirements and field testing. The 
purpose is to come up with candidate concepts that describe the problems and opportunities in the 
application domain from a people, organisational systems, and technical systems perspective. 

 



3. Requirements 
Community exchange among stakeholders of LA technologies gives a clear indication that the 
interoperability issues that need to be tackled first are not of technical nature but related to legal and 
organisational challenges. Alignments of legal practices and codes of ethics may seem abstract and 
bound to cultural, legal and organisational systems; however, alignment processes involve exchange of 
information, which offers challenges of technical and architectural nature. It is important to specify 
these technical systems considering the full range of requirements, as recent history has shown that ill 
designed systems could prove fatal for the success of new LA approaches (Cooper & Hoel, 2015, 
section 3.8). 

The following requirements are derived from issues identified through desk research and LA 
community exchange: 

Open architecture: Learning analytics components may be developed as proprietary or open 
source, however, the architecture itself should be developed using open standards and open solutions. 
There are several technical and economic reasons for this, like making it easier to achieve a critical 
mass of multiple products fitting the architecture; flexibility for institutions in selecting components 
without having to invest in a single large monolithic system, etc. However, one should also 
acknowledge that an open architecture would make it easier to achieve data sharing and develop trust 
between different stakeholders based on transparency, another main requirement highlighted in this 
study. 

Transparency and Trust: This cluster of requirements is supported by a wide range of 
non-technical features like codes of practice; competency development; open research practices 
sharing research results and data, publishing predictive models; etc. However, quite a few of these 
measures can and should be supported by technical solutions being an integral part of LA systems.  

Ownership and consent: Even if data could be harvested through institutional practices 
assuming implicit consent to data sharing as the learners sign up for courses and enroll in a study, in 
the end, the question of access to data always comes back to the individual and her willingness to 
share. These requirements build on the 'context integrity' perspective on privacy developed by 
Nissenbaum (2009). From this perspective questions of ownership and consent are not to be dealt with 
once and for all when students register to a course; it is a matter of maintaining a continuous 
conversation on privacy issues making sure that the student actively and at all times agrees to share 
data for different types of analytics, and that the institution is able to justify its learning analytics 
research and interventions. Most ICT systems have some kind of identity management solutions, 
however, their scope is often only simple authentication and authorisation. There is a need to rethink 
how ownership and consent features could be embedded in these solutions.   

4. Towards Design Propositions 
Several architectures have been proposed for learning analytics. In 2011 an Open Learning Analytics 
Architecture (OLA) was proposed by Siemens et al. (2011). The Apereo Learning Analytics Initiative  
has developed a set of interlocking pieces of open source learning analytics software described in their 
LA Dimond model (Figure 2). However, a mature conceptual framework supported by a fully 
functional end-to-end reference implementation has yet to fully emerge (Sclater et al., 2015). 
 



 
Figure 2. Apereo diamond model of an open learning analytics architecture (Siemens et al., 2011) 

Jisc, a UK based public body, has attempted to conceptualise an end-to-end basic learning 
analytics system, which is now procured for higher education. Data comes primarily from the student 
record system, the virtual learning environment (VLE or learning management system) and a variety 
of library systems. Institutions are also beginning to use data from other systems such as attendance 
monitoring and assessment systems (Cooper & Hoel, 2015).  

While the Apereo model (Figure 2) is silent about student ownership of data and consent to 
share it is interesting to observe that the Jisc model has defined a Consent Platform with a Student 
Consent Service, logging self-declared data (Sclater et al., 2015). This part of the Jisc system has still 
to be designed. It is also interesting to note that when  Jisc in beginning of 2015 tried to procure the 
development of this service no suppliers came forward, and the Student Consent Service therefore 
will be developed in-house (Sclater, 2015). 

In the architectures described in Figure 2 and by Jisc the data end up in a Learning Records 
Store hosted locally or most probably in the cloud as Software as a Service. Access to this Learning 
Records Warehouse is provided though an Authentication and Authorisation service giving access to 
the Access API or direct access through queries. It is natural to think of access policies as a function 
of being member of groups, e.g., class, course, educational role, etc., not as a function of a more 
dynamic negotiation about the purpose of the analysis and the pedagogical and cultural context of the 
learning taking place. In order to foreground both student and institutional agencies, and to put 
emphasis on contextual and temporal aspects of data access this paper suggests to explore a linked 
and open data approach to learning analytics systems, lifting the access negotiation into a search 
middle layer. This middle layer will dynamically give access to search capabilities depending on a 
number of rule sets developed by the key stakeholders of learning analytics. 

The architecture described in Figure 3 is based on open and linked data being exposed by 
institutions, vendors, local authorities and other players (also individual students) with access to data 
relevant for learning analytics. These actors may have their own fully functional LA systems, but also 
having interest in getting access to richer datasets by taking part in a data exchange system based on 
open data. Therefore, they publish parts of their data as open and linked data, making sure that 
different approaches to anonymisation are followed. Anonymisation is not a panacea, and as the risk 
of re-identification is growing the more datasets are combined it is necessary to introduce some access 
control also to search of the 'open data' being exposed in this architecture. The organisations (and 
individuals) contributing data and stakeholders representing users, vendors and other parties using the 
LA system enter Usage Agreements regulating who has access to the Search Process and how this 
process is to be carried out. The Search Process Rules govern who gets access to the Ontologies that 
enable meaningful search. The Search Process also fires off post-search actions defined in the Search 
Process Rules, which aim is to enhance and maintain the legitimacy of the data sharing and search 
process. 

 



 
Figure 3. Search architecture for learning analytics based on open and linked data 

The result of the search is sent to a Learning Activities Collection that feeds the processes of 
learning analysis, communication and intervention described in Figure 2 or similar architectures. 
However, this paper does not describe how the Search process defined in this middle layer, is used by 
learners, teachers, and institutions for analytics. The model should be further specified in order to 
show how different end-users initiate search. 

The main contribution of this proposal is the design of a Usage Agreements and Post Search 
Maintenance Activities. Both constructs need to be further developed, based on these and other ideas: 

• The middle layer described in Figure 3 is dynamic, i.e., Post Search Activities will feed back to 
Usage Agreements and Search Process Rules through active stakeholder participation. 

• The end users of learning analytics, primarily students and teachers are (also) initiating search, 
and therefore taking part in the search process improvement loop.  

• Usage agreements should be built through interaction with the data subjects. 
• Learners and teachers should through Post Search Activities be able to learn more about how 

the data are shared and used so they can contribute to improved privacy and data protection. 

5. Discussion 
The aim of the proposed LA Search Architecture is to strengthen student agency and institutional 
dialogue related to data sharing for learning analytics. The architecture is built on top of existing and 
more monolithic systems, and it is up to each data store manager to expose their data as open and 
linked data, and to be part in a LA Search Agreement. The student should also be able to share from 
social media, mobile apps and other tools if found useful for learning. In preparation for exposure of 
one's data as open and linked data the data owner will have to revisit the data structure of the different 
data sets in order to select which data fields to expose, which anonymisation technology to use, and 



how to supplement the datasets with a shared ontology to enable intelligent search.  (If the data owner 
is a student using an app or a small enterprise with a new LA solution it is clear that this process is 
complicated and will need both organisational support and tools.) It is these authors hypothesis that 
this preparation for data sharing together with an emphasis on privacy and ownership of data in the 
Usage Agreements and Post Search Activities will lead to more targeted and pedagogically motivated 
data sharing, perhaps with a more local scope and limited time range. A focus on consent for use and 
clear purpose for use will counteract the tendency to keep all activity data from most systems in store 
for an indefinite period of time, just because it is possible to do so of technological and economical 
reasons. 

The idea of exposing learning activity data as open data is interesting because it will lead to a 
much needed discourse on what types of data it is advisable to share within the educational domain. 
When the access rules are separated from the data warehousing it creates a pressure on the data 
owners to select data sources with care. Furthermore, more open data on learning activities might 
boost innovation in learning analytics as more actors would be able to join the data sharing 
community. 

Usage Agreements needs to be set up through negotiations that are balanced in terms of who 
controls access to data. Even if one recognises "the centrality of student agency and privacy 
self-management" (Prinsloo & Slade, 2015) one has to leave space for the institution to follow its 
business interests and be able to use the data that is solicited to support learning and teaching. The 
only way to get the balance right is through open negotiations, accountability and transparency.  If 
one sees this as a negotiated balance it is clear that the tipping point can change over time. The 
proposed architecture allows for re-negotiations through the feedback loop and the Post Search 
Activities. 

The main purpose of LA systems is to answer questions about learning progress, to adapt the 
learning process, to support course design, and in other ways to improve education. Data management 
is a support activity, which should not by design be distractive. Therefore, the Post Search Activities, 
taking input form both the Search process and the learning analytics activities (out of scope of the 
model in Figure 3), should be designed as a non-intrusive part of the LA system. Sometimes, for 
example when privacy concerns are in the news, or when the LA interventions are surprising or 
questionable, or for other reasons, the end user should be able to ask questions about the data, which 
the analysis builds on. What data are used? How did the system capture data about my activities? 
Who has given permission to use my data? For how long are the data available for analysis? etc. Such 
questions are never asked and answered when you sign up for a system. In embedding such a process 
that ensures accountability and transparency about data sharing in the system itself, it becomes a 
quality improvement process that contributes to the sustainability of the LA system as a whole. 

6. Conclusions 
Data sharing, i.e., the release of data for use by others is a precondition for effective learning analytics. 
This paper has chosen as a premise for design of architectures for learning analytics that data sharing, 
often taken for granted by some of the high level LA system architectures, is a non-trivial issue. As the 
issues often are of a non-technical nature, this paper has focussed on interoperability challenges related 
to legal and organisational – one may even say pedagogical and political – levels in order to solicit 
conditions that could be turned into technical and semantic requirements. 

Prinsloo and Slade (2015) espouse a move from quantified to qualified selves in designing LA 
solutions. This means to give more priority to design features that promote student agency and make 
sure that numbers do not speak for themselves, but through continuous negotiations of meaning 
through interactions with both systems and their stewards. When the standards community now is 
challenged with the task of defining architectures for learning analytics it is important that they see 
the whole picture and recognise both soft and hard requirements. LA architectures are not only about 
data exchange between system components. Learning could be seen as a conversational activity 
(Laurillard, 2013), and therefore, any LA system that does not support conversations about the 
achievements of learning is missing the target. 



This paper explores an approach to LA system architecture that differs from the systems 
design being discussed till now. The proposal is based on search in open and linked data taking place 
in a middle layer between data sources (both institutional and individual) and learning analytics 
process engines. The approach is explorative and conceptual, and the proposal is far from thought 
through. The aim of this exploration is to show that being serious about issues like privacy, data 
ownership, barriers to data sharing, and student vulnerability would take the design of LA 
architectures in a different direction from what is proposed in the LA system designs that have been 
discussed till now in standardisation groups like IMS Global and ISO/IEC JTC 1/SC36. 

The next steps of this first design cycle should be to further specify the Usage Agreement 
process, the Search Rules service, and the Post Search Maintenance process (Figure 3) in order to 
solicit feedback form the main stakeholders before commencing on a new design cycle. A weak 
aspect of the proposed solution might be to apply access rules to open and linked data endpoints. This 
needs to be further researched to see if privacy requirements are met through restricting the access to 
the search ontology and through other means of anonymisation. 
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Abstract: Learning Analytics is based on data from the digital traces left by learning 
activities. In the controlled environment of  a research lab combining data from different 
sources does not pose many problems. However, when scaling up learning analytics for 
general use in schools and universities data sharing and interoperability become major 
challenges. These issues are now being addressed in standardisation settings, both 
internationally and nationally. A case study of a Norwegian standards project shows that there 
are considerable conceptual issues emerging when stakeholders representing different 
interests start working towards consensus on these issues. Based on the case study this paper 
contributes with a number of conceptual constructs and a process that will make it easier to 
reach consensus about different aspects related to access to and exchange of data from 
different sources relevant for analysis of learning and the contexts in which learning occurs. 
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1. Introduction 
 
A common definition of Learning Analytics (LA) is given by the Society for Learning Analytics 
Research (SOLAR):  "Learning analytics is the measurement, collection, analysis and reporting of 
data about learners and their contexts, for purposes of understanding and optimising learning and the 
environments in which it occurs" (LAK11, 2011). The definition presupposes that we have a clear 
idea of what kinds of data  are needed to optimise learning and its environments. When moving out of 
the research lab into the complex field of real life actors representing the vastly diverse interests we 
find in education we see that it is not only the access to data that represents a challenge; we also lack 
good concepts to describe the data we want to collect. According to the LA definition it is our 
understanding of what contributes to learning and optimal learning contexts that should frame our 
search for data. In the real world we have to do with what we have got, implying that we often start 
with the data coming out of our learning management systems and our learning assessment systems 
(Macfadyen & Dawson, 2010; Rienties, Toetenel, & Bryan, 2015; Kitto, Cross, Waters, & Lupton, 
2015). 

Data sharing can be defined as the release of data for use by others (Cooper & Hoel, 2015). In 
beginning of 2016, Standards Norway, the main standards organisation of Norway, gathered 'the 
others' around  a table and started work on a technical report on "data sources and conditions for data 
sharing for learning analytics". The work is to be based on the interest of vendors, school authorities, 
universities, publishers, and others in the Norwegian market who want to advance the use of LA 
based on a richer set of data. A provisional scope has been agreed to clarify what are the most 
important data sources in the Norwegian market; what conditions regulate access and sharing; and to 
come up with ideas of methods for sharing that will give access to data across actor groups. 

In the opening meeting of this project, in which both authors took part, it soon became clear that 
a data centric approach to data sharing was fraught with subtleties that soon could render the 
discussion impenetrable. As an example, the concept of a data source proved difficult to use. A data 
source does not tell much about what information is embedded in the data, which in turn is important 
to know in order to see if for example entailed personally identifiable information (PII) would make it 
difficult to share the data. In this meeting it was felt that there was a need for developing a new 
conceptual toolbox to make the exploration of different data sharing scenarios fruitful. 



 

This paper will explore the discourse space one enters when addressing the data sharing needs 
for the LA community. Based on this case study we will develop a set of conceptual artefacts that 
can be used in further work in this particular group and hopefully beyond. The paper is organised as 
follows: After reviewing related work, we will present a small case study of the Norwegian standards 
project on data sharing. Based on the requirements identified in the case study, we will construct 
conceptual artefacts and a process that could be used in this context. The proposals will be discussed 
and the conclusions will present ideas how this work could be developed further. 

 
 

2. Related Work 
 
Interoperability and data sharing become issues first when we go beyond LA research and start to 
explore how LA will influence the agendas for schools, universities and national policy makers. LA 
being an emergent field of research, it is as expected that till now 'interoperability' and 'data sharing' 
in the context of LA have been rather absent in the research literature. The European Union LA 
support and coordination action, LACE, on the other hand had a work package on interoperability and 
data sharing. In a deliverable on 'Data Sharing Requirements and Roadmap' Cooper and Hoel (2015) 
reported they were  struck by the extent to which the characterisation and ramifications of data 
sharing had not been worked on.  

The interpretation of data sharing is at present somewhat confused by common conceptions of 
ownership and related factors, under-developed thinking about the topic, and sometimes a failure 
to consider it. The increasing use of software hosted in “the cloud” - i.e. Software as a Service 
(SaaS) - has amplified this situation, but we have also inherited a confusion from the days when 
most software used in education was running on-site. This confusion relates to ownership and 
control, and the extent to which the educational establishment has absolute authority or acts as a 
custodian on behalf of the learner. While it is clear that there is some data which the educational 
establishment is required to keep, and some of which the learner has no right to change, there has 
generally been little attention to the details of ownership, control, and custodianship. (Cooper & 
Hoel, 2015, p. 11) 

Within a research context there is a long tradition for data handling with ethical committees and 
a systematic approach for deposit, sharing, reuse, curation and preservation of data (van den Eynden 
& Bishop, 2014). Even if some of the processes and technologies are relevant for large scale LA 
delivery, going beyond a controlled research setting will bring into play a more complex set of actors 
and systems. Till now it is mainly technical factors that are driving the need for data sharing. 
"Increasing use of Cloud Computing models of service and IT provision, where expertise or 
technology is provided by a separate organisation to the education provider, has increased the extent 
to which data is not only distributed between different IT systems, but is also distributed among legal 
entities" (Cooper & Hoel, 2015, p. 9). However, as pointed out in the report from the LACE project, 
the situation for educational institutions is more characterised by Small Data than Big Data, – "you 
can easily fit your data in a spreadsheet on your laptop computer!" (Cooper & Hoel, 2015, p. 9). 
While a spreadsheet may be inadequate for captured activity data, it remains true that for most of the 
potential applications of learning analytics in education and training practice, the useful data will be 
of a scale well below that of Big Data.  

For the practical work the Norwegian standards group sets out to do on data sharing and 
interoperability Cooper and Hoel (2015) give limited help. They observe that the variety of data that 
is relevant to learning analytics is indeed potentially very great; however, the LACE report limited the 
interest primarily to concern data about people and their activity in a learning-related situation. Other 
data sources, e.g., national and international classification schemas for subject matter of courses or 
learning resources lack many of the complications of person-related data, and they are undertaken as 
Open Data initiatives and other projects  (Cooper & Hoel, 2015, p. 7). However, as the initial meeting 
in the standards group showed, these other data sources are often the point of interest, from where the 
stakeholders start to explore LA data sharing and interoperability. Therefore, it seems to be a gap –  
not addressed by the current LA research literature – how to bridge between person-related activity 
data and the other data sources well established in the education community. 

One way of proceeding is to actually see what kinds of data are used for LA. In 2012, Chatti, 
Dyckhoff, Schroeder, and Thüs did a review of recent literature related to LA and related fields and 



 

found that centralized web-based learning systems (e.g. Intelligent Tutoring Systems (ITS), and 
Learning Management Systems (LMS)) represent the most widely used data source for LA. They 
further found that most of the current LA applications were oriented toward intelligent tutors or 
researchers/system designers; the most commonly applied objectives were adaptation and 
monitoring/analysis;  and the most frequently used LA techniques were classification and prediction 
(Chatti et al., 2012). This pattern, however, they thought would change,  

"as the focus of LA will shift toward more open, networked, personalized and lifelong learning 
environments. LA further requires key stakeholders to address a number of challenges, including 
questions about handling increasing data volume, heterogeneity, fragmentation, system 
interoperability, integration, performance, scalability, extensibility, real-time operation, reliability, 
usability, finding meaningful indicators/metrics and appropriate information visualization, 
supporting mixed-method approaches (quantitative and qualitative), data privacy, stewardship, 
ethics, and integration of LA into everyday practice. These challenges will need to be addressed as 
the understanding of the technical and pedagogical issues surrounding LA evolves" (Chatti et al., 
2012). 

Not surprisingly, what the study of Chatti et al. (2012) shows is that educational practitioners 
start with the data they have. In universities one have LMS and some experimentation with ITS. This, 
however, does not give the full picture of what LA promises to deliver. Only for Social Learning 
Analytics, what Ferguson and Buckingham Shum (2012) propose as a subset of LA, five distinct 
approaches are identified: network analytics, discourse analytics, content analytics, dispositions 
analytics and context analytics. Each of these approaches has its own justification and typical set of 
data. When we are looking for data interoperability and the possibility to share and merge data sets in 
a future perspective, we need to look at the different types of LA approaches and see what data 
sources they build on.  

 
2.1 Focus of this study 
 
The review of related work has established a research gap related to the conceptualisation of data 
sharing for LA. The perspective in this paper is pragmatic, in the sense we want to facilitate the 
process of coming up with consensus of data sharing and interoperability for LA within a national 
context. We see that there is a need for a more concrete discussion of the aims for data sharing than 
outlined in the LACE report discussed above. Cooper and Hoel (2015) pointed towards "more useful 
analysis through combination of data from different sources", "sufficient scale of data to determine 
relevance and quality of ed[ucational] resources", "critical mass of data for learning science research,  
reproducibility and transparency in LA research", "cross-institutional strategy comparison", "research 
on the effect of education policy", "social learning informal settings", and "learner data as a teaching 
and learning resource" as aims for learning analytics data sharing (p. 8). None of these rationales 
would advance the discussion around the table in the standardisation group under study.  

After a short case study into the dynamics of the group, the authors of this paper will design a 
first draft of a discourse toolbox, which will be tested in the coming meetings in the group. This 
research is positioned in the first Relevance Cycle of the three research cycles of Design Science 
(Hevner, 2004; 2007), addressing requirements and field testing. The purpose is to come up with 
candidate concepts that describe the problems and opportunities in the application domain from a 
people, organisational systems, and technical systems perspective. 

 
 

3. Case study of the initial phase of a consensus process 
 
The kickoff of the standard project on data sharing May 2016 was preceded with an invitation to think 
about the issues from a bird's eye view and to contribute use cases led by four simple questions: Who 
does you represent? What data sources do you use? What data sources would you like to get? Do you 
have comments on conditions for sharing? Both activities were carried out as a collaborative writing 
effort using Google Docs. 

From a work group facilitator's point of view, the preparatory work was a disappointment. The 
high level reflection on data sharing for LA opened up a Pandora's box of everything related to data in 
education. One contributions argued why open data is important and therefore supported by 



 

government policies. Another reported ongoing work to create a data architecture for higher education 
in Norway mapping the activities of all service providers in the sector. Just a quick look at the draft 
document would prove that this attempt to get a high level grasp of challenges would lead nowhere. 

Four stakeholders contributed to the first round of use cases: a big vendor, a local school 
authority, a school agency, and a publisher. Even with the same set of questions and access to each 
others' contributions the answers vary a lot in scope. We have a list of services and data providers, 
with a number of concerns and issues related to technical architecture, ownership, sharing culture, 
what type of data are collected, etc.  

The school authority gave an overview of their central databases on curricula and learning goals 
and  official statistics from national authorities. They were also pointing out that they had access to 
student information data on users, LMS data and user-generated data from a number of applications 
for digital learning resources. What they wanted to get hold of were roster data, competency 
information related to learning activities, and local learning goals related to the curriculum. 

The school agency was concerned with the availability of the vast datasets managed by The 
Norwegian Directorate for Education and Training and the Norwegian Centre for Research Data. The 
data are essential for assessing the quality of education in Norway; however, the datasets are not 
easily accessible, and provided examples of exchange with these data authorities prove that 
substantial negotiations are necessary to make these datasets an active open source for learning 
analytics. 

The publisher presented their solution for ebooks, explaining that they stored detailed 
information on usage patterns of each learning resource (e.g., right and wrong answers to quizzes, did 
the user check for right answer, how does the learning resource relate to curriculum, etc.).  

The kickoff meeting, gathering 22 experts representing all the relevant stakeholders for this 
work in Norway discussed rationale, scope, output of work and agreed on working procedures before 
embarking upon technical work. As expected, the initial discussion was dominated by framing 
activities, positioning the actors (Hoel & Pawlowski, 2012), making sense of the scope of work (Hoel 
& Mason, 2012), and exploring the stakeholder interests (Hoel & Hollins, 2011). The appointed 
technical lead tried to drive discussion towards getting a grasp of what data the stakeholders were 
interested in exchanging, but struggled to get beyond principled views of open access and sweeping 
reference to categories of data and the data sources mentioned in the shared document.  

Much as the facilitator repeatedly referred to use cases as a useful instrument to map concrete 
and relevant stakeholder interests the discussion never came to the point where for example a 
publisher would declare: We have these data, which makes this application work today; however, if 
we get those data form that source we could make a much better learning resource. Participant 
observation of the discussion made it visible that the group lacked a common conceptual 
understanding of data sharing and LA. To discuss use cases did not make any sense for the group. 
Along the LA spectrum from person-related, activity-focussed analytics to more traditional academic 
analytics (Baepler  & Murdoch, 2010) different concepts of data come into play. The group lacked the 
necessary conceptual common base to engage in a solution oriented discourse. 

To create a common ground one needs to reach out – to find a new position. However, the 
discourse in this start-up meeting also highlighted another prerequisite for moving towards consensus: 
willingness to be explicit about one's own position and interests. Conceptual tools are not enough; one 
also need motivation. 

Two comments were noticed as pointing towards a common ground on which to build 
consensus about ways forward. The representative for the data protection authorities said the legal 
boundaries were not that difficult to map providing one was able to identify what information to be 
exchanged. It was not enough to just to focus on sources of data without knowing what information 
was represented. The other comment was from a publisher who said: We have only been discussing 
what data we would want to have. As a publisher we have data to give, or sell, but we don't know how 
this could be done. 

 
3.1 Requirements for design 
 
This short case study of the setting up of a standards project highlights the need for conceptual 
clarification and the design of a process that will deliver consensus on principles that will level the 



 

playing field for the Norwegian LA actors. Also the case study demonstrates the need to bridge the 
gap identified in the review of related work (Section 2) between person-related activity data and other 
types of education data. 

In the initial phase of the project a survey of available data sources is foreseen. The challenge, 
however, is to ensure that this survey identifies the relevant data sources that will be part of actual 
negotiations between actors in the market who want to extend their existing data sets or make more 
data available for analysis. In doing so, we need a description of the data attributes that are stumbling 
blocks for exchange. 

It is also clear from this case study that the objective of LA needs to be made explicit in order to 
focus the search for fitting data. LA is still an ill-defined field of interest. The different stakeholders 
focus on different data types, e.g., along the range from person-related data to aggregated high-level 
data on different groups' learning results. If a stakeholder's aim with the LA is not stated, it may be 
easy to define a data source out of scope because it does not fit a dominant stakeholder interest. 

 
 

4. Design of conceptual artefacts and process 
 
The aim of this design is to better facilitate a standards development process. The process is set up to 
arrive at a common and negotiated understanding of what data should be shared in the Norwegian 
market, giving the different stakeholders increased opportunities to develop LA services for all sectors 
of education by also pointing towards how it could be achieved. 

 Therefore, the developed artefacts are designed to make the stakeholders sitting around the 
table willing and able to share enough information so that they can work out what data in the 
Norwegian educational market could be made available for exchange between actors, on what 
conditions. Standardisation is a consensus process, and the intended output, a technical report (ISO 
5966:1982), should pave the road for practical progress within the community in question. The test of 
success is whether new data sources are released for use by others as a result of the consensus 
documented in the technical report. 

  
4.1 Concepts 
 
The conceptual artefacts we propose are designed to answer specific questions.  
 
I) How to declare specific stakeholder's interest in data sharing? 
Stakeholder's position is often given by business interests. Many actors are reluctant to discuss their 
business models, and therefore, in standardisation settings we often see specific business interests 
hidden behind more general high-level market concerns. One way of making it easier to discuss 
business drivers for data sharing is to ask stakeholders to position themselves in the LA landscape. 
The following instruments are proposed: 
 
1. How do you characterise your interest in LA (referring to the definition of LA given by SOLAR) –
 are you mainly working to improve learning or the contexts, in which learning occurs? 
 

If you do not want to choose one or the other, think of one or more typical scenario(s) where 
you are 1) working directly on providing feedback to the learner, or 2) working on   different learning 
contexts (learning resources, learning design, learning tools provision, physical infrastructure, etc) 
where the learner is more indirectly influenced. 
 
2. In case of alternative 1 learning,  Figure 1 gives a simple model of the LA cycle, focussing on data 
and metrics informing learner interventions.  
 
 



 

 
Figure 1. The Learning Analytics Cycle (Clow, 2012) 

 
Starting with metrics or analytics, what insight are you looking for in the specific LA use case 

or scenario? Think of the visualisations, dashboards, or lists coming out of the analytics and note 
potential insights into learning behaviour, navigation through learning resources, students 'at risk', 
assessment results, motivation, etc.  

Given you have a pretty good idea of your metrics – what you are looking for – a) what data are 
you using or envisioning use of now; and b) what data would strengthen your analytics if you would 
be able to collect them? 

List data sources of a) and b) in a table and add a column of Ownership/Control. Some of the 
data, you, e.g., as a vendor or institution, will be in control of. Other data sources have to be released 
from an external legal body. Categorise your data sources; sort the list; add a third column Sharing 
Issues, and identify issues that could contribute to or block your sharing (of the data you control 
yourself) or your access (to external data). 

3. In the case of alternative 2 contexts, Figure 2 gives a template model of learning and its contexts. 
Revise the model to suit your LA scenario(s): What context do you want to improve? 

 
Figure 2. Learning Contexts (template model) 

There are a number of data schemas describing learning contexts. E.g., there are metadata standards 
for describing learning resources and competency structures. Often these standards overlap or 
interchange, e.g., a learning resource is targeting a specific learning objective.  

First, list all data schemas relevant to your chosen learning context. In particular, look for 
connection points. E.g., in a description of a textbook there is information about class level, which 



 

hooks up to a specification of class structure in schools, which in turn is related to descriptions of 
curricula for each level, which are broken down in specific learning objectives, and so on. 

Second, when you have an idea of which data schemas that are relevant for describing your 
learning context, create a table with the 2nd column stating who populates the data schemas. Some of 
the data will be produced in your organization; some will be external. And some of the external data 
will be more static, e.g., the Norwegian Directorate for Education and Training has a curriculum 
service that is available for queries via a defined API. 

Third, add a column to your table registering sources of dynamic information about the learning 
context, information, which you find crucial for establishing the quality of the context. Look at the 
interchange points (described as 'hooks' above) for clues; e.g., a data stream that relates activity data 
coming from a tools log to learning objectives; to a physical installation or artefact; or to a assessment 
register could provide information that are useful to understand how the learning context performs in 
supporting learning. In carrying out this third step, you will be challenged to come up with hypothesis 
about the improvement potentials of the learning context in question. 

Fourth, add another column to your table for your ideas on who are the data controllers for the 
dynamic information you have identified as crucial for your project. Reflect also on the issues that 
could contribute to or block sharing and access to this data. 
 
II ) What are the barriers for access to and sharing of crucial data identified using instrument 
I? 
Use the information gathered in the previous step to list barriers for access to and sharing of the data 
you find important. Each barrier should be evaluated in terms of how it is related to PII issues. Is it 
necessary to gather information on persons, e.g., because you would like to merge datasets? Or could 
you do with sets of aggregated data? 

Barriers could be described at different levels, e.g., technical, semantic, organisational, political 
or legal. Use this classification as a scaffold in creating your list of barriers. 
 
III) What are the enablers for access to and sharing of crucial data identified using instrument I 
and II? 
Based on the information gathered in the previous steps, what are your ideas for solutions? The task at 
hand is to make different actors interoperate, directly or indirectly in order to improve learning and its 
contexts. The solutions are found at different levels, the same as for the barriers (e.g., technical, 
semantic, organisational, political or legal). This classification could also be used to scaffold the 
brainstorming of enablers. However, it is also useful to think about the broader stakeholder picture for 
this endeavour. In most societies education is shared responsibility, with actors that take on different 
tasks. For example, national authorities may be challenged to build 'trust architectures' that could 
make it easier for actors A and B to share data.  
 
4.1 Process 
 
In preparing the standards work described in the case study (Section 3), a simplified use case 
approach was chosen. A use case driven approach has the advantage that it helps to cope with the 
complexity of the requirement analysis process; however, the disadvantage is the lack of synthesis 
(Regnell, Kimler, & Wesslén, 1995). The standardisation group needs to manage the complexity of 
different data, diverging data description schemas, data governance, etc.; and synthesis is not that 
important in the beginning of a standardisation process. What makes us put less emphasis on 
gathering use cases in the initial stage of this work is the issue of motivation. There is a need to make 
sure that different stakeholders want to extend their perspective beyond current business models and 
are willing to expose their future visioning to other stakeholders. 

We have identified the challenge of sticking to and developing one's own stakeholder 
perspective, and the challenge to go to the core of learning analytics (the improvement of learning and 
its contexts) as the main obstacles for a successful consensus process and output. Therefore, in 
designing the process (Figure 3) we have made sure these challenges are addressed. 
 The process model describes a spiral process, starting with mapping stakeholder interests. For 
the initial round, the model proposes to form two separate subgroups for mapping of stakeholder 
interest, one with more focus on adaptive learning (vendors, developers, and publishers), and one with 



 

a more academic analytics perspective (school agencies, local authorities and universities). For the 
second round we suggest that the whole group meets together to compare notes and maintain 
perspectives and interests throughout the range of LA practices. 

 
Figure 3. Draft process model of standardisation work related data sharing for LA 

The discourse is captured in a shared table, and the joint group proceeds to map barriers and 
enablers (instrument II and III above). The last subprocess before going back to checking stakeholder 
interests and the potential for new data sources is the first brainstorming of data sharing solutions. 
Also for solutions it is suggested that the discussion should be structured according to the different 
interoperability levels used in the previous discussions. 

5. Discussion 

Cargill (2011) described standardisation as a poorly understood discipline in practice. "While there 
are excellent studies of standardization as an economic phenomenon, or as technical a phenomenon, 
or as a policy initiative, most of these are ex post facto and written from a dispassionate academic 
view. They are of little help to practitioners who actually are using and creating standards" (Cargill, 
2011). 

This study is written with the persons actually creating the standard in mind, "working in an 
area of imperfect knowledge, high economic incentives, changing relationships, and often, short-
-range planning (Cargill, 2011). At the start of the process much energy is used to get the right 
stakeholders on board, and agreeing upon rationale and scope. It is the authors' experience from many 
years of participation in national standardisation that it is unexpectedly hard to move beyond the 
initial phase of general knowledge sharing into actual technical work based on real stakeholder 
positions. Often the subject field is complex, and there are lots of technologies in the market waiting 
to be explored and better understood. With a heterogeneous group of participants it is easy to get 
stuck in seminar style meetings, where it is undemanding to agree upon trends, but arduous to create 
consensus on new technical specifications. In the case of this LA technical report it also seems to be 
an issue that this new field of interest needs to be justified vis-à-vis top management, new customers, 
and others.  

Scoping is key to a successful standardisation process (Hoel & Mason, 2012). If arguing why a 
technology is useful is included in the scope, the scope is clearly to wide. The process should be more 
focussed on questions of what and how. Nevertheless, there is a need to know why, at least to keep the 
participants motivated to move beyond mere knowledge sharing. Therefore, in the process designed in 
this paper we have defined questions of metrics and analytical outcome to precede the questions of 
what data could be collected. It is crucial that we are able to base the work on actual needs for 
analytics originating from each actors' core business. 

The scope of the project in our case study includes also conditions and solutions for data 
sharing. In the process we have designed the discussion of solutions to come as a brainstorming 



 

exercise at the end of the process cycle. At the initial stage of this specification work we would like to 
downplay the role of sharing solutions and conditions till we have a good grasp of what data sources 
are available. We see in the discussion that some data sources are described as not available simply 
because there are no solutions developed that would make sharing possible. In such cases it is useful 
to have a short brainstorming about solutions in order to put the source on a roadmap for data sharing. 
We also see that some data sources are taken for granted, while it would be easy to come up with 
scenarios that would scatter that impression (e.g.,  related to re-identification of anonymised data). A 
brainstorming of solutions would also help in this discussion. The main purpose of the process 
described in Figure 3 is to identify data sources and start the next phase of mapping sharing 
conditions and requirements for sharing solutions.  

For barriers, enablers and solutions we propose to use the interoperability levels from the 
European interoperability framework (IDABC, 2004) as a scaffold for the discussion. The framework 
reminds us that interoperability is not only a technical question; it is also about agreeing upon using 
the same concepts, harmonising business cultures, agreeing upon common policies, and developing 
rules of law in order to level the playing ground for a well functioning market. 

 
 

6. Conclusions and further work 
 
This study has designed conceptual artefacts and a process to support the initial discourse of a 
standardisation group organised to draft a technical report on data sharing and interoperability for 
learning analytics. The case study informing the design is set in a Norwegian context; however, both 
the challenges addressed and the contributions of this research are international in scope. It is one of 
the paradoxes when big data comes to school that without work on data models and interoperability 
there are only small data available for learning analytics, "the data [will] remain isolated in self-
referencing islands" (Cope & Kalantzis, 2016). 

As the field of LA is maturing we will move from big data to meaningful data, where the LA 
community becomes "more focused on broad research from many data sources and targeting many 
nuanced questions about what it can deliver" (Merceron, Blikstein, & Siemens, 2015). The challenge 
for a local market with a mixed stakeholder group, ranging from advanced tool developers looking for 
an international market for their cutting edge technologies to school authorities wanting to evidence-
base  their assessment policies, is to agree on what questions to ask. Knowing that it is the questions 
that lead to fruitful data sources, we need to design a consensus process that pick the low-hanging 
fruits without losing sight of the big promises of learning analytics. 

The developed conceptual artefacts and the process will be tested in the Norwegian 
standardisation project. Already now we see the need for further development, and we will point to 
two obvious cases: one related to our understanding of data that are difficult to share, and one related 
to the use of existing technical infrastructure in Norway. 

A data source (or we might use the more precise term data catalogue) contains a number of 
datasets. Not all of these datasets are problematic in terms of data sharing. But some are, and how do 
we pinpoint these aspects so that we can start to design solutions for easier access? It is clear to us that 
a group of these problematic aspects relates to personally identifiable information (PII). However, we 
would suggest there is a need for a LA specific conceptual model of this phenomenon. We cannot see 
that this model exists, and we think such a model would have helped the current work on data sharing 
and interoperability for LA. 

Looking ahead to solutions that could support data sharing, we see that Norway have a good 
technical infrastructure for education that could be used. We have a identity management system now 
being expanded to include a API gateway1 connecting data sources and end-user applications. This 
infrastructure could be used to solve privacy and data protection issues allowing market actors to 
exchange data without compromising PII (Hoel & Chen, In press; 2016; 2015). 
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Standards-making is a design practice that relies on input from research and end-users, involving 
experts that represent diverse stakeholders spread all over the globe. However, the standards-setting 
culture and formal rules are sometimes at odds with the culture and practice of research. Based on 
previous research identifying the lack of openness and transparency, and a suboptimal interaction 
with academic research as issues that could explain a lack of success in a European setting, this article 
studies how an ongoing international standards project on privacy and data protection policies for 
learning analytics has interacted with an international academic research community. The results of 
this study show that establishing feedback loops between standardisation, research, and development is 
essential in order to produce results. However, the study also shows that in individual projects, internal 
processes and culture in the standard setting group could be of crucial importance for the outcome.

Standards’ key role in encouraging innovation, improving markets and creating competitive 
opportunities are strong selling points when explaining the benefits of interfacing with standard bodies 
(Copras, 2007a, Blind, 2013). In Europe, the launch of the new version of the European Interoperability 
Framework (EC, 2017c) has connected standards work even stronger to laudable activities like 
designing and delivering “seamless European public services”, “promoting interoperability”, and 
contributing to the “establishment of the Digital Single Market” (EC, 2017d). With the importance 
assigned to standards one would expect that a lot of resources and manpower were allocated to 
standards-making. This is not always the case. Many potential standards experts experience barriers 
to participation, e.g., lack of time, travel budgets, and other resources (Blind, 2006); lack of support 
from their employers (Blind, 2013), distrust in the process (Hoel, 2014a, 2014b), etc. Lack of 
participation, however, is only part of the problem, as we do not fully know what contributes to the 
quality of a standard (Hollins & Hoel, 2010; Sherif, Jakobs, & Egyedi, 2007), and how standards are 
related to innovation (Blind, 2013).



This paper focuses on a particular challenge of the standards-setting process, namely how 
interaction between the research and the standardisation communities could be facilitated 
in order to solicit necessary requirements and ideas for design. This challenge is not new. 
In 2004 - 2007 the European Commission funded the COPRAS (Co-Operation Platform for 
Research and Standards) project with the objective to improve the interface between research 
and standards. The project, run by the major standardisation organisations in Europe (CEN, 
CENELEC, ETSI, W3C, and The Open Group) found that research projects do not start thinking 
about standardisation until they are in the final stages of their activities, and then they discover 
they do not have sufficient resources and time to pass their output through standardisation. On 
the other side, it was found that the standards bodies do not have mechanisms for addressing 
the output of research projects (Brusse, 2005). One of the outputs of the COPRAS project 
was suggestions for guidelines how Information Society Technology (IST) research project 
should interface with ICT standards organisations, explaining the benefits of standards and 
standardisation (Copras, 2007a).

The COPRAS research had an organisational perspective, exploring how research and 
standardisation could work better together through identifying possibilities for cooperation. This 
paper, on the other side, is written from the perspective of a standards group, with the focus 
on processes for enhancing quality of the standardisation work by seeking contributions from 
research and searching for means to make them an active part of design in standard-setting in 
particular domain. This study adds to the body of knowledge on the interface between research 
and standardisation in other domains, e.g., see Blind and Gauch’s study (2009) of technology 
transfer in nanotechnology.

Let us first briefly introduce the standards project used as a case in this study before we explain the 
methods used to explore where new understanding of interaction between research and standardisation 
is needed in this domain. The project is under the auspices of the sub-committee 36 of the Joint 
Technical Committee 1 of ISO/IEC (SC36), which in Working Group 8 is developing standards for 
learning analytics interoperability (LAI). Learning analytics (LA) is a new domain of applications 
and practices driven by the easy access to data provided by mobile devices and an increasing number 
of sensors. The aim is to achieve actionable insights from data derived from the full spectrum of 
learning and teaching activities. By sourcing analytics with data from both within and outside of 
formal institutional settings, LA has the potential to boost system integration in learning, education 
and training (LET), bringing both institutions and vendors together. LAI standards are needed to make 
sure that data can be integrated from different sources and used in a consistent, safe and purposeful 
way by different systems and stakeholders.

LA is an emerging field with few solutions in full-scale production. LA is part of a dynamic 
development of Big Data and so-called smart learning environments. Hoel & Mason (forthcoming) 
have observed that the more these environments use educational big data and technologies that could 
be classified as smart, the less is to be found in terms of relevant standards or even conceptualisations 
of standardisation challenges. This gives an incitement to study the relationship between research 
and standardisation in this field; and it gives standards experts a need to interface extensively with 
research to gather requirements for their standards work that is inherently anticipatory of nature 
(Umapathy, Purao, & Bagby, 2011).

The guiding questions for this study are derived from participant concern of being able to develop 
a standard that not only represents the consensus of the national bodies taking part in the project, but 
also represents state-of-the-art in research:

• How can a high quality and research-based draft specification be developed within the current 
formal and informal rules of an ISO standards group?

• What are the areas of concern that need further research in order to come up with suggestions 
for improvement of the standardisation process in the LET domain?



The paper is organised as follows: First, in section 2, we will establish a backdrop on which 
the embedded case study (Yin, 2009) in section 4 will be projected. The backdrop will establish the 
context and challenges for the domain, raising questions related to how to optimise the standards 
development process by interfacing with academic research and the users of standards. In section 
3 a model of standards-setting is described. The model is used in the foreground study in section 4 
to show how challenges are met in a particular project. In section 5 this projected case is analysed 
from the perspective of the highly structured and formalised process defined in the ISO directives, 
triangulating the data included in the foreground and background studies (Yin, 2009, p. 116). In section 
6 research gaps are identified, and section 7 summarises the study and outlines ideas for further work.

In this study, standardisation is unpacked through analysing data made available through one 
of the authors’ yearlong participation in European and international standards groups and other 
open data sources. The particular set of events chosen for this study falls under what Stake (2008) 
describes as an instrumental case study designed mainly to provide insight into an issue: “The case 
is of secondary interest, it plays a supportive role, and it facilitates our understanding of something 
else” (Stake, 2008, p.123). This something else is the aim to identify knowledge gaps and challenges 
that need to be addressed to allow high quality development of anticipatory standards. The case is 
from standardisation in the domain of learning technologies; however, the results of this study will 
also have implications for other domains. The case study approach allows us to deal with a full variety 
of evidence - documents, artefacts (e.g., specifications), interviews, and observations - beyond what 
might be available in a conventional historical study (Yin, 2009). Table 1 gives an overview of units 
of analysis, focus and data used in this study.

ICT for LET (ITLET) is an emerging field of technology, and we have seen a proliferation of standards 
and specifications addressing different needs (Hoel, Hollins, & Pawlowski, 2010). The inherent need 
for stable standards is difficult to reconcile with the aim to develop state-of-the-art standards, and to 
combine standardisation with innovation. Standards’ dynamics (Egyedi & Sherif, 2008), especially 
in the field of anticipatory standardisation, imply that specifications and technologies co-evolve, 
something that requires a well-coordinated interaction between the standards community and the 
R&D community.

Blind and Gauch (2009) used a simple technology transfer model to study transfer of relevant 
codified and tacit scientific and technological knowledge in the field of nanotechnologies. They 
also analysed how different types of standards, i.e., semantic, measurement and testing, interface, 
and compatibility standards, played specific roles in the various phases of the research and 
innovation process. Jakobs (2009, 2000) has focussed more closely on the work of standards 
groups, exploring how different stakeholder agendas, and individual factors like external forces, 

Unit of analysis Focus Data

LET domain Characteristics of domain Documents, Research literature, Participant 
observations

Standards group Background & cultural composition, 
Standardisation process Documents, Participant observations

Editorial group
Group dynamics related to production of 
draft specification, Standardisation domain 
knowledge

Documents, Participant observations



individual major stakeholders’ preferences, and the context within which working groups works 
impact on the final standards.

In this study, however, we will point to another factor, differences in organisational cultures, 
that has not been fully addressed in the previous studies on the interface between research and 
standardisation. We have found that for the domain we are studying, the ways the two communities 
organise their work are different, and that to a degree that potentially leads to conflicts. In this section, 
we will give examples of tensions that impact standards development. We will describe the tensions 
at group level (ITLET researchers taking part in standardisation), and from a system level (European 
ITLET standardisation).

The majority of the experts engaged in ITLET standardisation have some kind of relationship to 
education and academic research. The academic research community is used to confidentiality and 
strict governance of IPR. General design ideas and opinions, however, are shared openly among 
researchers who know that openness fosters innovation (Bolin, 2003). In the requirement phase of 
standards development one does not expect to find confidential or business sensitive information 
and researchers therefore expect an open process with free sharing of documents. When the same 
researchers meet in the role of standards experts they may experience a different culture, where the 
norm is secrecy and uncertainty whether non-controversial information may be shared (Hoel, 2014b).

How the directives of the standards organisation influences work will be discussed in section 5. 
Here we note that Hoel (2014a) concluded that the document-for-profit model of formal standards 
bodies drives a wedge between the standards community and the research community. When the 
sustainability of the standardisation system rests on sale of documents open distribution of drafts for 
input and comments becomes a threat to the standards organisation. In the case of European ITLET 
standardisation, this position has had detrimental effects on the practice as a whole.

Each year the European Union publishes a Rolling Plan for ICT Standardisation, viewed as “a unique 
bridge between EU policies and standardisation” (EC, 2017a). This plan is followed up with a work 
programme for European standardisation (EC, 2017b). The plan sets out e-skills and e-learning as one 
of the societal challenges on par with e-health and active and healthy ageing, web accessibility and 
accessibility, emergency communication and ecall, and egovernment (EC, 2017a, p. 6). Compared 
with the proposed actions in the other fields, however, the challenge of e-skills and e-learning is 
modestly specified with only one target within e-skills: “to develop standards for a comprehensive 
European framework for the ICT profession”. Knowing that this work has been going on for years 
in European standardisation, and noting that the EU Rolling plan is aware of the needs for standards 
development in e-learning, this low level of activity is striking. The reason is hinted to in the rolling 
plan’s overview of ongoing European and international standards development: “CEN/TC 353 
Information and Communication Technologies for learning, education and training. It has been 
dormant for a while” (EC, 2017b, p. 64, authors’ italic).

Why European information technology for LET (ITLET) standardisation in this domain is sleeping 
(as the EC puts it) despite extensive and documented needs for new standards has been researched 
for years by one of the authors of this paper (Hoel, 2014a, 2014b). In 2015, European Committee 
for Standardization (CEN) Technical Committee 353 was put on hold due to lack of new projects. 
In principle, TC 353 could be brought to life at any time if new projects should emerge. However, 
this does not seem to happen, and the reason for this is a situation where no ITLET anticipatory 
standardisation work is taking place. In 2014 the Workshop on Learning Technologies was disbanded 
by CEN Technical Board after years of conflict about working process and procedures with the 
workshop’s own experts. The outputs of the Workshop were the basis for standards development in 
the CEN TC 353.



Between the lines, EC policy documents seem to realise that there is a discrepancy between 
needs and ongoing projects within ITLET standardisation. Analysis of the history of CEN activities 
in this field points to factors that could explain the predicament. Disagreements between the LET 
research community and the standards community about how design activities should be carried out 
may be one factor. The question is whether the work should be done in an open way according to 
academic norms, or in a closed way according to a strict interpretation of standardisation directives. 
Another factor is the relationship between anticipatory standardisation (as done in the CEN Workshop) 
and de jure standardisation (as done in the TC). In an emergent field as ITLET it seems that more 
lightweight consensus documents typically developed in a workshop setting is a precondition for 
more formal standards work to initiated in a technical committee. This could be explained with the 
different nature of participation in a workshop and TC. In a workshop, you will find experts with 
an identity as researchers representing themselves and the field of interest they identify with. In a 
TC, on the other hand, you will find mainly standardisation bureaucrats representing the national 
standardisation bodies. In the case of TC 353 it has been proven that for work to progress there is a 
need for preparatory work in a workshop setting, unless one builds on mature documents developed 
by a national body or other standards groups.

Openness and transparency are identified as important factors in the above cases. What does this mean 
for organising new projects, e.g., in the field of LAI, which we will focus on in our foreground case 
study in the next section of this paper? Clearly openness and transparency highlights the exchange 
between stakeholders playing different roles in standards-setting and use of the outputs, i.e., (1) 
the research community, (2) the standards practitioners, and (3) the users of standards. Low output 
and even low technical quality (Hoel & Mason, 2011) could be attributed to insufficient input from 
research and development, and insufficient testing and feedback from the implementers of standards. 
How could this process be improved?

Standardisation is a design practice. Methods and organisation of work should reflect the task at 
hand, and therefore it would be worthwhile to look at design science research methodology to learn 
more about how to design processes for knowledgeable outputs. We will conclude this background 
study with construction of a framework for standards-setting based on Design Science Research (DSR) 
methodology. The framework will be used to analyse the foreground case presented in this paper.

According to Gregor and Hevner (2013, p. 345) DSR activities are positioned in one of four 
quadrants in the cross-section of application domain maturity and solution maturity (Figure 1).

The definition of LA1 most used in the field today was given in 2010 in a call for papers to the 
first learning analytics and knowledge (LAK) conference (Long & Siemens, 2011). The field of LA is 
quite immature, both in terms of conceptual understanding and access to applications. Therefore, the 
solution maturity is low, which positions the design activities as invention of new solutions for new 
problems, contributing to knowledge creation and exploration of research opportunities. While DSR 
contributes to both descriptive and prescriptive knowledge creation (Gregor & Hevner, 2013, p. 344), 
the main objective of standardisation will always be to harness prescriptive knowledge. Action Design 
Research, a near-standing field to DSR, is defined by Sein, Henfridsson, Purao, Rossi, and Lindgren 
(2011, p 40) as “a research method for generating prescriptive design knowledge through building 
and evaluating ensemble IT artifacts in an organizational setting”. Figure 2 is an adaptation of Sein 
et al.’s generic schema for IT-dominant Building of the IT artefact, Intervention in the organisation, 
and Evaluation (BIE) (ibid., p. 42).

In this section we have analysed the LET standardisation practice with regard to interaction 
between standards practitioners, academic researchers, and users of standards. The model in Figure 
2 assumes that a project initiated in a standards group actively seeks input from research, tests the 



developed draft concepts and design ideas with the implementers community through several iterations, 
before finally agreeing to go for a final design, e.g., setting a standard.

The output of the BIE process is a contribution to the knowledge base. In Figure 2 we have 
included the output from the background research, i.e., the importance of academic input, openness 
and transparency, and open standards for testing and implementation in the adoption community. 
These contributions, we would claim, are supported by general policy recommendations in the newly 
published revision of the European Interoperability Framework (EC, 2017c). (This is further elaborated 
in the Discussion section of this paper.)

Superimposing the DSR process model on standardisation as done in the model in Figure 2 gives 
us a new lens to analyse anticipatory standards projects, as the one to be presented in the next section. 
However, if this model were to be proposed as a new and ideal model for standards-setting it would 
raise a number of questions related to how standardisation is justified and how participation in the 



process i regulated. The scope of this research is merely to explore how standards-setting in a particular 
domain can take place when the field of knowledge is emergent and the knowledge development is 
in the Invention quadrant of knowledge contribution model described in Figure 1.

In the following case study, we present the SC36 project “20748-4” with the title “Information 
technology – Learning, education, and training – Part 4: Privacy and data protection policies”. 
Formally, this project developing a technical specification was established end of 2017. However, the 
project has been prepared in SC36 WG8 for more than one year as a natural offshoot of a multipart 
standard project on LAI. Though several meetings editors had prepared a lengthy draft that was 
submitted as a base document for the new work item proposal.

The following is a participatory observation account of how the lead editor of 20748-4 has 
experienced preparing the first draft of this part of the multipart standard.

The project on privacy and data protection policies originates from the reference model of LAI (ISO/
IEC TR 20748-1, 2016). The model identifies six main processes of LA, i.e., selection of learning 
activity, data collection, storing and processing of data, analysis, visualisation, and feedback actions. 
In developing this model, it became clear that each and every process had issues related to privacy 
and data protection. Participants in the Part 1 project (20748-1) had struggled to make sure these 
issues were represented in the model, as privacy had not yet surfaced as an important issue related 
to LA in some constituencies, and in some standards-setting consortia privacy was beyond the scope 
of LA systems (Hoel & Chen, 2016). By identifying privacy and data protection policies as a cross-
cutting concern affecting all LA processes a consensus formed in WG8 on the need for a separate 
part on privacy for LA.

When the drafting work of the new part started in 2015 it became clear that one was specifying a 
moving target. In Europe, the EU General Data Protection Regulation was passed 14 April 2016 after 
more than four years of negotiations, to become active 25 May 2018 (European Commission, 2016). 
Also, in Asia, privacy was discussed. Japan’s update of their privacy laws took effect in mid-2017 
(Lovells, 2017). An analysis of the privacy frameworks of OECD, APEC, and EU showed that there 
was a lot of common ground in how privacy was conceptualised (Hoel, Griffiths, & Chen, 2017). 
However, privacy is also a contextual concept; when putting a data collection scenario to the test 
of contextual integrity2 (Nissenbaum, 2014) the responses of Korean stakeholders and Norwegian 
stakeholders may differ considerably. The former may value the benefits for the group and go along 
with collection as long as there is no breach of confidentiality; while the latter may value the active 
consent of the individual and block collection until an affirmative action is registered. The new standard 
has an international reach, which means an ambition to reconcile very different expectations. In WG8 
some participants expect an implementable specification that ensures privacy and data protection 
through technical means. Others may think such a solution would narrow the scope too much and 
expect a specification that also addresses the organisational and political levels of interoperability (EC, 
2017c). While requirements for the one or the other solution are gathered LAI practices are formed and 
reflected upon in research. As an example, in supporting LA implementations UK Jisc has limited the 
scope of consent as a justification for data collection based on research by Cormack (2016a, 2016b). 
Jisc now stresses “a more dynamic idea of consent: consent as an organic, ongoing and actively 
managed choice, and not simply a one-off compliance box to tick and file away” (Cormack, 2017).

In summary, the setting up of a new project proved that the task was both complex and 
dynamic. Just keeping up to date with the new development in the field would be a challenge 
in a standardisation setting.



International standardisation is done according to directives regulating how to establish projects, 
develop drafts, building consensus, etc. Formal standardisation on national, regional and international 
level tend to follow similar rules as found in the ISO directives (ISO/IEC, 2016). Technical work is 
done in technical committees or working groups. Quality assurance and publishing is done by the 
standard body’s management organisation, which is represented in the standards group by a secretary 
that makes sure the document centric process is followed by carefully archiving written records of 
progression of work.

Technical work should be done be according to the directives, both in spirit and letter; however, 
sometimes the two are not easily consolidated. Standards experts want to find solutions to wicked 
technical problems; the standards bureaucracy wants adherence to rules. For example, if appointment 
by a national body is necessary to take a seat at a working group (WG) table, one cannot just invite 
a domain expert out of the blue because of possible valuable input. Or, maybe there are ways to 
combine innovative specification with strict formality?

WG8, the working group in question, is the latest WG to be established in SC36, with participation 
from a wide range of countries, e.g., Australia, Canada, China, France, Japan, Korea, Norway, and 
UK. Traditionally, editorial roles have been allocated between participants with representativeness in 
mind, even if the number of active editors has not always matched the nominal number. For the new 
project, editors from Norway, Canada, Korea and Japan were approved (joined by a second Korean 
editor at a later stage).

The key to a good drafting process is a well-defined scope (Hoel & Mason, 2012; 2011). The proposed 
scope of 20748-4 is to specify attributes and requirements for privacy and data protection with the 
purpose to inform design of LA systems development and LA practices. In delivering on this scope, 
it is a challenge to solicit requirements and other input, knowing that formal standardisation of this 
type does have a major problem in engaging with stakeholders that walk the talk (Hoel, 2013).

Another challenge is related to the drafting and consensus process itself. The process is 
document centric, with emphasis on version tracking and storing in a dedicated repository. Once 
the document is circulated as a working draft at the preparatory stage, experience from participation 
in SC36 working groups shows that it is very difficult to suggest restructuring of the text or adding 
new perspectives. When formal commenting is initiated, – with each national body entering 
comments into a spreadsheet, detailing the issue related to specific text fragments, and suggesting 
replacement text –, the drafting changes mode and takes the form of wordsmithing. Therefore, it is 
essential to present a draft that is as coherent and finished as possible, before it is being discussed 
in the working group (and even in the editorial group when it consists of several persons). In some 
projects, this challenge is addressed by initiating a study period, which could end up with ideas 
for a draft text. However, in the case of 20748-4 the editorial group was supposed to develop the 
first working draft from scratch.

Even though there was a formal call for contributions, the lead editor of 20748-4 knew that the 
necessary input solicitation and testing of ideas had to take place outside the standardisation process 
as such. With the European debacle of the CEN working group fresh in mind (see section 2), it was 
clear that all activities involving sharing ideas and documents, inviting comments and inputs, etc., 
had to be balanced against the formal statues of ISO. In practical terms that meant keeping a paper 
trail, feeding the document registry and organise announced meetings.



Within the research community there is a growing interest in privacy issues related to LA due to 
the fear that ethics and privacy might pose a show-stopper to large-scale implementation (Griffiths et 
al., 2016). In 2016 the Journal of Learning analytics published a special issue on ethics and privacy 
in LA. A number of workshops on the issue were organised as part of academic conferences. These 
academic contributions were valuable input to the 20748-4 project, and research papers that discussed 
and tested ideas and perspectives were contributed as experts’ contributions and filed in the ISO 
document store. In addition were WG8 meetings co-located with academic conferences and meetings; 
and national experts that later would have formal roles in the standard-setting group were engaged 
to discuss privacy and data protection issues at workshops. Overall, the editors of this project have 
felt that the research community is more than willing to share their work and comment on issues on 
privacy and data protection for LA.

Without knowing the final result of the project under study, we can only report on the processes that 
we have observed so far. By establishing conduits between a research community with an ongoing 
conversation about issues of ethics and privacy for LA, and the standards community we have created 
an influx of viewpoints and perspectives that also is reflected in the draft project document. When 
co-editors step up to representing national positions we will see how draft text will be evaluated 
against different conceptions that could take the document in different directions.

The normative basis for privacy varies considerably among the experts taking part in this work, 
and one would expect that this will play a role in further development of the project. Figure 3 describes 
balancing interest data controllers will do collecting data for LA, depending on legislative regimen 
(Hoel & Chen, 2017).

In education there are both legitimate interests of the institution to collect data (without asking 
for consent) and an ethical obligation of the educator to see the individual as self-asserting person 
(with the right to consent). Where one would put the emphasis could depend on how the culture value 
the individual versus the collective as described in Figure 4.

In addition to different normative perspectives a potential conflict may arise from different 
expectations to what a technical specification should encompass. Should it be limited to a technical 
system view, or should also organisational and policy guidelines be included?

Projecting the 20748-4 case onto the idealised model of standards-setting coming out of our background 
research (Figure 2), we see that there is only a partial fit. The interaction between academic researchers 
and the standard group participants was established in the project; however, the interaction with the 
users of standards seems to be missing. One might say that user perspectives were communicated 
through workshops organised as part of academic conferences. But there is no systematic testing of 



design concepts that are part of the 20748-4 project. However, this is a weakness that is inherent in 
anticipatory standardisation, where there is no clearly defined need when projects are initiated, and 
where the stakeholders are busy inventing new technologies, with no time for applying standards to 
level the playing field (Baskin, Krechmer, & Sherif, 1998; Jakobs, 2003; Umapathy, Purao, & Bagby, 
2011). How the technical report on privacy and data protection policies for LAI will be received 
by vendors and educational stakeholders will only be known after publication. However, it is clear 
from the start that standards of this nature need to go through several development cycles to be able 
to serve its purpose.

Another observation comparing the 20748-4 case with the model in Figure 2 is that, in practice, 
there is an overlap between the roles of academic researchers and standards practitioners. In Action 
Design Research, teams are built where researchers work together with practitioners to design and 
test artefacts. In research on how Research and Development (R&D) interact with standardisation 
one has focused on how the different institutional contexts interact, and which barriers there are for 
effective knowledge and technology transfer (Figure 5) (Interest, 2007).

In the case we have reported, the role as researcher and the role as standards practitioner are often 
maintained by the same person. However, the acting out of the particular role is heavily influenced 
by the setting. In SC36, some participants fill roles as professors at national universities, and when 
observed in their own cultural context they act, as expected, very strongly and vociferously. In the 



setting of an international standards meeting, however, many of the same persons are hardly uttering 
a word and are very reluctant to expose their obvious mastery of the subjects in question. In order 
to establish the necessary basis for any design to take place, this pattern of acting out established 
roles needs to be broken. The work culture and directives of the formal standards organisation serve, 
as we have shown, as a considerable barrier against taking on multiple roles, switching between 
representing one’s country or a stakeholder group, and entering a more open brainstorming and 
creative role. Therefore, in standards-making of the type described in this paper, there is a need to 
establish a repertoire of instruments to be used to soften the barriers against crossing role barriers.

What instruments do standards experts have in their toolbox to increase the knowledge base, on 
which anticipatory specification work builds? Are the rules intended to protect intellectual property 
and the standardisation organisation’s business interest barriers to knowledge exchange?

In the case of sub-committees like SC36, the influence of the central ISO Technical Management 
Board (TMB) is mostly felt when projects are marked red because the deadlines are exceeded. How 
information is exchanged and the experts communicate are not interfered with from ISO TMB, 
providing they find a paper trail and the committee as such is not under special observation because 
of mismanagement or conflicts. If the experts want to do expansive knowledge seeking and exchange, 
not much could prevent them from doing so. The barriers are mostly cultural. Formalities are invoked 
only if there are disagreements, as long as the minimum level ISO document management process 
is followed.

It shall be noted, however, that the flexibility is quickly diminished as soon as the document 
is moved beyond the preparatory stage. In Table 1 we have summarised some instruments that are 
available to enhance knowledge and technology transfer in anticipatory standardisation and listed who 
could act at different stages of the standardisation process. The table is constructed by contrasting 
the provisions in the ISO directives with observations made in the context of SC36 work. Table 2 
provides a summary of settings.

Standardisation is a carefully staged process, where the window of opportunity for new and 
alternative perspectives closes early. Standardisation as an activity is as much about consensus-
making as about design. Of course, without any design, there is nothing to consent about. But one 
will be surprised how easy it is for a consensus process to ‘dumb down’ a technical proposition. As 
the 20748-4 case study showed, it is critical to get the preparatory stage right, as one does not get a 
new chance to bring in new content and perspectives when the committee stage is entered.

Standardisation work typically involves conceptual, technical, and political activities that together 
are focused on achieving consensus among a group of stakeholders. The outcome – a standard – is 
essentially just a document that represents a stable reference point and sometimes includes detailed 
technical specifications. How this document is viewed, however, both by the stakeholders and the 
standard-makers may differ considerably (Ecke et al., 2008). In some countries, standards are seen as 
vehicles for execution of national or regional government policies. China may here serve as a case in 
point. While in other countries more driven by market economy, like in Europe and USA, standards 
are mainly recommendations that is up to the market to embrace. We would therefore claim that to 
understand the process and outcome of a particular standardisation process, one need to understand 
the national policy context of the national experts taking part in the project. This is an area where 
little research is done till now.

Standardisation is also a design activity that has much in common with innovation processes, both 
in the technical, organisational and political fields. In this paper we have pointed to the importance of 
relating to methods and approached from the academic research field, where for example openness 
and transparency play important roles in promoting innovation.



Interestingly, when the European Commission in 2017 published a new and updated version 
of the European Interoperability Framework (EIF) these principles got a prominent role (EC, 
2017c). In the new version openness is an underlying principle that is defined in terms of a 
preference for open data (Recommendation 2), open source (Rec. 3), and open specifications 
(Rec. 4). The new version of EIF also underlines the principle of transparency. In the EIF context, 
transparency refers to enabling visibility (“allowing other public administrations, citizens and 
businesses to view and understand administrative rules, processes, data, services and decision-
making”); ensuring availability of interfaces with internal information systems; and securing 
the right to the protection of personal data. Under which conditions in a standardisation setting 
will innovation thrive, and what roles do the academic research principles like openness and 
transparency play for the process of standards-making and quality of specifications? This is 
another under-researched field we have identified in this paper.

Standardisation processes are also about group dynamics, often in a multi-cultural setting. It is 
important to understand how particular groups deal with the different processes of standards-making, 
described in Fomin, Keil, and Lyytinen (2003) as Design, Sense-making, and Negotiation. Hoel and 

Stage (as 
described in 

ISO Directives)
Design- 

setting Actor Instruments to improve design input & testing

Preliminary 
stage (  
proposing new 
work item)

Standards 
Committee 
(SC) 
Research 
Community 
End-Users

SC should avoid multipart standards projects to ensure new work item (NWI) 
proposal procedures with proposals for justifications and scope. 
Research should acknowledge standardisation as knowledge creation activity and 
plan for interaction through targeted input. 
End-user requirements should be solicited through Action Design Research 
projects.

Proposal stage 
(  new work 
item)

National 
Standards 
Bodies (NSB) 
Standards WG

More rigorous examination of NWI justifications and scope. 
Selection of editor(s) based on technical qualifications, as well as relationship to 
research and stakeholder groups. 
Active planning of drafting process (allowing co-location with academic research 
events).

Preparatory 
stage (  
working draft)

Research 
Editors WG

Organise and coordinate research events and encourage publishing of workshop 
papers based on standard projects. 
Organise academic fringe events that pickup themes of active standards projects.

Committee 
stage (  
committee 
draft)

SC Strict enforcement of deadlines; cancellation of dubious projects rather than 
resuscitation.

Enquiry stage 
(  enquiry 
draft)

NSB

In doubt, NSBs should vote no (instead of abstaining) to projects they don’t see the 
value of. 
Ballot commenting should be used to either improve or block standards (no 
automatic sanctioning because “standards are inherently good”).

Approval stage 
(  final draft 
international 
standard)

NSB WG / SC At this stage it is the vote of the NSBs that matters, however, WG/SC should start 
planning supplementary documents supporting implementation.

Publication 
stage (  
international 
standard)

NSB NSBs should have an implementation strategy that solicits feedback from end-
users that are fed into the revision loops.



Pawlowski (2011) expanded on that model and constructed the new concept of Key Knowledge Sharing 
Point focusing on the intersection of Key Knowledge, Key Sharing Point, and Key Timing (Figure 6).

Key Knowledge Sharing Points are described as transition points moving from one sub-process 
to another. At these points one should question if key knowledge is shared with relevant actors. 
Interventions are embedded processes that make use of dedicated tools, e.g., conceptual modelling, 
study period, request for comments, etc. (Hoel & Pawlowski, 2012)

The third research gap identified in this paper is to find a better understanding of when exchange 
of key knowledge is necessary to support a process that both results in good design and consensus.

This paper has contributed to the understanding of how standards-making is situated in a multi-
cultural, working group specific, and domain specific context. However, we would claim there is 
more research needed to fully understand how to design a process that will give an optimal result 
embarking upon a new work item in ICT standardisation for learning technologies.

This paper is part of an ongoing reflection on our own practice in the field of design for learning 
technologies, in particular through international standardisation. We have established a background 
of what we would understand as best practices related to the management of standardisation processes 
that would support innovation, especially in creating anticipatory standards. On this background, 
we have carried out a case study of an ongoing project in the field of privacy and data protection 
for learning analytics. Based on this case study we have reflected on the relationship between the 
academic research community, the standards community and the adopters of standards. The case study 
has contributed to identifying several gaps in current knowledge about the processes in question. 
However, as with any case study, we should acknowledge its limitations when it comes to generalise 
about standard-setting in other domains. Addressing the identified gaps in the work of SC36 and 
reflecting upon further research related to international standards development in the domain of 
learning technologies, this paper concludes with some ideas to pursue:



Current conception and organisation of work build on the idea that requirements flow from national 
stakeholders via national, regional and international standard bodies to the standards group. And when 
the work is done, the new design flows back and is welcomed by eager stakeholders who have waited 
for their problems to be solved. What if both perceptions are wrong? We would suggest the selection 
of a small number of projects being worked on by international standards groups, see who is active 
as experts, and then go back to their countries to see what are the national context for the standards 
work items. It might be that for a particular country the experts only needed the project to be accepted 
(not finalised), and having a role as editor to be qualified for national funding of related research. Or 
in another country, the might be no national interest for a new standard, only interest for experts to 
travel and be part of a community. These are speculative results that might come out of national case 
studies. It is easy to see that such data would enrich studies of internal standards group processes.

It is more than a decade since the Copras project finished, identifying barriers against cooperation 
between research and standards, “such as confidentiality, IPR or membership of a standards 
organization, mapping research activities with standards work, or finding the standards and standards 
organizations most relevant to a project, and contacting them” (Copras, 2007b). We have in the 
Discussion section of this paper shown that the new EIF promotes transparency and openness in an 
unprecedented way related to interoperability projects. The last decade open access, open educational 
resources, open data, and open research have become the focus of most research communities around 
the world. Therefore, we would suggest there is scope to revisit some of the Copras project’s research 
questions to get an updated view on how the two communities cooperate.

The process of drafting a standard does not usually involve many design cycles as prescribed by DSR. 
Therefore, the process will suffer from premature designs that are not tested and re-conceptualised 
before final publishing. We will suggest comparative research, exploring how standards development 
processes could be improved using some of the techniques from for example computer science design.
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Abstract 

University libraries offer services that generate data about how students and faculty use 
knowledge sources and engage with teaching and learning. In an era of Big Data there is 
mounting pressure to use these data, something that challenges the professional ethics of 
librarians. This paper explores how Norwegian librarians position themselves in relation to the 
new phenomenon of learning analytics, which would like to process library data to help improve 
learning and its contexts. A literature review shows that librarians in general are highly skeptical 
to let any information that is not anonymised out of their hands to be used by other professions. 
However, library data is increasingly being shared with third parties as part of development of 
library systems and practices. In a survey presented in this paper Norwegian librarians were 
asked about their willingness to take part in analytics and data sharing. The findings show that 
even if librarians in general do not want to share data that reveals personal information, their 
resistance will depend on the consent of the students, and to which degree librarians themselves 
are involved in processing and analysis of the data. This study identifies learning analytics as a 
field the library community should engage with, and the authors give their advice on what 
should be focused to sustain librarians’ professional ethics related to use of library data. 
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Introduction 
Smart use of data to give new insights for students and employees; this is a key point in the 
“strategy for digital transformation” of the new Oslo Metropolitan University (2018). The use 
of the word transformation indicates expectations of deep change that involves all departments 
of the university, also the library. This notion of data (Big Data) as the force behind substantial 
future change in the public sector has caught momentum in the last few years (Vivento, 2015). 
Tay (2016) has identified four trends that will make librarians more engaged in data and 
analytics. First, there is a rising interest in Big Data, data science and artificial intelligence in 
general. Second, library systems are becoming more open and more capable at analytics. A case 
in point is the 2015 - 2016 update of library systems in more than hundred Norwegian higher 
education institutions from a national solution to the multi-national Alma system from the 
Israeli Ex Libris company. Third, assessment and increasing demand to show value of libraries 
is a hot trend. And, as the fourth trend, Tay (2016) lists the rising interest in learning analytics.  
 
 Learning analytics (LA) is the measurement, collection, analysis and reporting of data 
about learners and their contexts, for purposes of understanding and optimising learning and 
the environments in which it occurs (Long & Siemens, 2011). Since the 1st International 
Conference on Learning Analytics and Knowledge was organised in 2012, LA has emerged as 
a research field now influencing educational policy development worldwide. However, at an 
early stage, privacy was identified as a stumbling block for large-scale implementation (Griffith 
et al., 2015;  Hoel & Chen, 2016a; Hoel, Griffiths, & Chen, 2017). Traditionally, librarians have 
been the most astute champions of data privacy among all public sector professionals (Library 
Freedom Project, n.d.). Item 10 of the ethical guidelines of Norwegian Library Association 
states: “Librarians shall make sure that the users’ needs for literature and information and other 
personal information are handled with confidentiality”. To ensure this principle is understood 
the guidelines reiterate, “if other persons or institutions ask for information about the users’ 
needs for information and literature it shall not be given” (Norsk Bibliotekforening, n.d. 
Authors’ translation). With the advent of Big Data, library analytics, and now learning analytics 
this principled position of no data sharing may be more difficult to hold. Librarians have always 
worked on statistics, analysing library loans, usage of their collections, etc. What is new is that 
the data generated in the libraries are assets that are wanted and exchanged across systems and 
groups of stakeholders, and that these assets carry values also for other groups than library 
users, who are the primary beneficiaries in the ethical guidelines of the library association.  
 
 It is interesting to note that Tay (2016) suggested that LA would have the strongest 
impact on analytics use in libraries. He suggested a list of activities “in increasing level of 
capability and perhaps impact”: 

Level 1 - Any analysis done is library function specific. Typically, ad-hoc analytics but 
there might be dashboard systems created for only one specific area (e.g collection 
dashboard for Alma or web dashboard for Google analytics) 
Level 2 - A centralised library wide dashboard is created covering most functional areas 
in the library  
Level 3 - Library "shows value" runs correlation studies etc 
Level 4 - Library ventures into predictive analytics or learning analytics (Tay, 2016) 

 
 Not many academic libraries are at level 3 or 4 (Oakleaf, Whyte, Lynema, & Brown, 
2017). Moving up the ladder silos get broken and collaboration with other professional groups 
increase. We also see that there are forces outside of the library that approach library data. In a 
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blog post from the UK Jisc LA architecture initiative it is explained, “we started off with VLEs 
[another term for LMS - learning management system], moved on to student records, but we’re 
now looking to extend our xAPI VLE approach to library data” (Baylis, 2016). The ICT 
departments and the teachers who promote online learning in education are turning to the 
libraries to get data on students’ use of the library. 
 
 However, there a few studies that show how librarians will meet the demand for library 
data and collaboration with professionals that pursue a LA agenda. There are no studies giving 
voice to Norwegian librarians. Internationally, we see that librarians now raise questions, e.g., 
the journal Library Trends put out a call for papers to a special issue on LA and the academic 
library (publication scheduled to March 2019), indicating a rather strident position:  

This issue will invite authors to explore and push back against statements that learning 
analytics will somehow improve academic libraries by addressing questions around 
political positions and value conflicts inherent to learning analytics, coded in related 
information systems, and embedded in emerging data infrastructures. (Library Trends, 
n.d.) 

 An extensive search of literature, both from the library and the LA related communities, 
makes us conclude that there is very little research on both political, legal, organisational and 
technical aspects of exchange of usage data between libraries and other parts of educational 
institutions for use in LA. This represents a research gap that this paper identifies, and to a small 
extent starts to address. 
 
 In this paper, we explore how Norwegian libraries and librarians are prepared and 
willing to share library data for use in analytics. The guiding research questions are: 
 

1. Are the library systems used in higher education in Norway prepared for sharing data 
for use in LA?  
2. The traditional position of Norwegian librarians is, what takes place between the 
librarian and the library user stays between the two. Are the librarians willing to leave 
this position to engage in LA with stakeholders outside their own profession? 

 
 We will proceed this paper with reviewing national and international literature to see if 
these issues are addressed in library and other research. Based on our research questions and 
the identified research gaps we have designed an mixed method approach of document studies 
and a survey. This approach is further described in the Methodology section of this paper. 

Related work 
Data analytics is a new field of research and practice, both for library and learning sciences. So 
when the library community enters into discussion with learning scientists, computer scientists, 
university administrators and others it is to be expected that this is from the normative position 
of protecting patron privacy (Johns, & Lawson, 2005; Bowers, 2006; Hess, LaPorte-Fiori, & 
Engwall, 2015; Ferguson, Thornley, & Gibb, 2016; Hegna, 2016). We start this review of 
related work by exploring how this normative position i reflected in recent Norwegian and 
international discourse. 
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 In Norway, there is no tradition to share library usage data outside of the library, with 
other departments of the university, or with third parties. The historical roots to this tradition, 
and why Norwegian librarians value privacy so strongly, can be traced back to the near political 
history. As Lynch (2017) points out, “[t]here is a long and ugly history of efforts by various 
authorities to monitor and control what people read”. Librarians know about the McCarthy era 
in USA, but there are examples closer to home. In 1979 in Denmark, a court ordered a library 
to give police information about the loans of a person (Hegna, 2016). In Norway, many 
librarians along with other citizens asked for their surveillance files from the tumultuous 1970s, 
vividly described by Jon Michelet (2013), in his book “Mappa mi (en beretning om ulovlig 
politisk overvåking)”. The authors of this paper do not know if there were examples of 
information leaking out of libraries; however, the interest of the Norwegian police in the reading 
habits of the citizens could be compared to McCarthy’s, judged from what one of the authors 
of this paper found in his files. These experiences do not invite librarians to handle exchange 
of library data lightly. However, these incidents were before the Internet era. Now, there are 
other concerns, as new library systems, new online practices and new business models will put 
the tradition of confidentiality and data privacy under pressure.  
 
 Hegna (2016) claims that by outsourcing collections, systems and services the libraries 
abandon their role as an "anonymising broker" between the user and the sources of knowledge, 
not being able to guarantee privacy any more. When downloading papers the local users are 
registered by the publisher or distributor, not by the library – and the usage is no longer 
anonymised. The distributors analyse usage patterns of books. The library systems are hosted 
on servers outside of Norway. These are only some of Hegna’s examples of how the control of 
the libraries of personal data relating to library use is eroding. When discussing what could be 
done to counter these trends Hegna touches also upon analytics: 

Data limitation. The library should ask which user data it needs to carry out its tasks. 
(…) Under no circumstances must the library share personal information about its 
services to others, whatever good intentions they might have. This applies for example 
to requirements for library data to study reading patterns related to learning analytics. 
(Hegna, 2016, p. 17. Authors’ translation and italics). 

 
 Thinking back on 30 - 40 years of technological development, Hegna describes himself 
as an ambassador for “moving as many library services as possible out to the desktop of the 
users. Completely without any thought of this development ripping the libraries of their role as 
anonymising brokers” (p. 6. Authors’ translation). In the Norwegian library community, Hegna 
has been an opinion leader for decades. Now he wants to put on the brakes and guide the 
libraries back to their core functions to save their professional values, and he wants librarians 
to have nothing to do with LA. 
 
 How do these views resonate with international library discourse? In the aftermath of 
the 9/11 attacks in 2001, US librarians have discussed how “library records are fair game for 
governmental agencies (…) the library patron will never have the opportunity to know that their 
library records have been examined” (Bowers, 2006, p. 381). Johns and Lawson (2005) also 
pointed to concerns among library users about online privacy due to the increased ability new 
technologies give to capture and retrieve data about library usage patterns and users. Ferguson, 
Thornley, and Gibb (2016) suggest that librarians’ code of ethics are satisfactory on traditional 
library issues of access and confidentiality, “but do not address the ethical challenges of current 
and potential digital environments” (p. 550). They want the professional associations to 
communicate more with their members to provide tools that are more useful in the workplace. 
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This is in line with Hess, LaPorte-Fiori and Engwall (2015) who discuss how preserving patron 
privacy in the 21st century academic library is a balancing act, complying with professional 
ethics while adhering to federal-, state- and institution-level policies regarding student privacy 
and information security. 
 
 When it comes to the specific challenges facing libraries involved in LA initiatives, 
Jones and Salo (forthcoming) notes that little has yet been written. They point to Showers’ 
(2015) book “Library Analytics and Metrics” as a notable exception. Showers (2015) claims 
that the boundaries of privacy are redrawn; while libraries traditionally played the role as 
‘heaven of privacy’, now they are, without giving much thought to it, compromising privacy 
through for example encouraging the use of social-media widgets and sharing buttons. “The 
difficulty for libraries and cultural heritage institutions is that protecting the privacy of users is 
no longer responding against a clear and well defined threat. Indeed, it may even be perceived 
as an improved service or better user experience” (Showers, 2015, p. 154).  
 
 Showers’ concern is that libraries may be “undermining some of the values they have 
traditionally held so dear” (Showers, 2015, p. 154). For Jones and Salo (forthcoming) these 
values, codified in The American Library Association (ALA) Code of Ethics, are the starting 
point for a strong warning that LA might jeopardise professional ethics. They find LA is at odds 
with librarians’ professional commitments to promote intellectual freedom; protect patron 
privacy and confidentiality; and balance intellectual property interests between library users, 
their institution, and content creators and vendors (p. 4). To justify this position, Jones and Salo 
place LA as a type of Big Data practice, which is driven by an ethos of developing “boundless 
datasets”, “taking an ’n=all’ approach” (p. 4), with data scientists conducting “fishing 
expeditions” to look for patterns (p. 5). LA is understood as a business intelligence strategy; 
Jones and Salo do not believe the actionable insights of “datafying the learning experience” (p. 
6) will help the students themselves. “To date, the level of access a student has to data and 
analytics about herself is still low, but access by institutional actors is high” (p. 9). 
 
 Jones and Salo hold the ALA Code of Ethics as a “fine-tuned code that can directly 
address issues with LA” (forthcoming, p. 15), and LA is in conflict, they argue, with especially 
three principles: 

II. We uphold the principles of intellectual freedom and resist all efforts to censor library 
resources. 
III. We protect each library user’s right to privacy and confidentiality with respect to 
information sought or received and resources consulted, borrowed, acquired or 
transmitted. 
IV. We respect intellectual property rights and advocate balance between the interests 
of information users and rights holders. (American Library Association, 2008). 

 
 Regarding the 2nd ALA principle, Jones and Salo claim LA compromises intellectual 
freedom “when institutional actors, system designers, and algorithms limit opportunities to 
engage in the creation and consumption of intellectual material” (p. 16). It is the “nudging” 
techniques they have in mind, connecting learning environments to intellectual freedom – “the 
ability of an instructor to assess and penalise students for not responding to the nudge. 
 
 Regarding the 3rd principle, privacy and confidentiality, the two authors state that “LA 
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naturally invokes privacy issues and concerns about confidentiality of personal information”. 
They further note that “[s]tudent use of materials (e.g. books, articles, etc.) may be recorded, 
analyzed, shared with a variety of actors, and used to intervene in student learning and life 
choices”. On this premise, Jones and Salo interestingly conclude: “These practices in turn 
damage intellectual freedom” (p.19). 
 
 Regarding the 4th principle on intellectual property, it is how informational and 
algorithmic products derived from student data could become trade secrets or marketable 
products (p. 22) that gives Jones and Salo the reason to fear LA. 
 
 In summary, Jones and Salo find that the library profession face an ethical crossroads, 
as “LA practices present significant conflicts with the ALA’s Code of Ethics” (p. 26). For them, 
the only answer for librarians, they conclude, is to respond by “strategically embedding their 
values in LA through actively participating in conversations, governance structures, and 
policies” (p. 27).  Comparing the arguments and sentiment conveyed in the papers by Hegna, 
and Jones and Salo we find a similarity in the description of LA and associated practices and 
the position and role of the library profession. The new digital practices are a distraction from 
the laudable core activities of an academic library defending intellectual freedom. And the 
librarians armed with their professional ethics should take a moral high ground embedding their 
values in conversations with other professions in the university. 
 
 Big Data and LA may accentuate the challenges of the information age; however, 
librarians have over the years developed their values. In the early years, ethical issues dealt 
primarily with librarians' responsibility to the employer or patron. “The focus later shifted to 
questions of professional identity, organisational environment, and social responsibilities” 
(Dole, Hurych, & Koehler, 2000).  However, international examination of ethical values of 
information and library professional does not leave any doubt that even if previously accepted 
values are being challenged, there are some core values that will keep giving strong guidance. 
“On the whole, library professionals maintain, in the main, similar ethical values. These are, in 
order of values most frequently classed by professionals: service to the patron, intellectual 
freedom, preservation of the record, and equality of access” (p. 13).  The service to the client 
or patron is the most important of the values, Koehler, Hurych, Dole, and Wall (2000) observers, 
identified “without doubt and almost without exception, [by] librarians of all kinds, in all 
positions, in all regions, and of both genders” (p. 19). Differences in the order of importance of 
values are on the second and third level, and “[w]here difference occur among library 
professions, these are probably a function of the different information roles and responsibilities 
of these information professionals” Koehler et al. (p. 19) assume. 
 
 This review of related work points to professional ethics and values as the framing of a 
the discourse that will come as a result of more focus on data sharing for LA within education. 
The works of Koehler (2006), Koehler et al. (2000), Dole, Hurych, and Koehler (2000), and 
Koehler and Pemberton (2000) explore how ethical values and codes of ethics both influence 
and are influenced by a changing technological landscape. Ayre (2017) underlines that both 
vendors, libraries, and patrons have a role to play in protecting patron privacy. No doubt the 
pressure on libraries to share data will mount, and we have to get more knowledge on how 
academic librarians are prepared for this development (ref our first research question). Related 
to the expected introduction of LA, this leads to the need to research what role the librarians 
will play in influencing the conditions under which the sharing of library data with other 
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professions, departments and third parties, and what positions they have to questions on 
handling of data. This is the purpose of the empirical part of this research. 

Methodology 
This study is based on literature review, document studies and an online questionnaire using 
Google forms. Initially, we wanted the questionnaire to target librarians in Norwegian higher 
education institutions. However, this group did no longer have a public e-mail list of their own, 
as they had joined the bibliteknorge@www.nb.no list that covers all ‘Library Norway’. By using 
using this list for a convenience and snowball sampling we got 90 respondents, 72% of them 
from higher education, 11% from school libraries, and 11% from public libraries. 8% did not 
work in library. Analysis of the data showed that the different groups of librarians did not differ 
significantly in their responses. 
 
 The sampling method used in this study and the use of descriptive statistics have clear 
limitations. We are not able describe trends or infer anything about interaction between 
concerns. Nevertheless, we should be able to glean some information about current opinions 
and positions among Norwegian librarians related to access to and sharing of library data. We 
acknowledge that we are approaching a new field of enquiry. “Rapid technological change and 
the advent of the information age are forcing the library profession to rethink its mission and 
responsibilities” (Dole et al., 2000, p. 285). The questions were designed based on existing 
research on privacy and ethics in library and LA (Hoel & Chen, 2016; Mason, Chen, & Hoel, 
2016). We particularly wanted to probe librarians’ attitudes to sharing and analysis of different 
library data sources asking the respondents to specify their level of agreement using a Likert 
scale. We wanted to survey opinions on capture, storage and analysis of library usage patterns, 
both loans and literature search. We also wanted to know how librarians looked upon sharing 
data with other departments of the institution and with third parties. Our methods are well 
chosen for an exploratory study, where the aim is to describe the current state of affairs, identify 
tensions between current and potential new practices and to inspire further research on how HE 
libraries will meet the expectations of the sector’s ‘digital transformation’.   

Results 
The first question was designed to probe the respondents’ attitude to current practices embedded 
in the Alma library system in use in academic libraries in Norway. Today, the system does not 
store historic data about loans; when the material is returned to the library the log is deleted. 
The background is the regulations in the Data protection act (§8a) about user consent 
(Personopplysningsloven, 2000). Because Alma does not have a possibility of storing loans 
history based on an active choice of the users such records are not kept. Neither data logs on 
searches nor hit lists are stored in the current implementation of the Ex Libris system in Norway. 
 
 When asked if today’s practice of not storing historic data on loans is necessary due to 
data protection reasons 60% of the respondents agreed, 22.2% disagreed, and 17.8% were 
neutral (Table 1). The law gives the users the last word about storage of their library loans data, 
and this is something that the librarians in our survey agree to. When asked if the students 
themselves should be able to choose if loans history should be made available for analysis, and 
for how long, a majority agrees. 72.2% agree, while 20% disagree (of them 13.3% strongly), 
and 7.8% are neutral. When probing into the details of loans history data it becomes clear that 
there are limits to how far the librarians in our sample are willing to go in letting the users 
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decide. 45% agree that data about what is borrowed from the library (e.g., what paper or book) 
should not be stored by the system for later analysis. 25.8% were neutral, and 29.2% agreed 
that the data could be stored for later analysis.  
 
Table 1.  
Attitudes to data sharing in libraries 

 Disagreement Agreement 

Today’s practice  22.2% 60% 

Students’ choice should 
decide 

20% 72.2% 

 
 When should logs showing loans of library materials be deleted? In our sample, 47.8% 
of the librarians were willing to reconsider today’s practice and allow storage for as long as the 
course lasts or as long as the student has decided in the user profile. 35.6% would like to keep 
the practice of deletion after the material is handed in; 8.9% after one month; and 7.8% after 3 
months. 
 Should a higher education institution be allowed to analyse library search history (Table 
2)? 26.7% of our sample say no; 37.8% say yes, but only if the library itself does the analysis 
and it happens after consent from the user. 27.8% say yes, any Higher Educational (HE) 
department could do analysis if the users consent; while 7.8% did not have any opinion. This 
question gives an idea of how far the respondents in our study are willing to go in taking part 
in analysis with colleagues from other departments. We asked if they set as a condition for 
making library data more available for analysis, that the data are analysed within the 
confinement of the library (i.e. the data are not shared with other departments of the HE 
institution). 35.6% said yes, there should be such a condition; 21.1% said no; while 43.3% had 
no opinion. If library data should be shared with the whole institution, our respondents strongly 
advocates a solution where personal information is deleted and the data anonymised. 
 
Table 2.  
Attitudes to make search history available for analytics 

 No Only by the 
library 

By others with 
active consent 

Institution should 
be able to analyse 
students’ search 
history 

26.7% 37.8% 27.8% 

 
 In the survey the librarians were also asked about possible data sources for LA. While 
around 80% of the respondents pointed to data related to the library object or to the course 
offering (Table 3), less, around half of the respondents, pointed to data sources related to 
persons. When asked what they thought about collecting data on use of key cards to library 
facilities, the answers were evenly distributed between the alternatives between ‘wanted’ and 
‘not wanted’: 24.4% was strongly against, 8.1% against, 26.7% neutral, 19.8% for, and 20.9% 
strongly for such data collection. 
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Table 3.  
Potential data sources for learning analytics 

Data source Seen as important for LA 

Library loans (object, medium, 
distribution channel) 

81.8% 

Use of library premises (person 
information) 51.1% 

Search history (person information) 47.7% 

Loan history (person information) 46.6% 

Loans (subject area, courses, institutes, 
etc.) 78.4% 

Search activity (subject area, courses, 
institutes, etc.) 79.5% 

 
 
 With the debate on third party access to library data referred to in the literature review, 
we wanted to learn more about the librarians’ thoughts about the current academic library 
practice. 51,6% of the respondents thought that third party organisations had little or very little 
access to reading patterns of HE library users. 30.3% took a middle position, and 18% thought 
it happened in some or large degree. 

Discussion 
In the user agreement between the institutions and Bibsys, the provider of the library system 
Alma, it is stated, “if Alma later offers functionality for [storing logs on loans and usage history 
of returned items based on user profiles] such storage will be offered according to the user’s 
choice” (Standard Norway, 2017. Authors’ translation). While the library system provider is 
preparing for a future where more responsibility and choice are handed over to the individual 
our study shows that the Norwegian librarians are not there yet. However, our results could be 
interpreted in the direction that the librarians are willing to discuss new solutions where the 
students have more to say on sharing and analysing their library usage history. When asked if 
current practice is necessary out of data protection reasons one should expect a strong positive 
answer. 40 percent did not agree. And when asked if the students should have the final say if 
their library data should be analysed or stored a large majority agreed. This could be interpreted 
as an indication that Norwegian librarians have a student-centred focus with a willingness to 
respect the choices of the individual. We see this in the question of whether the student’s search 
history should be available for analysis by the institution.  
 
 To analyse library search history could be seen as a much more intrusive and 
problematic activity than analysing loan history. The loans are actual student actions that may 
be traced in what the student delivers in essays, tests and conversations with teachers and fellow 
students. Searches represent ideas, dreams, and interests that may or may not be related to 
activities that the student wants to share with the institution. Nevertheless, only a quarter of the 
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librarians in our sample said no to analysis of search history; 65.6% said yes, provided the 
students consented.  
 
 It seems that students’ will trumps professional instincts. In our study, we do not have 
data to say anything about whether this willingness to let the students decide rests on a moral 
principle of respecting the individual’s right to self-determination, or whether the librarians 
trust that students know what they are doing and will not be harmed. This question of trust 
versus the prerogatives of the role is raised again when we look at how the librarians in our 
sample relate to their colleagues in other departments and the institution as a whole. Yes, with 
consent by the users the search history could be analysed, but only by the library (37,8%). Only 
27,8% were willing to give colleague from other departments access to the data. 
 
 In general, considering the data available in the library, one third of our sample would 
reserve the analysis to the library profession itself. The big group that did not have an opinion 
(43.3%) gives an indication that this is new territory for Norwegian academic libraries. For 
centuries, libraries have done academic analytics, using library data to manage collections, 
allocate resources, plan for new library space, etc. When more data becomes available, the first 
questions libraries seem to ask themselves are how library use links to student learning and 
success (Tay, 2016). As Oakleaf et al. (2018) observes, there are limitations to this approach, 
the key limitation being “a pattern of difficulties evolving from the limited data available to 
conduct this research”. The solution Oalkleaf et al. offer as a way “to combat the challenges of 
too little, too siloed, and too imprecise data is to investigate and employ interoperability 
standards to enable integration of library data into institutional learning analytics systems”. In 
Norway, learning analytics is just about to be introduced, mainly as a result of introduction of 
new library and learning management systems (LMS) across the HE sector (Standard Norway, 
2017). Together with a newly established LA research centre in Bergen (slate.uib.no), and new 
national policies on digitalisation of education (Kunnskapsdepartementet, 2017) this will put 
issues of data sharing for LA on the agenda for academic libraries. The librarians will have to 
come to terms with how to collaborate with other professions in the institution, academics and 
administrators that value a variety of professional codes of ethics. It will certainly take more 
than an investigation into interoperability standards and technical challenges to achieve the 
integration. 
 
 The survey reported in this study could give a lead to a possible path that could make it 
easier to harmonise library analytics and learning analytics. The answers given to possible data 
sources for LA tell that librarians in our sample value the difference between data that exposes 
the individual versus data that refers to objects, subject areas, courses, activity types, etc. Data 
anonymisation is seen as a way out of this conundrum. With Big Data, however, anonymisation 
is an ideal that easily can be broken by re-identification made possible by combining different 
data sets (Hoel & Chen, 2016b). The way around this dilemma may be to put more emphasis 
on the users’ control of their own data. The results of this study could indicate this as an 
approach which could appeal to librarians. We have seen that student choice and consent make 
it easier to accept exchange of information beyond the library user and librarian relationship. 
With the strong professional ethics that focuses on user agency librarians have a good position 
to promote a student-centred approach to analytics. It is not only the case that libraries need 
learning data to do library analytics; the pedagogical side of the aisle also needs library data not 
to be stuck in their siloed world of mainly LMS data. Kitto, Lupton, Davis, and Waters (2017) 
have voiced the need for a design for student-facing learning analytics.  

LA has placed surprisingly little emphasis upon providing the learner with tools that 
they can access to understand their own learning processes. This leads to a lack of 
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learner agency and control over the data they generate while learning, which in turn may 
lead to privacy and ethical concerns. (Kitto et al., 2017, p. 153) 

 
 There are also other reasons for the librarian profession to engage in the question how 
library data are managed and shared. This research has revealed that Norwegian academic 
librarians do not have a unified view on how data on usage patterns of their users are available 
for third parties, e.g., publishers and distributors. The technical report recently published by 
Standards Norway (2017) gives a clear warning: 

A situation where third parties may have easier access to activity data from education 
than the sector’s own professions is not only a library problem but a general problem 
that could have paradoxical effects. In a not too distant future one could foresee that a 
department or an institute will be offered to buy external services based on data from 
their own library – data they will not have access to because of the library guarantee of 
applying a confidential loans policy that is handled by not storing loans and search 
history data. (Standards Norway, 2017, p. 12. Authors' translation). 
 

 Norwegian academic libraries now implement new tools that connect their library 
system (Ex Libris) via APIs to other systems, e.g., the reading list system Leganto and the 
Learning Management System Canvas. This will most likely trigger both librarians’ awareness 
and interest in LA as well as in privacy issues. 

Conclusions 
Librarians are well-versed in library analytics, but have still to engage in the design of new 
strategies and practices now being introduced as a result of educational Big Data. Libraries have 
important data that are needed by the institutions but guarded by strong professional ethics and 
therefore not easily shared outside of the library. Some of the library discourse related to Big 
Data discussed in this paper gives an impression that the library could continue to exist as a 
“safe harbour” (Hegna, 2016) or a moral high ground, busy embedding their values in the more 
questionable practices of their colleagues (Jones & Salo, forthcoming). However, the survey 
reported in this paper shows that Norwegian librarians have a position that balances principled 
views with what is practically possible and in the self-interest of the students. This is the main 
research contribution of this paper. 
 
 From the very limited scholarly discourse on data sharing for analytics in a Norwegian 
context one could get the impression that library data has no place in institutional LA (Hegna, 
2016). The sample of librarians we have studied gives, however, a rather mixed view on how 
library data can be used in different analytics settings. Interpreted on the background of 
international research on ethical values and code of ethics this finding is not surprising. Koehler 
(2006) found that “while most library and information professionals share similar values, as 
reflected in their codes of ethics, the application of those codes varies widely” (p. 83). 
Differences are according to Koehler a function of information roles and responsibilities. 
Library research has established service to the patron as the librarians’ core value. If the patron’s 
interests are maintained and served by new solutions, our research may indicate that librarians 
may be willing to renegotiate their traditional positions related to preservation of the library 
record. We have to stress, however, that the survey conducted in this study is exploratory and 
we should not draw too far-reaching conclusions about representative view of the Norwegian 
library profession. However, we also see that recent international library discourse is 
contrasting the common view of intellectual freedom, “to show how libraries may be able to 
participate in learning analytics practices while upholding intellectual freedom as a lodestar 
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guiding practice and policy” (Jones, 2017). 
 
 The contribution of this paper is to raise questions about the role of library data in the 
rapidly growing field of LA aimed at understanding and optimising learning, and the 
environments in which it occurs (Long & Siemens, 2011). There is a need for the library 
community to engage. This paper has pointed to a direction for the Norwegian academic 
librarians to make a contribution. LA is not primarily to let institutions identify student 
engagement patterns or let the library prove that library use is correlated to good exam results; 
LA is about improving learning, in which librarians can play an integral role. If the library 
community in Norway would go in this direction they need to focus on the needs of the students 
as library users and support their learner agency and control over their data. 
 
 This paper is one of the first to focus on learning analytics and the library in a 
Norwegian, and even in a global, context. There is a need to expand the study to include more 
aspects of the challenges the libraries face in the age of Big Data, and there is a need to conduct 
a representative study to see if the results reported in this paper hold up to scrutiny. 
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Abstract

Smart learning environments (SLEs) utilize a range of digital technologies in supporting
learning, education and training; they also provide a prominent signpost for how future
learning environments might be shaped. Thus, while innovation proceeds, SLEs are
receiving growing attention from the research community, outputs from which
are discussed in this paper. Likewise, this broad application of educational digital
technologies is also the remit of standardization in an ISO committee, also discussed in
this paper. These two communities share a common interest in, conceptualizing this
emerging domain with the aim to identifying direction to further development. In
doing so, terminology issues arise along with key questions such as, ‘how is smart learning
different from traditional learning?’ Presenting a bigger challenge is the question, ‘how can
standardization work be best scoped in today's innovation-rich, networked, cloud-based and
data-driven learning environments?’ In responding, this conceptual paper seeks to identify
candidate constructs and approaches that might lead to stable, coherent and exhaustive
understanding of smart learning environments, thereby providing standards development
for learning, education and training a needed direction. Based on reviews of pioneering
work within smart learning, smart education and smart learning environments we
highlight two models, a cognitive smart learning model and a smartness level model.
These models are evaluated against current standardization challenges in the field of
learning, education and training to form the basis for a development platform for new
standards in this area.

Keywords: Smart learning, Smart learning environments, Standardization, Reference
model, Development framework

Introduction
The word ‘smart’ is now routinely used by the educational research community form-

ing new terminology like Smart Education, Smart University, Smart Learning, Smart

Classroom, Smart Learning Environment, etc. (Uskov et al., 2017; Roumen & Kovatcheva,

2017). We could see this as an expression of the dynamic nature of the contemporary

educational domain, which is now also often characterised in terms of transformation

(Liu et al., 2017; Bell, 2017; Walker et al., 2016: Tuomi, 2013; Baker & Wiseman, 2008).

Fast changing domains need to be conceptualized in order to be understood and opti-

mised for their stakeholders (Bell, 2017). This is one role of educational research now ar-

ticulated in several journals and books and explored in this paper. In the domain of

digital technology, however, innovation has its own dynamics and is not necessarily

driven by research – often it is all about being ‘first to market’. Thus, from a different

Smart Learning Environments
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though potentially more stabilizing position, another community of professionals try to

harness the insights of research together with innovations at the frontier of change to

document stable points of reference, so the domain can evolve in a progressive and sus-

tainable way. This is the standards community, the group that does IT standardization for

learning, education and training (ITLET) within the International Organization for

Standardization (ISO).

In this paper, we examine outputs from the smart education research community and

the ITLET standards community to identify how evolving conceptual frameworks could

inform specification work stabilizing the core terminology (e.g., as in smart technolo-

gies) in order to promote innovation. Our examination is based on the understanding

that the former community is struggling to map the new terrain and create adequate

conceptual frameworks, while the latter community is struggling to discard old frame-

works, make sense of the new dynamics, and propose new frameworks. This research is

the first of its kind trying to align the outputs of smart education research and ITLET

standardization.

For some of the leading exponents of the research community focused on smart

learning a key objective is to optimise the operations of smart learning environments

thereby ensuring a virtuous loop of innovation. Roumen and Kovatcheva (2017) point

to an Educational Innovation Grid framework consisting of four quadrants made by the

two axes digital technologies (existing providers vs new entrants), and learner owner-

ship (formal learning vs informal learning). This presents four kinds of change: improv-

ing schools, supplementing schools, reinventing schools, and new paradigms (Fig. 1).

The research community address all these changes and has a particular focus on how

they are integrated, learning taking place in both informal and formal settings, using

both new and well-established technologies.

It is significant in this context to emphasise the research community is not a

homogenous group governed by requirements to achieve consensus but is ultimately

driven by innovation. Standardization work, on the other hand, typically involves con-

ceptual, technical, and political activities that together are focused on achieving consen-

sus among a group of stakeholders. The outcome – a standard – is essentially just a

document that represents a stable reference point and sometimes includes detailed

Fig. 1 The education innovation grid (Adapted from Roumen & Kovatcheva, 2017)
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technical specifications. Standardization can also be conceived as a design activity that

seeks to identify and harmonize common elements from disparate inputs to support

interoperability and a level playing field for further innovation and adoption of tech-

nologies. In education, standardization has played a pivotal role in promoting the

principle of systems interoperability in deployment and use of learning technologies

allowing the sector to move in smarter direction. We live in an era of change, and it is

therefore a challenge to align standardization with the needs of the domain. In the

technology enhanced learning domain, both the standardization community and the

domain experts for some time have asked themselves what the new frameworks for de-

velopment would look like.

The following discussion offers a critical examination of the smart in smart educa-

tion, smart learning and smart learning environments (SLE) in two steps. First, we

analyze a selection of papers in two key journals. Based on this analysis one paper is

chosen to inform a SLE model that is discussed against requirements from the field of

ITLET standardization (see section 1.1 below). This discussion results in some prelim-

inary conclusions about veracity of the model in guiding standardization work. Next,

we review the SLC to identify further conceptualizations of SLE. New perspectives are

found, and this informs an additional model, which may add guidance to

standardization work. This new model is discussed against a backdrop of ITLET stan-

dards framework. In the conclusion, we offer ideas for further development of a frame-

work that could inform the development of SLEs and SLE standards.

The following discussion elaborates in further detail on the context of ITLET stan-

dards development and some prominent articles published by the research community.

The standardization context

In this paper, we highlight Sub-Committee 36 (hereafter, SC36) of ISO/IEC Joint

Technical Committee 1 as a backdrop for discussing how frameworks for Smart

Learning Environments (SLE) developed by the research community could inform

standards work. SC36 was initially formed in 1999 with scope to produce IT stan-

dards for Learning, Education, and Training (LET). Within SC36 the acronym

ITLET (IT for Learning, Education, and Training) is commonly used. Since its in-

ception, SC36 has produced a range of standards, some which have reflected mar-

ket needs and some which do not. In 2017, the chair stated “[SC36] realize(s) that

the role of technology in learning, education and training has changed, and con-

tinue(s) to change – we in SC36 need to be more agile in adapting our work pro-

cesses and organization to reflect this” (Overby, 2017).

In line with all formal ISO/IEC standards development, SC36 can choose from three

standardization outputs to guide its work – a Technical Report (TR), Technical Specifi-

cation (TS), or full International Standard (IS). In all cases, such documents detail some

degree of consensus from stakeholders. Within such outputs, it is also typical that other

standards and industry specifications are normatively referenced or customised as ap-

plication profiles specific for the ITLET domain. Because the development of a full IS

can take many years, however, developing a TR or TS is often a practical first milestone

and, given the rapid rate of innovation with digital technologies, there is an added chal-

lenge for SC36 to align its work practically.
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In terms of process, all standardization activity is typically initiated by a New Work

Item Proposal (NWIP) and if there is sufficient stakeholder buy-in this transitions to a

formal New Work Item (NWI) – in which a clear scope statement and market need is

articulated. In recent years, the trend within SC36 has been to initiate Study Groups

prior to the development of an NWI so that the scoping work can be as focused as pos-

sible. Experience within SC36 has been that if scope statements are in any way ambigu-

ous then many problems arise in progressing the work. Such Study Groups typically

produce a short report which then informs the development of a Technical Report. In

some cases, SC36 can also choose to adopt or adapt industry specifications as inter-

national standards that might have been developed by Liaison Organizations. Because

the ITLET market is growing rapidly and innovations are constantly taking place it

makes a lot of sense for SC36 to first do due diligence in identifying what industry

specifications or standards might be useful rather than perform a quasi-academic re-

search in determining market needs.

Well-defined vocabularies (terms, their associated definitions, and normative refer-

ences) provide the foundation on which most standardization activities proceed – and

ontologies that demand precise terminology are often important components of the

digital infrastructure. This is essential for IT because terminology is what describes a

domain of activity and conceptual coherence is essential. Of course, definitions of the

same term vary depending on the context of application and this can sometimes be

confusing to those outside the standardization process. In standards development, how-

ever, terms are defined to be fit for purpose and the definition of ‘smart’ as in a smart

person will likely be quite different to the definition of ‘smart’ as in a smart phone –

and, it makes no sense to appropriate a term that has high utility within English and to

try and define it for all contexts. Therefore, this is where we also commence our discus-

sion on Smart Learning Environments.

The smart learning environment research context

In a similar way that SC36 has grappled with aligning its program and organizational

structure with evolving technological development, there has been a parallel develop-

ment in conceptualization resulting in establishing smart learning as a new field of re-

search. The International Association of Smart Learning Environments (IASLE) has

defined smart learning as: “an emerging area alongside other related emerging areas

such as smart technology, smart teaching, smart education, smart-e-learning, smart

classrooms, smart universities, smart society. The challenging exploitation of smart en-

vironments for learning together with new technologies and approaches such as ubiqui-

tous learning and mobile learning could be termed smart learning” (IASLE, n.d.).

Smart, however, is a term that has long been associated with computers (Zuboff,

2015, 1988; Bell, 2017; Kallinikos, 2010); it also has high utility across many discourses

and therefore can be problematic when defining it. Thus, IASLE explains that the “ad-

jective ‘smart’ in smart learning involves some similar characteristics to the ones attrib-

uted to a person that is regarded as being ‘smart’” (IASLE, n.d.). But, to proceed with

any technical design activity based on the concept of smart learning there is a need to

do further theoretical groundwork. In the marketplace, where smartphones have been

such a success, smart is arguably just a term that has managed to get traction more
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than intelligent – but it certainly shares similar semantics. Perhaps the problem for in-

telligent is that it has been part of artificial intelligence (AI) for decades and for many

of us that conjures up other meanings.

IASLE also points to three journals for research outputs on smart learning, Interactive

Technology and Smart Education Journal (first volume 2004); Smart Learning Environ-

ments (first volume 2014); and the International Journal of Smart Technology and

Learning (first volume 2016). While the first and oldest journal seems to have fo-

cussed more on the interactive technology and less on building theories on how

these technologies are smart, the last two journals have from the very beginning

tried to define the new overarching concept of smartness related to learning. For

this paper, we first focus on research published in these two journals that aim at

establishing a theoretical foundation for SLEs.

Methodology

In seeking to bridge the research and standardization discourses our work is focused

on conceptualisations, models, and frameworks. Prior to a New Work Item being pro-

posed within the ISO standardization process it is typically the case for a study group

to convene and to likewise undertake such work while also addressing issues such as

market need. In the domain of information technology, conceptual modelling needs to

be tested prior to the next stages of validation which typically involve the specification

of data models and reference implementations. To produce adequate conceptual

models work must first proceed on specifying the conceptual domain through identify-

ing well-formed constructs. Likewise, academic research typically proceeds from speci-

fying a well-formed research question. Thus, for this paper, our research question is:

What candidate constructs from contemporary research into smart learning environ-

ments might lead to a stable and coherent depiction of smart learning environments

that can be progressed within the processes of international standardization?

From the key journals identified above, we have selected five papers for analysis based

on the following questions: what papers in the inaugural issues of the two journals have

the ambition to lay the conceptual groundwork for further research on SLE? and, what

papers bring new theoretical grounding for understanding the ‘smart’ in SLE?

Defining smart
To build an understanding of the characteristics that define smart learning IASLE used

the vernacular definition of smart – as in a person being smart. This follows the line of

argument pursued by one of the early advocates of smart education in China, Professor

Zhu Zhiting of East China Normal University, who defined smart in a keynote presen-

tation to an international audience as the opposite of stupid: “If you don’t quite agree

[..] with the definition of smarter education, then let’s first find evidences of stupid edu-

cation…” (Zhu, 2014). It is easy to find examples of ‘stupid education’; Professor Zhu

mentions “refusing to tailor teaching approaches accordingly and denying individual-

ity”, and “solely emphasizing book-based knowledge while neglecting development of

practical abilities” (Zhu, 2014). Elsewhere, smart is defined through examples of con-

temporary technology trends introduced by any of the players in the international mar-

ket, such as IBM in its report Education for a Smarter Planet (2009). It is also inferred
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in national policy documents such as Keep it Clever by Universities Australia (2014)

and an “ecology of smart learning” in South Korea consisting of self-paced e-learning,

virtual classrooms, mobile learning, collaboration based learning, social learning, simu-

lation based learning, game-based learning, etc. (Lee, 2011). This leads to a preliminary

definition of smart education proposed by Zhu and Bin (2012): “the essence of smarter

education is to create intelligent environments by using smart technologies, so that

smart pedagogies can be facilitated as to provide personalized learning services and em-

power learners to develop talents of wisdom that have better value orientation, higher

thinking quality, and stronger conduct ability.”

In Zhu, Yu, and Riezebos, 2016 concluded “there is no clear and unified definition of

smart learning so far”. Besides the natural explanation that a new and multidisciplinary

research field needs time to develop consensus, we suggest that a well-formed defin-

ition of smart learning requires more conceptual rigor. This is not easy for terms that

already have high usage and utility in everyday conversation. Thus, in earlier work, we

argued that to achieve a good scope statement one must focus on defining what is in

scope, not on describing what is out of scope (Hoel & Mason, 2012). By defining A as

not being B one is bound to establish a fuzzy concept of A with unclear boundaries.

We have observed this line of argument in some of the attempts to define smart learn-

ing. Therefore, in exploring whether a solid theoretical base for smart learning can be

discerned for the next generation of ITLET standardization activities, we examine some

of the initial attempts to define the field.

While the foregoing provides some context for a growing discourse we propose that

standardization processes can also provide useful guidance in how to proceed with de-

fining terminology. For example, ISO 704:2009 Terminology Work – Principles and

methods has been developed for this specific purpose (ISO, 2009). A key principle here

is to identify the constraints of the domain in which a term is used to designate some-

thing and to specify any distinguishing characteristics. Thus, within the domain of

ITLET, terms describe systems and their components. Moreover, as ISO 704:2009 dem-

onstrates, terms and definitions are themselves entities within concept systems in

which terms and definitions are associated with concepts that have relations to other

concepts. The most formal expression of such a concept system is an ontology. Thus,

in reviewing the emerging discourse on smart learning, our methodology has been to

check to what extent the terminology shows such characteristics. It is our expectation

that for this field to mature such an ontology will need to be developed.

Defining smart learning
The journal Smart Learning Environments was launched in 2014 with the aim “to help

various stakeholders of smart learning environments better understand each other's

role in the overall process of education and how they may support each other”. In the

opening article, Spector (2014) focuses on “conceptualizing the emerging field of smart

learning environments” pointing to “three foundation areas that provide meaningful

and convergent input for the design, development and deployment of smart learning

environments: epistemology, psychology and technology”. A smart learning environ-

ment, then “is one that is effective, efficient and engaging” (p. 2). To create a frame-

work for a SLE, Spector extracts characteristics from the three foundational
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perspectives and classifies them according to whether they are necessary, highly desir-

able, or likely (see Fig. 2).

Hwang (2014) identified context-awareness; adaptiveness; and ability to adapt user

interface, subject content, and report learning status as the key criteria of a SLE.

Figure 3 describes the modules of Hwang’s SLE system.

Zhu et al., 2016 define ten key features of a SLE: location-awareness, context-

awareness, social awareness, interoperability, seamless connection, adaptability, ubiqui-

tousness, whole record (of learning path data), natural (multimodal) interaction, and

high engagement.

Zhu et al. (2016) also introduce a ‘smart education framework’, identifying core ele-

ments for successful learning in a digital world (Fig. 4). The core elements identified

are consistent with the Community of Inquiry (CoI) model initially outlined by Dewey

and Pierce and refined for teaching in the digital era by Garrison: teacher presence,

learner presence, and technology presence (Garrison et al., 2010). For Zhu, Sun, and

Riezebos (2016), teacher presence is manifest in terms of instructional design, facili-

tating and directing instructions, and providing technology support. Technology

presence provides connectivity, ubiquitous access, and personalized services; while

learner presence is characterized by autonomous and collaborative learner roles

and efficient technology use.

Koper (2014) defines SLEs as “physical environments that are enriched with digital,

context-aware and adaptive devices, to promote better and faster learning” (p.1). Ac-

cording to Koper, an SLE as a technical system consists of one or more digital devices

added to physical locations of the learner (p. 4). The digital devices are aware of the

learners’ location, context and culture; and they add learning functions to these ele-

ments, such as provision of augmented information, assessment, remote collaboration,

feedforward, feedback, etc. Furthermore, the digital device will monitor the progress of

learners and provide appropriate information to relevant stakeholders.

Fig. 2 Spector’s preliminary framework for SLE (Spector, 2014)
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To identify the requirements for the distinguishing feature of an SLE – that it

provides better and faster learning – Koper introduces the concept of a Human

Learning Interface (HLI), a “set of interaction mechanisms that humans expose to

the outside world, and that can be used to control, stimulate and facilitate their

learning processes”. What HLIs there are to be considered in a SLE are, according

to Koper, depending on what learning theories one subscribes to. Koper also delves

into behaviorism, the cognitive sciences, and social psychology and discerns five

HLIs that together provide a coherent set of levers to influence the quality and

speed of learning (Fig. 5). This representation also shares some commonality with

the famous four-dimensional SECI spiral of knowledge conversion developed by

Fig. 3 Hwang’s framework of a SLE (Hwang, 2014)

Fig. 4 Zhu et al.’s smart education framework (Zhu et al., 2016)
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Nonaka (1990), the founder of modern knowledge management – where SECI

stands for socialization, externalization, combination, and internalization. In Koper’s

model, identification represents the new situations and events in the world;

socialization represents the settings, the social norms, values, customs, etc.; cre-

ation represents the activities to produce outputs; practice represents knowledge

and actions that are repeated to prepare for high performance in future situations;

and reflection represents creating representations of representations transforming

initial representations and behaviors evident from practice.

An extended definition of Koper’s SLE, with both the technical and pedagogical

characteristics covered, is therefore the “physical environments that are improved

to promote better and faster learning by enriching the environment with context-

aware and adaptive digital devices that, together with the existing constituents of

the physical environment, provide the situations, events, interventions and observa-

tions needed to stimulate a person to learn to know and deal with situations (iden-

tification), to socialize with the group, to create artifacts, and to practice and

reflect” (Koper, 2014, p. 14).

Finding a theoretical grounding of SLEs

Of the papers discussed, only Spector (2014) and Koper (2014) attempt to ground their

conceptualization of a SLE in theoretical fields that underpin learning theories; how-

ever, their approaches are substantially different. For Spector, there is a serendipitous

and associative way of searching for a theoretical grounding in the question: How do

these perspectives inform the development of a conceptual framework for smart learning

environments? Perhaps there are a few characteristics from these foundational perspec-

tives that can be extracted and used as a preliminary set of indicators of the smartness

of a learning environment (Spector, 2014, p. 7).

In Spector’s framework (Fig. 2) each new scan through philosophical, psychological

and technological perspectives will lead to new characteristics that are classified related

Fig. 5 Five human learning interfaces identified by Koper (2014)
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to their desirability according to metrics that are highly contextual and temporal (e.g.,

efficiency, innovative). The model is without boundaries, as there are no limits to the

number of iterations in search for characteristics.

In contrast, Koper has scrutinized learning theories with the aim to develop a com-

prehensive, but limited set of human learning interfaces that can play a role in an

implementable SLE. Three core interfaces must be supported to initiate a learning ac-

tivity: identification, socialization and creation. For better and faster learning to happen

two meta interfaces must be supported: practice and reflection.

The contributions of Hwang (2014), and Zhu et al. (2016) have more in common

with Spector’s approach than with Koper’s. Hwang lists characteristics of a dynamic

system (context-awareness, adaptiveness, personalized), and keep his model open to

any new technology trend to appear. Zhu, Sun, and Riezebos (2016) also list desirable

characteristics of learning technologies, stopping at ten, but leaving the framework

open to include any new approach in fashion. In the latter, a framework is abstracted to

a level where everything involving a teacher, a learner and technology is considered be-

ing part of SLEs.

In conclusion, this brief comparison of these conceptual papers demonstrates a lack

of work grounding ideas of intelligent and self-regulation technical systems in learning

theories that could indicate which interfaces to influence to achieve the aims of better

and faster learning. Arguably, the work of Koper (2014) is an exception. His five HLIs

are derived from cognitive sciences, and they constitute a firm base for interfacing

whatever new mode of technology supported activity to be found with the learning op-

erations of the individual. In the following, we model Koper’s conditions for effective

smart learning environments, to see if this contribution could be used as a basis for fur-

ther design work in the context of ITLET standardization.

Constructing a SLE reference model – The Core
To validate the concepts defined in Koper (2014) against requirements derived from

ITLET standardization use cases we have constructed a SLE core reference model de-

scribed in Fig. 6.

The elements of model can be described as follows: A Learning Instance, the key

element to be observed in a SLE system, is a unit of learning that has activated the

main activities represented in learning, which are accessible through HLIs. The Learn-

ing Instance is instantiated through input from the Physical Environment, and through

other contextual influence factors, e.g., a teacher defines a task, set up an event, define

goals, etc.; and the teacher make interventions that presuppose the use of digital de-

vices. For learning to happen, the learner must identify the situation (task, learning

goals, schedule, etc.); the learner must interact with other learners, directly or indir-

ectly; the learner must create outputs to externalize learning achievements; and the

learner must perform meta activities through Practicing and Reflection. SLE system

sensors monitor each activity of a learning instance; the observations are fed back to a

Context-awareness & Adaptiveness engine that adjusts the input factors for the next

learning instantiation.

Testing the SLE reference model can be done in two steps. First, the model must

withstand requirements coming from other SLE conceptualizations. Second, the model

must prove itself useful for the main purpose of this research that is related to further
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standards development: Will the model work as a framework for ITLET standards de-

velopment? To reach a conclusive answer this will need testing. Additionally, ‘reference

implementations’ can support the standardization process in contexts where innovation

in technology is fast moving.

Testing against smart learning theories

We have characterized a number of conceptualizations of SLE as open and associative,

while the model we have defined, based on Koper’s (2014) work, is proposed to be

more complete. We have wanted to develop a model that can integrate new smart in-

novations without having to introduce new system elements. To test the completeness

of the model we contrast it with the framework of smart learning introduced in a re-

cent book on smart learning in smart cities by Liu et al. (2017). Will the four types of

support technologies for smart learning identified in their framework easily be inte-

grated in the SLE model?

Figure 7 describes the smart learning framework of Liu et al. (2017). The model posi-

tions the learner in the centre, and consists of four levels (learning experience, support

technologies, learning scenarios, and basic principles of teaching and learning).

Four support technologies for smart learning are identified (p. 38). Of type 1, awareness

and adaptive technologies, artificial intelligence, sensors, and auto deduction are men-

tioned with applications that identify type of learning situation, provide diagnosis of

learners’ problems, personalized learning resources, social matching, and suggestions

about learning activities. In the SLE reference model (Fig. 6), these support technologies

Fig. 6 SLE core reference model (based on Koper, 2014)
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will be part of Digital Devices; Observations will register data from sensors logging Learn-

ing Instance activities; and the Context-awareness & Adaptiveness engine will provide the

services described and set up Situations & Events, design Interactions, etc. The SLE

reference model accommodates the first type of support technology requirements well;

however, we observe that there is a need to specify more in detail the reasoning engines

that are part of the adaptive system.

Within this type of support technology, Liu et al. (2017) also list environment percep-

tion technologies, like RFID, video monitoring, etc. These are covered by the Physical

Environments in the SLE reference model.

Type 2 is assessment and support technologies, i.e., teaching assessment technologies

(association rules, data mining) and learning support technologies (augmented reality,

3D printing, rich media, learning terminal). Also, these technologies are accommodated

by the SLE reference model, following the same pattern as for Type 1 technologies.

Type 3 is tracking and analytic technologies, of which Liu et al. (2017) identified dy-

namic tracking technologies like motion capture, emotion calculation, eye-movement

tracking; and learning analytics technologies (Classroom teaching effect analysis, inter-

active text analysis, text mining, video, audio and system log analysis). These technolo-

gies could also be fitted in the SLE reference model. However, we see that the model

Fig. 7 Framework of smart learning (Liu et al., 2017)
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could gain more explorative strengths if the reference framework could be extended

with information models detailing data flows between sensors and analytical systems.

Type 4 is organization and reconstruction technologies, which Liu et al. (2017)

describe as learning object and semantic web. These are content management tech-

nologies that are mainly covered by the Situations & Events element of the SLE

reference model.

In conclusion, we see that the technology requirements for smart learning identified

by Liu et al. (2017) do not break the SLE reference model based on Koper’s work

(2014). When technological aspects of smart learning are identified, it is the dynamic

aspects of the model related to reasoning capabilities and feedback to system compo-

nents that are valued. However, the pedagogical insights that are modeled in the differ-

ent learning activities described in the model, and which are an important part of the

SLE reference model, are not so much requested when contrasted with technological

aspects of the Liu et al. smart learning framework. This might point to a potential

weakness of the model for the use in a ITLET standardization framework. Even if a

model does not break when tested against new requirements, it does not imply that the

model is able to drive new development, e.g., in ITLET standardization. We will come

back to this question after we have tested the model against requirements coming out

of scoping activities in the standards community we use as a case in this paper.

Testing the SLE model against SC36 requirements

A challenge for SC36 is how to bring order to ad hoc study groups: augmented reality

and virtual reality (AR&VR); smart learning environments and smart classrooms; digital

badges; MOOCs; blockchain (electronic distributed ledger technologies; collaborative

learning communication with social media; privacy and data protection for LET; etc.

The challenge for SC36 is twofold:

1. How to fit new work items into an existing organizational structure; or,

2. How to specify a domain framework that can produce the required new work items,

and at the same time, support effective organization of work?

Bringing the SLE reference model (Fig. 6) into the picture, again we see that the

themes listed above will fit in the model; however, a lot of specifications need to take

place that are not explicated in the general SLE model. For example:

� AR&VR: These technologies typically extend both the cognitive and experiential

domain with dedicated digital devices or application. Because AR and VR extend

the scope of learning experience, however, questions arise as to what learner model

is adequate for the learning session, etc. These issues are only implied in the SLE

reference model.

� Digital badges: The Context-awareness & Adaptiveness engine will have access to

assessment history and competency framework: these entities are not described in

the model.

� Blockchain: This class of technologies is not covered in the model, other than as

part of Observations.
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� Privacy & data protection: These issues are not covered by the model; however, the

human learning interface elements provide conceptual support for discussion of

these issues.

The above discussion has identified technologies that the SLE model must accommo-

date. To generalize this, we need to ask, is the model adequate in identifying new work

items for standardization?

One advantage of the model is its grounding in pedagogical theories with the defin-

ition of HLIs that are used to set up a learning instance. The five artifacts that are part

of a learning instance could be used both for exploring potential standardization chal-

lenges, and for validation of existing projects. The reasoning behind the latter proposal

is that all systems in a SLE must address one or more HLI to make learning happen.

The model distinguishes between running a learning instance and setting up a learning

instance. This might give inspiration to interesting standards projects.

The SLE model makes a distinction between physical and digital/virtual environ-

ments. This might lead to exploration of metrics for physical environments, project

ideas that we have seen resonate with some Chinese interests (project proposal for de-

fining standards for smart classrooms).

Otherwise, we note that the dynamic aspects of the model are represented as a sim-

ple feedback loop driven by Observations and managed by Context-awareness and

Adaptiveness engines. This would need further specifications to be able to drive devel-

opment of new standards projects.

In conclusion, the SLE reference model has some qualities as a reference framework

for standards development. It could serve as a core model for how a learning instance

is set up. However, in order to drive standards development contextual aspects of learning

should be included in a SLE framework, i.e., aspects that captures the social-cultural per-

spective of learning (Engestrom, 2007), and how learning instances are configured in in

time, locale, organization, etc. This is the focus of the next part of constructing a SLE ref-

erence model in this paper.

Constructing the SLE context model
Conceptual work in smart learning has been complemented with laboratory work set-

ting up and testing smart classroom solutions. In USA, Uskov and colleagues have set

up a smart classroom lab at Bradley University to test out different components of

next generation smart classroom systems (Uskov et al., 2015; Uskov et al., 2015;

Uskov et al., 2017).

Inspired by a presentation by Derzko (2007), Uskov et al. (2015) developed an

intelligence level ontology to classify different smart systems. In Table 1 we have used

this ontology to analyze different pedagogical activities, different technologies, and dif-

ferent standardization challenges that follow from the different smartness levels of SLE.

We see that the more advanced the SLE systems are, the more difficult it is to iden-

tify pedagogical practices, examples of technologies used and acknowledged

standardization challenges. One explanation for this observation is that developing new

technologies for learning and new practices is work-in-progress. We would compare

this to the turn experienced by the field of Artificial Intelligence some years ago when

they came out of the AI winter through a combination of processing power and use of
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big data. The point was not to mimic human intelligence but to mine the intelligence

that was buried in the data to make the machine learn how to solve certain tasks. Our

claim is that we are in a similar situation regarding the utilization of SLEs.

In Fig. 8 we describe the driving forces of smartness in SLE and the corresponding

smartness levels. Systems that can adapt, sense and infer what is going on within a

learning scenario may also be based on real-time human intelligence as well as that

captured in the form of metadata ontologies, learner models, learning designs, etc.

However, when the systems start to learn and to predict actions without any human

management, and then self-organize and act as an independent agent in a learning sce-

nario, the system is prone to be based on machine intelligence and driven by big data.

The model in Fig. 8 complements the SLE core model we developed. While the

latter model describes how learning is initiated, the new model describes how the

learning environments – the learning context – is set up and what affordances are

to be expected.

With these two models as tools we will now turn to the challenges of the stan-

dards community in SC36 to come up with a strategy for creating new work items

that could make the new SLEs more interoperable. This is the focus of the next

section in this paper.

Iterations of standardization
The relentless development of new learning technologies and new pedagogical practices

has led to conceptualization of techno-pedagogical frameworks, such as TPACK (Koeh-

ler & Mishra, 2009; Ferguson et al., 2017). Technically speaking, however, SLEs are part

of a wider context of architectural development in the ITLET domain. For more than

two decades there has been numerous initiatives aimed at defining or abstracting

frameworks in which all relevant learning technology systems are modelled. A success-

ful further development of the SLE will require a good grasp of the context – but, what

are the pivotal elements in the different architectures; and even more importantly, what

Fig. 8 Driving forces for different smartness levels in SLE (Based on Uskov et al., 2015)
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are the pedagogical principles that are supported by each framework? This latter ques-

tion will likely prove more challenging because ‘smartness’ is not exclusively a ‘systems’

feature; moreover, when pedagogy is a consideration then the technical work on learn-

ing design that has been proceeding since early in the millennium is likewise an im-

portant consideration (IMS GLC, 2003b).

In the following, we highlight some prominent initiatives that have made an impact

on the ITLET standards community since the turn of the century.

IEEE learning technology systems architecture (LTSA)

The 2003 IEEE Learning Technology Systems Architecture (LTSA) (Fig. 9) represents

the first purpose-built learning technology standard (IEEE, 2003). The standard has

now been deprecated as it is no longer an adequate representation of the complex sys-

tems that are now used in ITLET. Nonetheless, as a stable reference point, it served its

purpose and it is a concise rendering of the thinking at the time. What can we learn

from this? Modelling the ITLET domain is an ongoing challenge in which new com-

plexity is introduced with each new innovation in technology.

Thus, when defining the LTSA, IEEE defined the purpose of developing system archi-

tectures in general:

[it] is to create high-level frameworks for understanding certain kinds of systems,

their subsystems, and their interactions with related systems, i.e., more than one

architecture is possible.

An architecture is not a blueprint for designing a single system, but a framework for

designing a range of systems over time, and for the analysis and comparison of these

systems, i.e., an architecture is used for analysis and communication.

By revealing the shared components of different systems at the right level of generality,

an architecture promotes the design and implementation of components and

subsystems that are reusable, cost-effective and adaptable, i.e., abstract, high-level

interoperability interfaces and services are identified. (IEEE, 2003).

At the turn of the century, e-learning was still largely conceived as delivery of learn-

ing resources to a learner supported by a coach, with the aim of being evaluated; how-

ever, by this time it was also evident that for education communications is as essential

Fig. 9 LTSA system components (IEEE, 2003)
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as information and the acronym ICT (information and communications technology)

soon became commonplace. The importance of interaction and collaboration in the

ITLET domain can also be seen in the emergence of sub-fields such as Computer

Supported Collaborative Learning (CSCL).

IMS abstract framework

In the same year as the IEEE LTSA was published the IMS Global Learning Consortium

(IMS GLC) also published its version of an Abstract Framework depicting the bigger pic-

ture of the technical specifications environment (IMS, 2003a). It is also of interest here

that in the early years of its existence the IMS GLC branded its mission as “defining the

internet architecture for learning” (Rada, 2001; Mason, 1999).

The framework (Fig. 10) defined four layers, an application layer; an application ser-

vices layer; a common services layer; and an infrastructure layer.

As the IMS Abstract Framework is more abstract than LTSA, it is not that obvious

what pedagogical requirements that are built into the framework. When a framework is

too abstract, the threat is that it is passing above the head of the developers that should

use it, which might have been the fate of this IMS initiative.

Oki

Shortly after the Massachusetts Institute of Technology (MIT) announced its bold

Open Courseware initiative to the world, making its courses and programs freely ac-

cessible for scrutiny it also initiated the Open Knowledge Initiative (OKI) was also

launched (MIT, 2002; Thorne et al., 2002). This project signalled a move towards a

service-oriented approach for defining ITLET architectures, developing Open Service

Interface Definitions (OSIDs) as programmatic interface specifications describing ser-

vices. These interfaces were to achieve interoperability among applications across a var-

ied base of underlying and changing technologies. Given the subsequent revolution in

cloud services that rendered many enterprise architectures redundant, OKI can be now

seen as a bellwether of change. It is unfortunate however, that MIT has not maintained

its archive on its website associated with this initiative – also signalling that innovation

in digital infrastructure is itself fragile and subject to disappearance. It is worth noting

here, however, the scope of OKI also reached beyond the learning domain by explicitly

acknowledging knowledge as much as learning. At that time, there was a rich emergent

Fig. 10 IMS abstract framework (IMS, 2003a)
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discourse that articulated the notion of shared services between knowledge-based sys-

tems and learning (Mason et al., 2003).

JISC E-learning framework

When service-oriented architectures became popular around 2005, the UK’s Joint Infor-

mation Systems Council (JISC) an ICT support agency for universities developed a

service-oriented view of e-learning (Fig. 11). Sorting services in three categories: simple

user agents, learning domain services, and common services, JISC developed a frame-

work to “enhance learning by creating an open programming environment that sup-

ports sharing and pedagogical experimentation” (JISC, n.d.). This framework became

the forerunner to an international collaboration in 2006–2007 known as the e-Frame-

work for Education and Research and sponsored by government agencies in the UK,

Australia, New Zealand, and The Netherlands. This framework proved useful as a refer-

ence within ISO/IEC/TS 20013:2015 – A reference framework of ePortfolio information

published by SC36 as a Technical Specification in 2015.

ADL – The Total learning architecture

Fifteen years after IEEE started developing general architectural frameworks for e-

learning and Advanced Distributed Learning (ADL), the US Department of Defense

program that developed the Sharable Content Object Reference Model (SCORM)

(ADL, 2004), embarked on new work focused on developing a “total learning architec-

ture” (TLA) (ADL, 2016). While SCORM is arguably the most implemented ITLET

standard in the world, and continues to serve a purpose in some contexts, ADL has

identified further standards development that aligns more with the cloud-services and

data-rich contemporary environment. SCORM was architected to specify the runtime

requirements of maintaining sessions for the single-learner undertaking self-paced

learning within an enterprise environment. In other words, it was very specific. In re-

cent years ADL has developed xAPI (the eXperience API), which can be understood as

an architecture that places an individual’s experience, data outputs and requirements as

the centrepiece as distinct from the content in SCORM. xAPI specifies an interface

allowing different systems to share data tracking all kinds of learning activities. While

xAPI is positioned well to accommodate much of the innovation in the learning

Fig. 11 The JISC E-Learning framework
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analytics space it should also be understood as serving a specific purpose and is only

an activity stream format. Thus, ADL has also been progressing work on the Total

Learning Architecture (TLA), depicted in Fig. 12 as an organic ecosystem.

The TLA is the development initiative that comes closest to the ideas of a smart

learning environment as described in the papers referenced above outlining the ideas of

smart learning.

In Table 2 we have classified the above high-level standardization frameworks accord-

ing to criteria used in the SLE models.

In reviewing these various abstract frameworks and architectures, five important

themes can be identified:

1. A progression from a focus on modelling systems in which content was the primary

component toward ecosystems that facilitate interaction and activities in which the

learner is now the centrepiece.

2. Activity data from learners and other entities (instructors and platforms) is what

drives the interworking of modules, systems and processes.

3. Standards and specifications development has shifted emphasis from big picture

descriptions to targeted solutions for specific requirements. Broad frameworks are

still needed, but what standards activities cycle between rendering abstract frameworks

that represent key components of an ecosystem to specifying IT requirements of a

specific component or group of services.

4. Application Programming Interfaces (APIs) are the points of integration or

interoperability, where the service innovation is driven to the periphery relying

on stable conduits of information through well-defined APIs.

5. Architectural models must deal with new complexities and can only realistically be

dealt with when decomposed into autonomous modular subsystems or services.

Fig. 12 Total Learning architecture (ADL, 2016)
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Conclusions and further development
In this paper, our concern has been to connect two discourses: research into smart

learning and digital technology standardization. The primary motivation for doing so

has been to identify the common aspects and core constructs that might form the basis

of a meta-framework, thereby adding value to both discourses. Our analysis to date in-

dicates that pursuing this represents a logical next frontier for international ITLET

standardization. The most promising candidate constructs for this purpose can be

drawn from the work Koper (2014) and Uskov et al. (2015). We believe we have pro-

vided the basis for the synthesis required to progress standardization of a smart learn-

ing framework.

Our analysis also reveals numerous questions that require further investigation if

such an endeavour is to prove fruitful. The following list is indicative:

� What sub-systems can be identified and defined as both self-contained and interoperable

within a SLE?

� What lessons can we draw from reviewing the abstract modelling of earlier standards

and specification development associated with ITLET?

� In what ways might digital infrastructure development (inclusive of specifications

and standards development) undertaken by organizations with a broader remit then

ITLET standardization, such as the World Wide Web Consortium (W3C) and the

Internet Engineering Task Force (IETF), inform both discourses in this paper?

� How many abstractions can adequately represent a SLE?

� How will we ensure that the developed SLE standardization framework is grounded

in sound and stable theories of learning, so that it withstands new trends in

pedagogical practices?

Our analysis suggests that for both fields of analysis – research into smart learning

and ITLET standardization – there is a need for conceptual development that estab-

lishes frameworks that will guide and encourage further development. In this paper, we

have developed two models, a core model of smart learning processes (Fig. 6), and a

model of characteristics of the environment, in which smart learning take place (Fig. 8).

Our claim is that these models can inform the development of an ITLET

standardization agenda. For example, there are no activities in early 2018 on data-driven,

Table 2 How development of standard frameworks is positioned in relation to SLE

Standards frameworks Level of smartness Data-driven? Pedagogical model

LTSA Pre SLE model No Content-driven

IMS Service layer model
anticipating adaptive
systems

No N/A

OKI Service-oriented
interfaces - a
precondition for
adaptive systems

No Knowledge system view

JISC Service-oriented No, based on predefined
metadata models

Heterogeneous pedagogies
afforded by the tools made
available

ADL-TLA Self-organizing Yes Heterogeneous
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self-organized learning environments – the highest smartness level represented in Fig. 8.

However, if the core model described in Fig. 6 is used to develop requirements for such

an agenda socio-cognitive issues are bound to be raised. Among questions asked would

be: How will self-organized environments support socializing? How are artefact cre-

ation being facilitated? And how are practice and reflection observed and acted upon

to self-adjust the environment?

Above, we have noted that APIs more and more will be points of interoperability;

and as interoperability is often a prominent goal of standardization one could declare

job done if the results from the services the APIs connect to fulfil requirements. The

problem, however, with this approach is that large parts of the infrastructure will be

black boxes outside the scope of both standardization and public knowledge. This is

hard to avoid when relying on AI technologies and big data, which are integral parts of

self-organizing systems. The understanding of what algorithms do behind the scenes is

limited; and the logic developing them is very different from what happens in

standardization. This poses challenges to designing a framework to drive further

standardization of SLEs since the top-down, deductive logic of traditional standards-

making is not what makes data-driven, incremental machine-learning work.

In progressing the abstract modelling work there is clearly a case for the development

of a formal ontology describing the field based largely on the work done by Uskov et al.

(2015). The problem with a conceptualization of SLE that is too loosely defined is that

it will be too weak to guide further research. The same observations hold for the IT ar-

chitectures we have analysed. In emphasizing the heuristic and pragmatic aspects of

framework development there is a need to be explicit about the defining criteria for

which direction to go. We would suggest that it is essential to clarify stakeholder per-

spective and domain relationship. A clearer stakeholder perspective and better under-

standing of the domain in which the solutions will be implemented will serve as an

antidote to the technology focus that has characterized both fields. The range of con-

tent and delivery modalities, the ubiquity of learning, and the variety of facilitation –

both human and machine supported – all make it clear that a one-framework-fits-all

approach is obsolete. Therefore, we suggest a developing strategy that follows a two-

pronged approach as follows.

First, create a top-level framework that is simple, robust, and informed by peda-

gogical perspectives that are themselves informed by innovation with digital technology.

The model described in Fig. 6 is in our opinion a candidate for further development.

Second, create smaller, well-defined domain models from different stakeholder perspec-

tives, e.g., model describing ITLET environment for learner in math at primary educa-

tion, or model describing ITLET environment for language teacher in online and

distance learning.

The justification for suggesting this approach is the state-of-affairs implicit in the

emerging field of SLE. From a situation of rapid change and influx of new technologies

we can assume that technological problems are to be solved; there are now other issues

related to semantic, organizational, legal and political interoperability that are the bar-

riers. Therefore, in standards development we need frameworks that serve a broader

agenda than only technical interoperability. In the field of SLE, there is a need for

frameworks that support a research agenda as well as a political agenda of being

‘smart’. Our analysis also suggests that some specific strategies for making progress
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would involve scrutiny of SLE test implementations and reference models of published

standards to assure that modelling of the framework is based on stakeholder require-

ments. Therefore, to achieve optimum outcomes, it is important that further develop-

ment takes place in collaboration between research and development, the standards

community, and end-users testing out systems under proposal.
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Abstract: There is a gap between people’s online sharing of personal data and their concerns about 
privacy. Till now this gap is addressed by attempting to match individual privacy preferences with 
service providers’ options for data handling. This approach has ignored the role different contexts play 
in data sharing. This paper aims at giving privacy engineering a new direction putting context centre 
stage and exploiting the affordances of machine learning in handling contexts and negotiating data 
sharing policies. This research is explorative and conceptual, representing the first development cycle 
of a design science research project in privacy engineering. The paper offers a concise understanding 
of data privacy as a foundation for design extending the seminal contextual integrity theory of Helen 
Nissenbaum. This theory started out as a normative theory describing the moral appropriateness of 
data transfers. In our work, the contextual integrity model is extended to a socio-technical theory that 
could have practical impact in era of artificial intelligence. New conceptual constructs as ‘context 
trigger’, ‘data sharing policy’, ‘data sharing smart contract’ are defined, and their application are 
discussed from an organisational and technical level. Contributions to design science research is 
discussed and the paper concludes with presenting a framework for further privacy engineering 
development cycles.

Keywords: privacy engineering; contextual integrity; context; context trigger; personal data; online 
data sharing

1. Introduction 

People who are concerned about privacy do not necessarily make choices about data sharing reflecting 
the gravity of their concerns. This gap defines the “privacy paradox”, observed in a number of studies 
(Baruh, Secinti, & Cemalcilar, 2017; Norberg, Horne, & Horne, 2007; Taddei & Contena, 2013). In 
real life, intentions only explain part of our behaviour (Sheeran, 2002). In online practices, this is 
demonstrated by the fact that most of us use popular online search engines, well knowing the ‘free 
services’ are paid for by sharing our personal data. The gap to be concerned about, however, is not 
that our actions do not follow our intentions, but the fact that available privacy solutions are so far 
behind our online practices. We share an unprecedented amount of personal data aligning our lives to 
data-driven smart cities, smart public services, intelligent campuses and other online practices 
utilising artificial intelligence (AI). We know little about how this data is used. When pushing back, 
for example using the European General Data Protection Regulation (GDPR) to stop blanket 
acceptance of opaque privacy policies, we only seem to get more obfuscation, having to fight pop-up 
windows asking for permission to use our private data for every new site to be accessed. To close the 
gap and prevent ‘privacy fatigue’ (Choi, Park, & Jung, 2017) we need better privacy solutions, but 
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both the research and design community are struggling to see where the solutions should come from.

This paper is premised on what some may characterise as a defeatist position on data sharing: We will 
not be able to scale back sharing of personal data, no matter how much we appeal to the GDPR 
principles of purpose limitations and data minimization (EU, 2012). The craving for data exposing our 
behaviour as consumers, citizens, and persons caring for our health and cognitive development is 
already strong (Mansour, 2016). And it is being strengthened by the AI arms race, where the fierce 
competition lessen the appetite to address contentious AI issues, such as data privacy, public trust and 
human rights related to these new technologies (Nature, 2019). The challenge needs to be addressed 
by stepping up efforts in privacy engineering searching for more adequate solutions to manage 
personal data sharing in a world of digital transformation.

This paper aims at advancing privacy engineering through contributions addressing both semantic, 
organisational and technical aspects of future solutions. In the Background section we pinpoint the 
weaknesses of current discourse on privacy and point to a better understanding of context as a fruitful 
direction of development. In the following sections we construct conceptual artefacts and draw up 
designs that may support digital practices in a society embracing big data and more and more use of 
artificial intelligence.

2. Background

In this paper we want to advance the field of privacy engineering, defined by Kenny and Borking as 
“a systematic effort to embed privacy relevant legal primitives into technical and governance 
design” (Kenny & Borking, 2002, p. 2). We would argue that not only legal primitives need to be 
embedded, but realise that adding philosophical, social, pedagogical and other perspectives make 
privacy engineering utterly complex. No wonder Lahlou, Langheinrich, and Röcker (2005) found that 
engineers were very reluctant to embrace privacy: Privacy “was either an abstract problem [to them], 
not a problem yet (they are ‘only prototypes’), not a problem at all (firewalls and cryptography would 
take care of it), not their problem (but one for politicians, lawmakers, or, more vaguely, society), or 
simply not part of the project deliverables” (Lahlou, Langheinrich, and Röcker, 2005, p. 60). When 
the term “privacy” is so often misunderstood and misused in HCI (Barkhuus, 2012), there is a need to 
converge on a subset of core privacy theories and frameworks to guide privacy research and design 
(Badillo-Urquiola et al., 2018), taking into account the new requirements of data-driven society 
(Belanger & Crossler, 2011). 

Figure 1 gives an overview of how privacy theories have developed from mainly focusing on the 
individual handling “small data” to dealing with data sharing in group and societal settings, where 
new technologies using big data set the scene. In this paper, we see the development of a contextual 
approach to privacy as necessary to make progress within privacy engineering.

In their interdisciplinary review of privacy-related research Smith, Dinev, and Xu (2011) found that 
definitional approaches to general privacy could be broadly classified either as value-based or 
cognate-based (the latter related to the individual’s mind, perceptions, and cognition). Sub-classes of 
these definitions saw privacy as a right or a commodity (that could be traded for perceived benefits), 
or privacy as individual control of information, or as a state of limited access to information. The 
problem with these theories is their lack of explanatory power when it comes to shed light on the 
boundaries drawn between public and private information in actual online practices in our digital age 
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(Belanger & Crossler, 2011; Smith, Dinev, and Xu, 2011). In Figure 1 we have indicated that when 
met with challenges from group level interactions in data-rich networked environments both value-
based and cognate-based theories will be drawn towards contextual perspectives on how information 
flows. We would claim that when boundaries between private and shared information are negotiated
—often mediated by some ICT tool—the perspectives from the individual privacy theories may play 
an active role. There will still be arguments referring to individual data ownership and control, data 
sharing with a cost-benefit considerations and  trade-offs, or the ability to uphold solitude, intimacy, 
anonymity or reserve (the four states of individual privacy identified by Westin (2003). However, 
these perspectives will serve as a backdrop of deliberations that require another set of privacy 
constructs, for which context will serve as the key concept.

Figure 1. Development of privacy theories toward a contextual perspective (based on Smith, Dinev, & 
Xu (2011) and  Nissenbaum (2010)).

It may be objected that to highlight context may just be to exchange one elusive concept (privacy) 
with another borderless concept (context). Smith, Dinev, and Xu (2011) were not at all sure that 
context-driven studies may produce an overall contribution to knowledge, “unless researchers are 
constantly aware of an over-arching model” (ibid., p. 1005). To contribute to an understanding of 
privacy context we have pointed to the theory of Contextual Integrity (CI) as a candidate for further 
development (see Figure 1). In the following we introduce the CI theory, focussing on how this 
theory’s concept of context is to be understood.

2.1. The Contextual Integrity theory

Over the last fifteen years, CI has been one of the most influential theories explaining the often 
conflicting privacy practices we have observed along with the development of ubiquitous computing. 
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When Helen Nissenbaum first launched CI, she used philosophical arguments to establish “[c]ontexts, 
or spheres, [as a] a platform for a normative account of privacy in terms of contextual 
integrity” (Nissenbaum, 2004, p. 120). The two informational norms she focussed on were norms of 
appropriateness, and norms of information flow or distribution. “Contextual integrity is maintained 
when both types of norms are upheld, and it is violated when either of the norms is violated” (ibid, p. 
120). 

Privacy norms are not universal, “contextual integrity couches its prescriptions always within the 
bounds of a given context” (Nissenbaum, 2004, p. 136). Non-universal norms may seem like an 
oxymoron, as a norm is supposed to cover more than one case. What role does CI give to context is a 
key question we see the originator of the theory grapples with in the 2004 article. “One of the key 
ways contextual integrity differs from other theoretical approaches to privacy is that it recognizes a 
richer, more comprehensive set of relevant parameters,” Nissenbaum (2004, p. 133) states, reflecting 
on her application of CI on three cases (government intrusion, access to personal information, and to 
personal space) that has dominated privacy law and privacy policies in USA. However, access to 
more detail—a richer set of parameters—does not alter the way traditional privacy approaches have 
worked, implying violation of privacy or not from the characteristics of the setting matched against 
individual preferences. As Barkhuus observes, 

“It (..) appears rather narrow to attempt to generate generalized, rule-based principles about personal 

privacy preferences. Understanding personal privacy concern requires a contextually grounded awareness 

of the situation and culture, not merely a known set of characteristics of the context.” (Barkhuus, 2012, p. 3)

This questions on how context should be understood in relationship to preference—as something 
more than characteristics of individual preferences—represents a research gap that will be addressed 
in this paper as it goes to the heart of the privacy discourse: Where are norms of appropriateness of 
the exchange anchored—internally or externally—in the value system of the individual or in the 
negotiated relationships to others in situations?

First, we will explore how context is to be understood, before we return to the the question of how 
preference and context are related.

2.2. Understanding context

Context is the set of circumstances that frames an event or an object (Bazire & Brezillon, 
2005). This generally accepted meaning of the term is not very helpful when wanting to use 
it in a specific discipline where we need a clear definition. There are, however, many 
definitions of context to choose from. Bazire and Brezillon (2005) collected a corpus of more 
than 150 definitions, most of them belonging to cognitive sciences (artificial intelligence 
being the most represented area). In human cognition, they note, there are two opposite 
views about the role of context. The first view considers cognition as a set of general 
processes that modulate the instantiation of general pieces of knowledge by facilitation or 
inhibition. In the second view (in the area of situated cognition), context has a more central 
role as a component of cognition by determining the conditions of knowledge activation as 
well as the limit of knowledge validity. 
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These two opposite views have parallels with our question above about the basis of a 
decision on appropriateness of data exchange. Context may have an internal nature, or an 
external one. “On the one hand, context is an external object relative to a given object, when, 
on the other hand, context belongs to an individual and is an integral part of the 
representation that this individual is building of the situation where he is involved. 
According to this second viewpoint, “context cannot be separated from the knowledge it 
organizes, the triggering role context plays and the field of validity it defines”.” (Bazire & 
Brezillon, 2005, citing Bastien, 1999). 

In the context of privacy deliberations, in this paper we would follow the second viewpoint 
focusing on knowledge organisation. Context is itself contextual; context is always relative 
to something—described as the focus of attention. For a given focus, Brézillon and Pomerol 
(1999) consider context as the sum of three types of knowledge. Contextual knowledge is the 
part of the context that is relevant for making decisions, and which depends on the actor and 
on the decision at hand. By definition, this creates a type of knowledge that is not relevant, 
which Brézillon and Pomerol (1999) call external knowledge. However, what is relevant or not 
evolves with the progress of the focus, so the boundaries between external and contextual 
knowledge are porous. A subset of the contextual knowledge is proceduralised for addressing 
the current focus. “The proceduralized context is a part of the contextual knowledge that is 
invoked, assembled, organized, structured and situated according to the given focus and is 
common to the various people involved in decision making” (Brézillon, 2005, p. 3), see 
Figure 2.

Figure 2. Different kind of context knowledge (Based on Brézillon & Pomerol, 1999)

The first point of view on contexts discussed above—modulation of external object by 
facilitation or inhibition—has similarities with what we could call a preference approach 
(matching individual preference characteristics with alternative actions). In the next sections 
we will explore limitations to this approach reviewing literature from the field of 
personalised learning and privacy standardisation.

2.3. Limitations of a preferences approach
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The individual privacy preference approach has similarities with the approach of personalised 
learning (Campbell et al., 2007), which has been critiqued for lack of nuanced understanding for how 
the needs of different learners can be understood and catered for in school. Prain et al. (2012) argues 
that the critical element in enacting personalised learning is the ‘relational agency’ operating within a 
‘nested agency’ in the development of differentiated curricula and learners’ self-regulatory capacities. 

“The construct of ‘nested agency’ recognises that the agency of both groups [teachers and learners] as they 

interact is constrained by structural, cultural and pedagogical assumptions, regulations, and practices, 

including prescriptive curricula, and actual and potential roles and responsibilities of teachers and students 

in school settings.” (Prain et al., 2012, p. 661)

The main lesson learnt from the well researched field of personalised learning is the need for a better 
understanding of the contexts, in which the learning occurs.

A special group of learners are persons with disabilities. ISO/IEC published in 2008 the Access for 
All standard aiming “to meet the needs of learners with disabilities and anyone in a disabling 
context” (ISO, 2008). The standard provided “a common framework to describe and specify learner 
needs and preferences on the one hand and the corresponding description of the digital learning 
resources on the other hand, so that individual learner preferences and needs can be matched with the 
appropriate user interface tools and digital learning resources” (ISO, 2008). The Canadian Fluid 
Project has proposed to use the same framework to define Personal Privacy Preferences, working as 
“a single, personalized interface to understand and determine a privacy agreement that suits the 
function, risk level and personal preferences”, so that, “private sector companies would have a 
standardized process for communicating or translating privacy options to a diversity of 
consumers” (Fluid Project, n.d.).

Using the ISO 24751:2008 framework to define personal privacy preferences implies acceptance of 
the standard’s definition of context as “the situation or circumstances relevant to one or more 
preferences (used to determine whether a preference is applicable)”. Then privacy is seen as a 
characteristic of the individual, rather than a relationship between different actors mediated by 
contexts.  The Canadian project proposes to “leverage ISO 24751* (Access for All) to discover, assert, 
match and evaluate personal privacy and identity management preferences” (Fluid Project, n.d.). 
However, the challenge is not to facilitate matching between predefined preferences and alternative 
representations of web content (which was the focus of the Access for All standard); the challenge is 
to orchestrate dynamic privacy policy negotiations in the particular contexts of a great number of 
online activities.  If one sees only individuals with needs, one tends to overlook other factors,  like 
culture, social norms, and activity patterns embedded in complex settings.

To make context ‘a first-class citizen’ (Scott, 2006) in privacy engineering CI needs to be developed 
from a normative ex post theory to a theory positioned more in the middle of privacy negotiations 
supported by information technology. In the next subsection we will see how the theoretical base of 
CI has been broadened by Helen Nissenbaum and different research groups.

2.4. Formalising CI

Barth, Datta, Mitchell, and Nissenbaum (2006) made a first attempt to make a formal model of a 
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fragment of CI, focussing on “communicating agents who take on various roles in contexts and send 
each other messages containing attributes of other agents” (ibid, p. 4). In 2010, Nissenbaum provided 
a nine-step decision heuristic to analyse new information flows, thus determining if new practice 
represents a potential violation of privacy. In this heuristic, she for the first time specified precisely 
which concepts should be defined to fulfil a CI evaluation, see Figure 3 (Nissenbaum, 2010, pp. 
182-183). 

Figure 3. The theory of Contextual Integrity (after Nissenbaum, 2010)

From this heuristic, authors in collaboration with Nissenbaum have developed templates for tagging 
privacy policy descriptions (e.g., Facebook’s or Google’s privacy policy statements) to be able to 
analyse how these documents hold up to the CI theory (Shvartzshnaider, Apthorpe, Feamster,  & 
Nissenbaum, 2018). 

CI describes information flows using 5-parameter tuples, which include actors (data subjects, senders, 
and receivers) involved in the information flow, the type (attribute) of the information, and the 
condition (transmission principle) under which the information flow occurs. This combination of five 
factors defines contexts, which determine privacy norms.

“Contextual integrity describes a desirable state that people strive towards by keeping perceived-private 

information private according to the context. For example, people expect to share medical information with 

doctors but not with employers. Where it in some cultures yearly salary is perceived as private, within 

others it is normal to share this information. Contextual integrity thereby explains how privacy is grounded 

in each context, governed by pre-existing norms and values.” (Barkhuus, 2012, p. 3).

However, mapping pre-existing norms and values is not easy to achieve in situations where there is no 
pre-defined understanding of privacy. The use of social media is a case in point. “Understanding 
personal privacy concern requires a contextually grounded awareness of the situation and culture, not 
merely a known set of characteristics of the context” (Barkhuus, 2012, p. 3). 

 CI bridges two worlds—a world inhabited by humanists, social scientists, lawyers, and regulators; 
and another world inhabited by mathematicians, computer scientists, and engineers, according to 
Benthall, Gürses, and Nissenbaum (2017). For the latter world, “CI offers a formal structure for 
expressing rules of information flow (informational norms) and for building computational models of 
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people’s privacy expectations in well-defined settings (contexts.)” (Benthall, Gürses, & Nissenbaum, 
2017, p. 12).  The CI theory gives the framework and the key concepts for a contextual understanding 
of information privacy. However, by positioning contexts as “well-defined settings”, these authors 
limit the potential of CI in an era when sensors and computational power allow a more dynamic 
reasoning about contexts. As Barkhuus has stated, the theory needs to be further developed, and new 
research should be informed by privacy’s 

“appropriation of behavior in the situation (..) and not a behavioristic belief that people’s actions are based 

on a structured set of privacy concerns. Instead of focusing on the how and what in terms of people’s 

preferences for personal data sharing, we need a foundation of research that looks at why.” (Barkhuus, 

2012, p. 8)

However, computational reasoning about why goes beyond the affordance of current information 
technologies as practical benefits of general AI still need to materialise (Tuomi, 2018). Data-driven 
machine learning (ML), on the other side, is available, and it should be explored how this field could 
contribute to a contextual approach to privacy engineering. 

This review of how context has become a more central concept in privacy engineering has identified a 
number of research gaps. We have pointed to the new era of Big Data, AI and unparalleled access to 
processing power, all factors that open up for dynamic and synchronous reasoning about privacy 
decisions. For this to happen we need to further develop ‘context’ as a concept that reaches beyond 
just framing pre-defined preference settings. This means to advance CI in the direction of a 
prescriptive theory, giving context a pivotal role in IT systems that answer user requirements. 
Therefore,  we have identified design challenges both on conceptual, process and technical levels of 
design.

3. Methodology

This work follows a conceptual and exploratory approach; however, it is situated in the tradition of 
Design Science Research (DSR) (Gregor & Hevner, 2013) where the developed constructs are tested 
against empirical cases derived from literature and in interaction with the practice field. The 
methodology implies several cycles of design, however, in this paper we present the results of initial 
development, focussing on conceptual analysis. The main objective of this paper is to come up with 
novel design artefacts (Baskerville et al., 2018) that a selected group of experts will see as valuable in 
future privacy and information sharing scenarios. We have chosen a design approach addressing the 
design task as different layers of interoperability. Design theory implications of this approach play, 
however, a minor role in this paper.

We will use the lens of the European Interoperability Framework (EIF) to structure our approach. EIF 
(Figure 4) has four levels, the first covering legal interoperability. For now, we leave this aside as we 
might say that GDPR and other legal frameworks have levelled the legal ground for privacy 
engineering. The different actors know how to interoperate to exchange and handle information 
legally, and developers are committed to the principle of ‘privacy by design’ (PbD) (Cavoukian, 
2009), i.e., the obligation, from the very beginning to build privacy into their solutions. However, in 
this field, clarity is lacking in the other interoperability levels of EIF—at the organisational, semantic 
and technical levels. 
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Figure 4. European Interoperability Framework (From EU, 2012).

In order to make privacy more than an afterthought, after solutions are designed and implemented, we 
must know what PbD means at different levels. We will explore privacy design at three levels, in this 
order:

• semantic: how is privacy conceptualised, and how could privacy concepts be formalised to be 
used in technical design to achieve precise format and meaning of exchanged data, so that 
information is preserved and understood throughout exchanges between parties;

• organisational: how institutions align their business processes, responsibilities and 
expectations i relation to privacy to achieve commonly agreed and mutually beneficial goals;

• technical: what system architecture would ensure that data could be shared between system 
and services without violating the privacy of users.

A first validation of design is done through semi-structured interviews with a group of 11 experts from 
the standards community, the learning analytics community, and the information science community, 
whom the authors knew have touched privacy issues in their academic work. In a web form that was 
used as a scaffold for the interviews, the experts were given a link to an early draft of this paper and 
presented with the design artefacts, i.e., Figures 1, 2, 6, and 10 in this paper; and a figure of a context 
graph template, and the guiding definition of data privacy. The recorded online Skype interviews were 
staged as a stepwise discussion, moving through 8 pages from a general discussion on privacy 
(Figures 1), to discussing the data flow of the application senario of the proposed solution (Figure 10). 
Substantial parts of the interviews, each lasting from 35 to 60 minutes, were transcribed and analysed 
to probe acceptance of the proposed privacy engineering approach, and to capture suggestions for 
improvement of constructs. In addition, the constructs were discussed in the context of an educational 
scenario to see how the suggested approach holds up to well known use cases in learning, education 
and training (LET). 

4. Conceptual design — privacy in context

“Taking context seriously means finding oneself in the thick of the complexities of particular 
situations at particular times with particular individuals,” Nardi (1992, p. 35) observed when 
considering HCI design challenges.  Applying a top-down approach, finding commonalities across 
situations is difficult “because studies may go off in so many different directions, making it 
problematic to provide the comparative understanding across domains”, she concluded. Nissenbaum’s 
CI model, we have pointed out, needs to be extended with a better understanding of context. 
Nowadays, we do not need to handle context as a container; we can sense context more in real time as 
an occasioned event—relevant to particular settings, particular instances of action, and particular 
parties to that action—not an abstract category that generalizes over settings, actions, and parties.
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In this section we will put the CI model in context of Patrick Brézillion’s theory (Brézillon, 1999, 
2003, 2005), extending CI with an event dimension. We then suggest a representation format to 
describe reasoning about privacy events. The semantic design concludes with provisional definition of 
a data privacy process to guide organisational and technical design.

To allow sensors and computers to work on privacy data we need a formal representation of the CI 
model. The core attributes of CI are formally represented as C(ds, s, r, a, t), where C = context, ds = 
data subject, s = sender, r = receiver, a = attribute (type), and t = transmission principle. However, C is 
not understood as a top-down container but as dynamic recursive settings where C1 is understood in 

relation to C0 and the shift of focus determined by other contexts (Figure 5).

Figure 5. Contexts as dynamic recursive settings defined by subject’s focus

Figure 5 describes a situation where sharing of data becomes a violation of integrity as the focus 
changes when moving from one context to another. Both contexts have a common backdrop context 
that could be activated. The calculation of the appropriateness of the transmission is based on the 
same principles in  C0 and C1, but the change of perspective due to a new context gives different 

results.

We are interested in describing the knowledge production related to different situations regulating the 
appropriateness of information flows. What happens when the shift of focus changes the situation 
from one of being appropriate, to one violating the integrity of the data subject? The change is caused 
by moving from C0 and C1 in (Figure 5). However, the outcome may be influenced by events which 

activate knowledge held in a supra context to these two contexts. We see this process as a negotiation 
where the data subject interacts with different contexts drawing on different types of knowledge, see 
the three categories of knowledge described in Figure 2: procedural, contextual, and external 
(Brézillon, 1999). 

A subset of the contextual knowledge is foregrounded to address the current focus. In our model this 
is the “calculation” of contextual integrity (the appropriateness) of the data sharing under the 
contextual circumstances.  In terms of CI, we have the syntax for building the proceduralised context 
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(see above); we have just to find data for who are data subject, and who are senders and receivers of 
what information to make a decision about the appropriateness of the applied transmission principle. 

4.1. Events that trigger contextual knowledge creation

Once this proceduralised context has satisfied the focus, this piece of knowledge goes back to the 
contextual knowledge. If the context will remain active depends on the decision. If the decision do not 
raises further questions, or other events do not occur, the context is dissolved and the knowledge 
stored as external knowledge. However, just a small incident is enough to trigger the CI dynamic of 
establishing a context, and integrating external knowledge in building proceduralised contexts (to test 
transmission principle appropriateness) and further movements between the body of contextual 
knowledge and proceduralised contexts.

From a privacy engineering perspective, the context triggers—the events that challenge the data 
sharing—are of special interest (Figure 6). 

Figure 6. Context triggers activates refinement of data sharing policy

We assume that these events vary with contextual factors like culture, legal domain, trust, institutional 
actors, tools to be used, etc. In the model in Figure 6 it is the context triggers that activate the 
reflection on data sharing contexts, which in turn leads to confirmation of revision of data sharing 
policies for practice in pervasive online environments. 

A context trigger is defined as an event, which implies notification and different sources triggering the 
event like user input, interaction with other data subjects or systems, environmental conditions, 
exposure to information flows (e.g.,  news), etc. These events may be internal or external to current 
activity context. In the end, context triggers can be understood as something similar to messages 
between different contexts, being able to spark knowledge processes related to information flows.

4.2. Contextual graphs

The concept of context trigger extends Nissenbaum’s CI model. Since events add a new dimension to 
contexts we need a different way to represent the process other than just adding a new attribute to the 
C(ds, s, r, a, t)-formula. We suggest to use contextual graphs, a notation system developed by 
Brézillon (2003). This is a scheme that makes it possible to “represent and clearly organise operators’ 
activities and all their variants (procedures and practices), include automatic learning and adaptation 
capabilities in a system, and make context explicit in the representation of operators’ 
reasoning” (Brézillon, 2003, p. 21-22).  
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Conceptual graphs have been used in knowledge management projects as a tool for incremental 
learning (e.g., for incident solving on a subway line) (Brézillon, 2003). New practices have been 
compared to the existing knowledge graph and added as new nodes in the conceptual graph if they 
were valuable for future events. Conceptual graphs do not deal with probabilities, and there is no 
decision node, only “chance” nodes where the contextual element is analysed to select the 
corresponding path (Mostéfaoui & Brézillon, 2004).

Schematically, a contextual graph is an acyclic graph with a unique input, a unique output, and a 
serial-parallel organization of nodes connected by oriented arcs. A node can be an action (square 
box), a contextual node (circular box) or a recombination node (black box)  (Mostéfaoui & Brézillon, 
2004) (see Figure 7 for an example of a context graph describing an event in a university setting).

Figure 7. Context graph of an event in a university setting 

A context trigger is registered as an action in the context graph notation. In the example in Figure 7 
the triggering news story mentioned in the second box from the left could have been the news of the 
August 12, 2019 letter to all major edtech companies from three US senators, expressing concerns 
that educational technologies “may put students, parents, and educational institutions at risk of having 
massive amounts of personal information stolen, collected, or sold without [the students’] permission 
or knowledge” (Durbin, Markey, & Blumenthal, 2019). Other actions in the graph may be related to 
negotiations about data transmission principles. The output action is opening up or closing down the 
data sharing.

4.3. Understanding data privacy

Based on the conceptual development in this section and a validation in a first round of experts 
interviews we will suggest a provisional understanding of data privacy to be used in privacy 
engineering. We see work towards improving data privacy as 

the process—when triggered by an event in a particular operational context—of giving the user 
the ability to specify data sharing policies, which will influence how personal data will be 
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handled by service providers.

This definition gives agency to the user, which may be a natural person or an IT agent. Execution 
power is delegated to a policy that is understood as relatively stable principles derived through 
negotiations with actors present in different contexts of interaction. Even if it is the user that 
defines its data sharing policies, it is the operational context that constrains the interpretation of 
the defined scheme of actions. The user may have a principled point of view, and a situational 
point of view—both views allowing practices that may seem to be in conflict with each other. 
However, from a contextual perspective, expressed in the same concerted policy, a range of 
apparently conflicting positions could be played out.

In this section on conceptual development we have extended the five tuple model of CI with a concept 
of context triggers to allow for a more dynamic reasoning about knowledge management in different 
contexts of online pervasive environments. To prepare the ground for organisational and technical 
design we have indicated a direction for formalising these concepts using context graph notation. The 
next sections in this construction part of the paper will address the two remaining levels of the EIF 
framework we use to structure the design process.

5. Organisational design — defining data sharing policies

The ultimate goal of this DSR process is a implementable and context-aware privacy preserving 
system, which is many design cycles away. However, even in the initial design phase it is important to 
develop artefacts that gives an idea of the direction of project. Business processes at the organisational 
level are part of this picture and are the design object in this section. 

In the first stage of this DSR project we will focus on data sharing policies, which is a key element in 
our guiding definition of data privacy (see section above). Data sharing policies act on behalf of the 
user by allowing exchange of data without intervening in or distracting from the primary activities of 
the user. Furthermore, these policies are statements that are directed towards receivers of personal 
data, describing the user’s expectations and restrictions related to use of the data. Data controllers, 
e.g., universities running a learning management system, are a target group of data sharing policies, 
and they may use these policies in setting up their own systems and interacting with their users.

For the users, defining data sharing policies is part of their personal data management. This  process 
should be non-intrusive, i.e., it should work behind the scenes; only to be activated as a negotiation 
process in two cases: when data transmission is about to violate the appropriateness defined by the 
user; or when there is an event that triggers revisiting of the previously defined data sharing policy.

We have defined the following requirements for the process of initiating data sharing policies in a 
system:

• the system learns from data sharing practices related to the tools used; 
• the system learns from events handling, and is able to alert of potential threats based on prior 

actions or practices of the user or the community of practice she participates in related to 
different data sharing policies;

• the system can be tuned, i.e., the sensibility of alerts can be adjusted; and
• the data sharing policies are expressed in smart contracts that IT systems act upon on behalf 

of the user.
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For the proposed solution to be adopted a number of use cases need to be satisfied. The privacy model 
must be as meaningful for the users as for the institutions, the tools providers and other stakeholders. 
All these stakeholders should have agency and be motivated to take part in negotiation of the 
transmission principles, which will be written into the privacy policies. The business process should 
work in diverse cultural settings; and furthermore, new technologies based on AI—in particular 
machine learning (ML)—should play a role. As stated in the Introduction we do not see an option to 
rule out AI technologies and big data from future privacy solutions. We want a privacy process to be 
non-intrusive without blocking the opportunity to intervene when integrity is violated or threatened. 
This may be achieved by delegating support for event handling to ML and execution of the privacy 
policies to smart contracts,

5.1.  Training the system to know what is appropriate — the role of ML

We have abandoned an approach following pre-programmed rules in favour of a contextual and 
dynamic approach using ML. This approach enables computers to perform specific tasks intelligently 
by learning from data, and the system continues to improve accuracy of results after it has been 
deployed (Shalev-Shwartz & Ben-David, 2014). However, a weakness of ML is that it is difficult to 
develop systems with contextual understanding of a problem, or ‘common sense’.  “When our 
expertise fails, humans fall back on common sense and will often take actions, which while not 
optimal, are unlikely to cause significant damage. Current machine learning systems do not define or 
encode this behaviour meaning that when they fail, they may fail in a serious or brittle 
manner” (Royal Society, 2017, p.30). In our proposal we suggest to make contexts the very object of 
ML, highlighting context triggers as the key concept for supervised machine learning. This implies we 
will need a certain amount of labelled data to train the system, and adaptiveness—further training—
built into the system when going live. Ideally, the system should be able to know when to foreground 
a context trigger, based on the online activities of the user. So first, it must build a repertoire of events; 
next, it must learn what causes these events, and what sensibility each user has towards these events.

Figure 8 describes how training data is used for machine learning, deployed in the proposed system, 
which in turn generates more data used to continuously improve the system.

Figure 8. How machine learning contributes to contextual negotiated policy system

ML will also play a role in managing the data sharing policies. It is out of scope of this paper to 
explore how how all the diverse data sharing policies a user will meet could be reduced to a structured 
set of policies that could be added to and updated by the user in order to facilitate appropriate data 
sharing streams. However, we see that ML will be used to describe how service providers’ privacy 
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policies map to the extended CI model we propose. Shvartzshnaider, Apthorpe, Feamster,  and 
Nissenbaum (2018) described how such a mapping could be done. In Figure 9 we describe how policy 
documents are mapped to a semantic model, which can be modified to represent each user’s preferred 
data sharing configuration. In turn, this structure is used to generate a smart contract (Lyons, 
Courcelas, & Timsit, 2018), which will guide data sharing and in the end influence the policies of 
service providers.

Figure 9. Mapping privacy policy documents to personal data sharing policies

Smart contracts execute the data sharing policies the user subscribe to. As an example, these contracts 
may allow sharing of one’s data with 3rd party companies that might be doing special analysis to be 
used by the service provider. However, if an alert goes off regarding  one of these companies being 
part of a data breach scandal, a revision of the data sharing policy may lead to a change in the smart 
contract blocking further data transfer.

5.2. Process summary

It is a challenge for privacy engineering to design a process that gradually will move practice to a 
safer ground. All stakeholders need to see the benefits of new solutions and be able to influence them. 
This is why we have made negotiation of data sharing policies the starting point for organisational 
design. 

First, we have outlined a process of using the CI concepts to formalise the unstructured and long-
winded privacy policy documents presented by service providers to construct an ontology that gives 
users a foundation to define their own data sharing policies.

Second, we have pointed towards a process of describing personal data sharing policy structures that 
are represented in executable scripts that handles sharing of personal data according to negotiated 
policies. 

In this paper we have only introduced the concept of privacy policies; we realise that there are more 
work to be done to outline in detail how these policies will be defined and formalised. In the next 
section we will give a brief description of how a technical architecture can realise the proposed 
contextual model and high level business principles.

6. Technical design — an application scenario
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The technical design task at hand has similarities with coming up with a email spam detection system, 
but the scope is broader and more complex. In spam detection, ML is used to train systems to 
recognise spam; and when deployed in live systems the user is given a role to further train the system 
identifying incorrect classifications. One could imagine that today’s spam detection systems were 
extended to include spam policies, which were given roles of its own, living outside of the user’s e-
mail system. This is the direction of the application scenario we present below.

Even if the main thrust of this paper is not on technical architecture the overview of proposed system 
modules presented in Figure 10 demonstrates the direction of development and will help in soliciting 
expert feedback to validate our proposal.

We suggest a system that consists of following parts:
• Data sharing monitoring
• Context trigger and alert system
• Data sharing policy negotiations 
• Data sharing policy management
• Institutional systems
• 3rd party systems or services

In Figure 10 these parts are integrated into an ecosystem for data sharing for a particular organisation 
(in the figure, an educational institution is used as an example).

Figure 10. Overview of proposed data sharing policy management architecture 

Data sharing monitoring takes place on the user’s devices, and this engine shares the data with the 



17

institutional systems in the school or university, which in turn may share data with 3rd parties. The 
sharing happens according to policies stored outside of the device. On the device, the context trigger 
and alert engine runs, getting information from the data sharing monitor, and passing on information 
to the data sharing negotiation engine if there is a triggered event. Then the negotiation engine 
interacts with institutional systems and 3rd parties to set up or revise personal data sharing policies, 
which in turn are represented as smart contracts. Both artifacts are stored in the data sharing policy 
management system, which may be hosted on the blockchain or in the cloud. The institutional and 3rd 
party systems have access to the description of the data sharing policies, but no personal information 
is transferred about who subscribes to particular policies.

Figure 10 describes a educational scenario, where, as an example, a student using a learning 
management system (LMS) in a university disagrees to share data with 3rd party companies that may 
use her data for profiling not relevant to her learning. Denying the institution to share data with the 
analytics company, she knows she will meet with an impaired version of the LMS next time she uses 
it. However, she feels it might be worth the change of policy, perhaps for a time, till the university 
comes up with a new practice of data sharing with 3rd parties. Another student doing the same 
deliberations (see use case exemplified in a context graph, Figure 7) may decide to trust the institution 
and dissolve contextual knowledge about profiling threats into the external knowledge, for the time 
being. 

This application scenario gives just a minimum of prescriptions about technologies. Ubiquitous online 
presence implies mobile devices and cloud services. We have hinted to use of smart ledger technology 
as smart contracts play an important role in use cases for blockchains. Smart contracts are capable of 
facilitating, executing, and enforcing the negotiation or performance of an agreement (i.e. contract) 
without the use of intermediaries  (Lyons, Courcelas, & Timsit, 2018). In this paper, we do not 
prescribe use of blockchain technologies per se, but point to the fact that this direction would simplify 
trust and management issues related to execution of the data sharing policies. In any case, there is a 
need to look into the steps necessary to turn policies into code that can be executed to do the 
switching of a person’s data streams. 

We see the following steps for technical design of the solution:
• Developing high level view of the system architecture
• Designing requirement solicitation process for collecting training data
• Designing and deploying app for collecting users’ CI data
• Training Context Trigger and Alert Engine
• Training Data Sharing Policy Negotiation Engine
• Designing data sharing policy system

In summary, in this section we have presented ideas for a high level technical design that uses ML 
and other cutting edge technologies to develop a system that should work behind the scenes and only 
be called upon when privacy incidents happen. The main objective is to design a system that does not 
clutter one’s screens with privacy alerts, but does its work in the background  by learning the user’s 
contextual preferences without leading the user down a tunnel of ignorance of the adverse 
consequences of data sharing choices.

7. Validation 
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The constructs proposed in this paper are the result of a first design cycle (Gregor & Hevner, 2013). 
There are many more cycles to go to develop the solution and to be able to prove that our proposal 
could change the direction of privacy engineering from the traditional individual preference based 
solutions. The aim of the first round of validation, interviewing 11 experts, is therefore to assure that 
we have a sound direction of design, and to solicit ideas for improvement of designed constructs using 
the lens of the different levels of interoperability defined in EIF (EU, 2012), focussing on semantic, 
organisational, and technical aspects of design. 

In analysing the recordings and transcripts of the interviews, the first question we asked ourselves was 
if the interviewees bought into the idea of making context more prominent in privacy engineering? In 
a dialogue where the interviewer uses the artefacts (figures, concepts and definitions) to build up a 
storyline (Strauss & Corbin, 1990) interviewees react through speech acts of different kinds 
(affirmations, nods, pauses, interjections, etc). Noting these acts of approval, hesitance, and 
disagreement we conclude that the interviewed experts did find the direction of this research valuable. 
In this context it is especially interesting when several interviewees used some of our proposed 
concept to elaborate their position and to explain back how the presented constructs should be 
understood. In the group of 11 we had three experts who have been actively developing specifications 
for the preference approach that our research criticises. All three expressed support for what they were 
presented. “Happy to see sound judgmental advice about 24751 [Access for All project] and I think it 
should be shared with…” “I think your model would work well (implemented around objects) to deal 
with accessibility needs, their implementation and contexts…(..) I like your ideas for privacy very 
much”.

A theme-based analysis of the transcripts collected feedback on key concepts in this research.  The 
paper posits contexts as dynamic and active, but what does it mean? “Context is itself contextual, in 
some way the principle of fluidity is at play,” one interviewee said before mentioning complex 
adaptive systems and pointing to the Cynefin framework (Snowden, 2005) to describe the habitat of 
privacy engineering, stating that we were in the complex, if not the chaotic quadrant. The Cynefin 
framework was also mentioned by another interviewee who added: “The difficulty is that what 
context you’re in is a highly individual thing… you’ve bitten off one of the possibly biggest problems 
you can bite off, because it entrains all of human psychology.” 

Even if the interviewees supported the proposed solutions to the semantic task of grasping the 
complexity of privacy through the concept of context they offered critical comments. The individual 
focus in the presented ‘provisional understanding of data privacy’ was questioned.  “Could you 
replace that process of an individual with an entity, being a group, or society, or an institution, or a 
team? Given that it is not only individuals that have to maintain privacy or confidentiality…” As a 
response, now in Section 4.3 the concept of a ‘user’ is introduced opening up for a more active role 
for also IT systems. The interviews made it clear that support of machine learning and other 
intelligent technologies for privacy management was not controversial, at least among our experts.

At an organisational level, the interviews showed that there is need for further work. The idea of 
delegating decisions and negotiations to data sharing policies was supported as nobody wanted to be 
bothered with these issues on a daily basis, however, how is this system supposed to work? “What I 
hear you are saying—and I agree—is that privacy is not property of the user or their preferences, it is 
actually something that is transactional, and maybe even conversational.  (…) actually, the privacy 
concerns I have will vary substantially according to the topic, what we are talking about, what 
conversation we are having…”. This expert foresaw a system with a clear taxonomy of relationships, 
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“which allows allow us to put pressure on people and legal systems to give us a vocabulary for ‘we 
want more of this one and less of that one’…”.  Other interviewees drew a parallel with Creative 
Commons licensing of online content. “So, is what you are talking about, slapping a CC licence on 
every piece of information that goes out that tells you under what circumstances it could be 
reproduced?” 

These comments highlighted a gap in the current research, the need to explore how policies could 
regulate data sharing. Are these policies organised as an ontology? How are adjustments based on 
individual preferences registered and enacted? These questions are out of scope for this paper, but 
need to be addressed to prove the viability of the proposal.

When walking through the technical architecture another gap in the presented work became evident. 
“I think the architecture to some extent makes sense. The question is – there is an element of trust 
missing. How can I know that I can trust the system? Where is the trust block? How do I know this is 
to my benefit?” In terms of the European Interoperability Framework, we have left out the legal level 
in our design. Some interviewees missed an outline of the fundamentals that restricted the processes 
described in the high level architecture.

Overall, the interviewees saw the technical architecture as important to understand the proposed 
design. Even if the model indicated use of cutting edge technologies as blockchain, no expert objected 
to the idea. On the contrary, one interviewee even extended the design: “In your model – you  have 
blockchain – that means the data are not really stored any more at the university - then the institution 
only have a token to your data - and you can revoke that token. As opposed to now, where I have to 
make a request to be erased.”

Table 1 summarises the implications and changes based on the interviews, and in the rest of this 
section we will discuss directions for further development cycles as a result of the first validation.

Table 1. Summary of first validation by aspect

Aspects raised 

in the interviews

Initial position Implications of first validation

Understanding of 
Context 

Dynamic entity defined by 
knowledge focus, not a container 

described by a set of characteristics 
(e.g.,  individual privacy preference 

statements)

Dynamic definition fruitful basis for design

Need to extend CI 
theory

Context part of the theory 
underdeveloped

Development gap recognised

Knowledge 
aspects of context

Focus should be on the three types 
of knowledge (external, contextual, 

and procedural)

Different aspects are understood applied to 
privacy use cases

Context triggers Event driven approach to handling 
privacy in context

Concept useful starting point for privacy 
engineering 

Data sharing 
policy

Concept encapsulating preference 
handling on behalf of user

Considered useful as an overall idea, however, 
many questions about structure and 

management not dealt with in the first 
development cycle
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Contextual graph 
formalism

Graph presented as an abstract 
example (template)

Should be introduced in a pedagogical example 
related to privacy (see updated Figure 7); the 
graph should be explained in relation to other 
graph types if it should be used in applications

Provisional 
definition of data 

privacy

Guiding definition for use in design 
was provided

The definition was improved (see section 4.3) 
for clarity and scope

Organisational 
design

Focus on role of data sharing 
policies

Questions to the envisioned business process 
motivated extending Section 5, explaining 

more in dept the role of ML and the personal 
data sharing policies’ relationship to 

institutional privacy policies

Technical design An application scenario was 
presented

The role of high level technical architecture 
and scenarios is highlighted; design at this 
level could potentially drive future design 

cycles

Use of smart 
contracts

These artefacts are part of cutting 
edge technologies, and in our 

proposal given the role of executing 
data sharing decisions

According to interviews blockchain and smart 
contracts  should be explored

Use of ML ML is positioned as a key 
instrument in delegating execution 
of policies to IT system, allowing 

users to focus on their main 
activities

Interviews showed support for making ML an 
important part of design

The experts confirmed the complexity of the problem, reinforcing the need to be very clear about the 
ideas premising our proposals and to choose a design strategy with care.  In the Introduction we 
confessed a somewhat defeatist position to whether privacy can be vigorously pursued. In our 
research we need to turn this into a requirement that directs design of solutions that gradually work 
toward improved privacy, without alienating users nor service providers. In technical terms that 
means to specify how the user gradually may become more able to manage and control her own data 
sharing, which is not necessarily in the interest of companies. In information science, this is a 
classical design challenge balancing two problems, bootstrapping (meeting users’ need now), and 
adaptiveness (adapting to unforeseen and new needs)  (Hanseth & Lyytinen, 2010).

The interviews also showed the need to be clear about trust. This is an issue that cuts through all 
interoperability layers. Many of the provisions in GDPR are so clear cut that they could be proved 
automatically by intelligent systems. Students seem to trust educational institutions strongly when it 
comes to handling of personal data (Slade, Prinsloo, & Khalil, 2019; Komljenovic, 2019), and 
institutional policies can be formalised so that more strict regimes for adherence could be established.

8. Discussion

Reflecting on this DSR, it is natural that the first phase of design is focussed on development of 
artefacts and less on contributions to theories. We will discuss both aspects now looking at where to 
go next, starting with our engineering challenge.

8.1. Multi-level development of artefacts
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The first round of validation showed that the issues of trust should be addressed explicitly in this 
research. Trust is an overarching concept that spans all levels of analysis we have used in our 
research, but also includes the legal or policy level we have left out. Even if the data sharing policies 
we have given a central role in our design hinge on the personally felt appropriateness of the 
transmission principle and its execution could be secured by smart contracts hosted on the blockchain, 
there is a need to also anchor trust at the societal and legal level. 

At the organisational level we assume that all relevant privacy and data sharing policies are available 
for semantic matching, and that we could use ML to distinguish patterns in the data sharing policies. It 
remains to be tested how CI negotiations could be harnessed in data sharing policies, and how well 
such policies could accommodate data sharing from different tools used by learners and institutions. 
We have foreseen a typology of principles that can be used to define smart and actionable contracts. It 
should also be tested whether the constructs that come with the extended CI theory could easily be 
turned into technical solutions.

Furthermore, at the technical level, blockchain technologies are being developed with the promise to 
eliminate some of the sources of ambiguity and conflict in domains where trust is essential (Lyons, 
Courcelas, & Timsit, 2018). We realise the need for further research to come up with a model of data 
sharing expressed in smart contracts that is based on laws and policies and described in a way that 
makes it possible for IT systems to decide whether a data stream from a user should be open or not. 

The technical architecture presented in this paper proved important to explain the direction of this 
research. However, we realise that the high level model does not answer a number of important 
questions related to the privacy of the user. How is the user identity managed by the institution? A 
how is the connection between user identity and data sharing policies observed by the institution? 
There is scope for designing a number of more detailed models to see if it is possible to build a 
technical system that gradually can give the user more control over their personal data. It is also scope 
for outlining the role of ML in the solution. User agency and transparency are key values to this 
project; and if the result is a ‘black box’  that are inscrutable to their users and developers we have 
failed. Therefore, it should be tested if ML could be implemented in a way that foster users’ data 
literacy and understanding of contexts of data sharing.

We summarise the first cycle of design and the discussion of further directions in Table 2, presenting a 
first attempt to construct a conceptual development framework for privacy engineering making 
context the key concept of design.

Table 2. Framework for privacy design, development cycles and levels

Development cycle 1st 2nd 3rd 
Key aspect Context (semantic 

development)
Trusted processes 

(organisational 
development)

Proof of concept 
(technical development)

Policy/legal level (not included) What trust regime would 
integrate all 

interoperability levels?

How to engage policy 
level in development?
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Organisational level Process idea: Privacy as 
negotiation expressed in  
data sharing policies and 

executed by smart 
contracts. ML plays role 
in relieving the user of 

privacy tasks.

What process integrates 
institutional and company 

privacy policies, data 
sharing policies, and 

executable scripts 
regulating data streams? 
What role will ML play?

What application 
scenarios could could 

change current practice 
without jeopardising the 

CI approach?

Semantic level Privacy decisions 
triggered by events 

activating contextual 
knowledge. Data sharing 

policy.  

Any new concepts 
needed?

Any new concepts 
needed?

Technical level Modular application 
scenario

How to orchestrate a suite 
of semantic technologies 
that are able to transform 

privacy knowledge 
between levels (National 

judiciary domain, 
institutional domain, 

personal domain, tools, 
contracts)?

What series of self-
contained and useful 

apps could be developed 
that proves key ideas of 
overall solution? Alert 

app, monitoring activity 
and triggering reflection 
on privacy? Self-storage 
solutions, moving data 
sharing control more 

towards user? 
Negotiation simulation 

app, using context 
trigger data and privacy 

policy ontologies.

While we in the table describe what we have done in the first development cycle, we indicate key 
aspect and research questions for the two next cycles. This is a dynamic framework as there will be 
rapid and minor design cycles and far more than three cycles before we have a working solution. 

8.2. Design process

Both literature (Belanger & Crossler, 2011; Smith, Dinev, & Xu, 2011; Westin, 2003) and our 
interviews suggest that privacy is a complex and fuzzy field of research, something that asks for 
design principles and guidelines when doing privacy engineering. Reflecting on our own research we 
see some ideas forming that could contribute to design theories.

First, we find the EIF (EU, 2012) used in Table 2 above useful for high level structuring of 
development. Even if EIF is developed for another purpose, i.e., speciyiing how administrations, 
businesses and citizens communicate with each other within the European Union and across member 
state borders, the framework raises questions that are relevant also on an application level. The 
framework forces the developer to clarify political and legal context, specify concepts in use, and 
processes, before embarking upon technical design.

Second, our first validation has made us aware of the benefits of doing synchronous development at 
all four levels. Even if the initial development is very explorative and conceptual, focussing on 
business process ideas and basic constructs we have seen the value of representing design ideas in 
technical application scenarios to be able to communicate ideas with the developer community. 
Externalisation of ideas in technical diagrams reveals design flaws when discussed with fellow 
experts. It would have been interesting to have a set of design templates to choose from in the more 
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conceptual phase of design as these illustrations are more conversational artefacts than implementable 
technical drawings at this stage.

Third, complex issues are easier to grasp through examples. In discussing the idea of contextual 
graphs with our group of experts we learnt that examples, use cases, scenarios, etc. communicate 
much better than abstract concepts. And privacy engineering is all about communication.

9. Conclusions

Privacy engineering can be seen as the deliberate approach of interjecting data protection 
requirements into complex system development based on ethical national, institutional and corporate 
strategies (Kenny & Borking, 2002). In time of fast development of global and  data-hungry solutions 
based on machine learning and analytics privacy is under pressure. As we have demonstrated in this 
paper, solutions based on matching of ill-specified individual preferences with privacy-sensitive 
services of a myriad of data-driven companies are highly unrealistic. A new approach is needed, and 
we firmly believe that context negotiation is part of that approach. In this paper we have contributed 
to a new understanding of privacy context, extending the theory of contextual integrity and pointing to 
a direction of development that uses machine learning as a technology to design solutions that work 
continuously and non-intrusively for the users. We have presented a condensed understanding of data 
privacy to give direction to the design of solutions that give context negotiations priority, but store 
decisions in data sharing policies for processing in the background.

An aim of this paper is to give privacy engineering a new direction. It has long been stuck in a 
quagmire of politicised discourse, dominated by Western centric privacy theories (Hoel & Chen, 
2019). To support global system development there is a need to realise that online practices are 
surprisingly similar around the world, but our understanding of the room for maneuvering may be 
different. To see how actual negotiations of data sharing practices would take place in different 
contexts, we need to establish a semantic, organizational and technical framework that allow 
comparisons between cultures to happen. To make context a first class citizen in privacy engineering 
is essential to move forward.

As work situated in DSR we acknowledge that the first results give moderate contributions to design 
theory, having focussed on development of artefacts that in the end will have practical application. As 
Peffers, Tuunanen and Nihaves (2018) have pointed out this is nothing new in DSR, where artefacts 
with value in a system or system component often are main, or at least, initial aim of researchers. We 
have, however, in this paper kept an eye on the design process itself in order to make observations 
that could be useful to inform design guidelines for the nascent field of privacy engineering. 
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