JYU DISSERTATIONS 210

Amin Rasti Behbahani

Investigating The Effect of Digital
Game Tasks, Inducing Different
Levels of Involvement Load, on the
Acquisition of Vocabulary Items

)
|

UNIVERSITY OF JYVASKYLA

FACULTY OF HUMANITIES AND
SOCIAL SCIENCES



JYU DISSERTATIONS 210

Amin Rasti Behbahani

Investigating the Effect of Digital Game
Tasks, Inducing Different Levels
of Involvement Load, on The Acquisition
of Vocabulary Items

Esitetdan Jyvaskylan yliopiston humanistis-yhteiskuntatieteellisen tiedekunnan suostumuksella
julkisesti tarkastettavaksi yliopiston vanhassa juhlasalissa $212 toukokuun 15. paivana 2020 kello 12.

Academic dissertation to be publicly discussed, by permission of
the Faculty of Humanities and Social Sciences of the University of Jyvaskyla,
in the Old Festival Hall S212 on May 15, 2020 at 12 o'clock noon.

o
H

JYVASKYLAN YLIOPISTO
UNIVERSITY OF JYVASKYLA

JYVASKYLA 2020



Editors

Michael Freeman

Department of Language and Communication Studies
Timo Hautala

Open Science Centre, University of Jyvaskyla

Copyright © 2020, by University of Jyvaskyla
Permanent link to this publication: http:/urn.fi/URN:ISBN:978-951-39-8130-3
ISBN 978-951-39-8130-3 (PDF)

URN:ISBN:978-951-39-8130-3
ISSN 2489-9003



Devoted to my beautiful wife,
Maryam,
without whom would have been no end to this journey

¢6dd



ABSTRACT

Amin Rasti Behbahani

Investigating the effect of digital game tasks, inducing different levels of
involvement load, on the acquisition of vocabulary items

Jyvéskyld: University of Jyvaskyld, 2020, 198 p.

(JYU Dissertations, ISSN 2489-9003; 210)

ISBN 978-951-39-8130-3

Summary

Diss.

In this empirical study, the effectiveness of digital game tasks, inducing different
levels of involvement load, on the acquisition of vocabulary items were studied
both quantitatively and qualitatively. Participants were 30 randomly recruited
Persian speakers (14 males, and 16 females, aged 13 - 15 years). The research
design included pre-tests, treatments, and post-tests. After the pre-tests,
participants were randomly assigned to three involvement load groups, A, B, and
C, containing 10 participants each. Concurrent think-aloud data were collected
from two randomly selected pairs in each group. The digital game tasks designed
for group A induced the lowest, the group B, a moderate, and the group C, the
highest levels of involvement load. All participants played a commercial
adventure digital game, Haunted Hotel: Death Sentence, in pairs by reading and
following a game guide. From the game guide, 20 target words comprising
inanimate object names or lexical nouns, were selected. At 3 weeks after task
completion, the participants performed delayed post-tests. The quantitative data
analysis showed that although digital game tasks can be effective in the
acquisition of the scopes, and dimensions of a word, productive knowledge of
the target words was superior to receptive knowledge. Moreover, the group B
participants, counter to theoretical expectations, showed the poorest
performance. The qualitative data analysis showed that, in performing digital
game-based tasks, task structure, context, and strategy selection can all affect
vocabulary acquisition. Moreover, participants employed distinct learning
approaches that demanded the use of both universal moves (information search,
negotiation, turn taking, and trial-and-error) and exclusive strategies (group A used
input enhancement strategies, group B, inferencing and hypothesis testing strategies,
and group C, memory search, feedback request, word association strategies, and
planning). Hence, prospective teachers should be made aware of the predictive
power of involvement load hypothesis.

Keywords: vocabulary acquisition, digital games, levels of involvement load,
think-aloud, vocabulary learning strategies, task
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Summary

Diss.

Tutkimuksessa tarkasteltiin kvantitatiivisin ja kvalitatiivisin keinoin digitaalisten
pelien vaikutusta sanaston oppimiseen. Tutkimushenkiloind oli 30
persiankielistd 13-15 -vuotiasta nuorta (M=14; N=16), jotka pelasivat
englanninkielistd kaupallista seikkailupelia Haunted Hotel: Death Sentence
pelioppaan avulla. Ensiksi kaikille tutkimushenkildille suoritettiin sanaston
laajuutta mittaava esitesti. Esitestin jdlkeen tutkimushenkil6t jaettiin kolmeen
ryhmédédn, joiden peliopasta oli muokattu siten, ettd esitystapa edellytti
tutkimushenkil6iltd eriasteista “paneutuneisuustaakkaa” (involvement load).
Tdten tehtdvan taso vaihteli ryhmé& A:n matalasta, B:n keskitasoon ja C korkeaan
tasoon. Kussakin ryhmadssa oli 10 henkildd ja sanojen oppimista tarkasteltiin 20
pelissd ja pelioppaassa esiintyvdn substantiivin avulla. Kolme viikkoa
pelaamistilanteen jdlkeen tutkittavat osallistuivat sanaston reseptiivista ja
produktiivista osaamista mittaavaan jalkitestiin (delayed post-test). Lisdksi
kerdttiin ddneenajattelu -aineistoa kunkin ryhmédn kahdelta satunnaisesti
valitulta parilta. Tulosten kvantitatiivinen analyysi osoitti, ettd pelit voivat
vaikuttaa sanaston oppimisen ja tiettyjen piirteiden omaksumiseen positiivisesti,
mutta myos ettd produktiivinen tieto hallittiin paremmin kuin reseptiivinen.
Tilastollinen analyysi osoitti my®os, ettd - hieman odotuksenvastaisesti - ryhma
B:n osallistujat selviytyivat heikoimmin. Tulosten laadullinen tarkastelu toi esiin,
ettd pelaamiskontekstissa sanaston oppimiseen vaikuttavat useat eri tekijat, mm.
osallistujien kdyttdmien strategioiden valinta. Tutkimushenkil6illd oli kdytossa
eri tyyppisid lahestymistapoja, joista osa esiintyi kaikkien ryhmien toiminnassa
(informaation haku (esim. oppaasta), neuvottelu parin kanssa, “vetovastuun” vuorottelu
parin kanssa, sekd yrityksen ja erehdyksen strategia) ja osa puolestaan vain joissain
ryhmissd. Siten esimerkiksi ainostaan ryhmad A hyoddynsi sanan dineenlukua,
ryhmad B pdittelyn ja hypoteesintestauksen strategioita ja ryhméa C muistista hakua,
palautepyyntod, sana-assosiointia, ja etenemissuunnitelmaa). Tutkimuksen tulokset
antavat viitteitd myo6s esimerkiksi siihen, miten digitaalisia pelejd voitaisiin
hyodyntad kielenopetuksessa ja millaiset tehtdvat nayttdisivat olevan hyodyllisid
sanaston oppimiselle.

Keywords: Sanaston oppiminen, Digitaaliset pelit, Paneutuneisuustaakan tasot,
Adneen ajattelu, Sanastonoppimisstrategiat, Tehtava
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1 INTRODUCTION

Lack of vocabulary has always been a major challenge for second or foreign
language learners (Kang, 1995). Vocabulary refers to the collection of words, and
their definitions, that every language learner acquires during his efforts to master
the target language (Carter, 1998). Evidently, vocabulary acquisition! is a crucial
part of learning English. According to Nation (2006), knowledge of at least 8,000
to 9,000 words is necessary if one tends to comprehend a written English text;
moreover, one needs to know 6,000 to 7,000 English words in order to understand
a spoken form of communication. It seems reasonable, therefore, to deduce that
language learning is not feasible without the acquisition of an adequate
vocabulary (Kang, 1995).

However, multidimensionality of knowing a word has made vocabulary
acquisition challenging; moreover, because acquisition of word knowledge takes
place incrementally, vocabulary acquisition may not occur in just one sitting
(Ringbom, 1987; Nation, 2001; Schmitt, 2007). Nation (2001) observes that
knowing a word has two dimensions: when someone understands a word during
reading or listening, which is called receptive knowledge, and when he uses a
word in his writing or speaking, which is called productive knowledge. Nation
(ibid.) also stipulates other aspects of knowing a word such as form, meaning,
and use. Therefore, to overcome the complexity and challenges of vocabulary
acquisition, the learner must know many interrelated bits of information.

This in turn requires extensive instruction. To date, a fully comprehensive
vocabulary teaching/acquisition method has not been introduced. Instead,
researchers and language teachers have put their trust in a wide range of
methods, techniques, theories, and tools to assist language learners in
accelerating their vocabulary acquisition. Recently, researchers’ attention has
been drawn to the potential of digital games in boosting both foreign and second
language vocabulary acquisition.

1 It is important to note the differences between acquisition and learning (Krashen,
2009). In this thesis, I discuss vocabulary acquisition rather than vocabulary learning.
Therefore, the term vocabulary learning is not used unless the nature of vocabulary
uptake has been reported as vocabulary learning in a referenced study.
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Video or digital games have been shown to be beneficial for both language
learning and acquisition. Studies on the potential and effectiveness of digital
games in language learning have recently led some language learning
researchers to see digital games as offering new opportunities and providing a
safe virtual environment for experimentation with language learning
(Kirriemuir, 2002). In the field of vocabulary acquisition, many studies have
found digital games to be effective in vocabulary acquisition (Bakar &
Nosratirad, 2013; Jasso 2012; Rankin, Gold, & Gooch, 2006b; Vahadat & Rasti
Behbahani, 2013; Hung, 2011; Yip & Kwan 2006; Alias, Rosman, Rahman, &
Dewitt, 2015, Chen, Tseng, Hsiao, 2018). Overall, these studies seem to consent
in one point that general/field-specific vocabulary acquisition in
educational/commercial digital game-based learning (DGBL) contexts can be
often more extensive than previously applied vocabulary instruction methods
(Fotouhi-Ghazvini, Earnshaw, Robinson, & Excell, 2009).

Although the digital game-based vocabulary acquisition literature has shed
an optimistic light on the educational implication of digital games and has
supported them as trustworthy utilities, especially for their effectiveness in form-
meaning acquisition, the vocabulary acquisition process is multidimensional and
includes dimensions and scopes, such as productive/receptive, and
recall/recognition, respectively, that have been little researched. Moreover,
recent findings on the effectiveness of digital games on vocabulary acquisition
have also shown that it can be diminished and hampered by the internal elements
of such games. deHaan, Reed, & Kuwada (2010) mention that interactivity in
digital games is one of the constructive elements with the potential for improving
language acquisition. However, they report that imbalance in the level of
interactivity can have a negative effect on both vocabulary acquisition and word
form recall. Although it has been found that more interactivity-rich digital games
are potential candidates for better vocabulary acquisition (Zhonggen, 2018),
deHaan et. al. (2010) note that uncontrolled high levels of interactivity in digital
game tasks may lead to cognitive overload, or excess of mental processes over
the limits of memory, hindering recall of vocabulary items. This finding is
important because it warns that, if not controlled and monitored, even effective
factors can have negative effects on vocabulary acquisition in digital game-based
learning contexts.

Reynolds (2017) has studied the nature of the digital game-based
vocabulary acquisition tasks closely. He reports that digital-game based
vocabulary acquisition tasks appear to induce specific levels of involvement load
by requiring actions such as need, search, and evaluation, which are constructive
components of the involvement load hypothesis (Hulstijn & Laufer, 2001; see also
section 2.5). In traditional vocabulary acquisition contexts, it has been reported
that task-induced levels of involvement load can predict the success rate of every
vocabulary acquisition task; moreover, higher levels of task-induced
involvement load guarantee effective vocabulary acquisition (Hulstijn & Laufer,
2001; Kim, 2011). Thus, finding the most optimal task-induced level of
involvement load in digital game-based vocabulary acquisition tasks would be
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valuable as it increases the chance of language learners succeeding in increasing
their vocabulary. However, despite his emphasis on controlling and monitoring
the components of the involvement load hypothesis, Reynolds (2017) did not
indicate the optimal level of involvement load for effective vocabulary
acquisition in digital game tasks.

Given the importance of different levels of involvement load and the
findings by Reynolds (2017) and deHaan et. al. (2010), it can be concluded that
studying, monitoring, and controlling task-induced levels of involvement load
are necessary for optimizing the effectiveness of digital game-based vocabulary
acquisition tasks. Hence this study, which was designed to investigate the effect
on the acquisition of target vocabulary items of digital game tasks inducing
different levels of involvement load. Moreover, in this study, the investigation
extends to the acquisition of form-meaning, and to the dimensions and scopes of
the target vocabulary items, such as receptive (recall/recognition) and
productive (recall/recognition) to consider the multidimensional nature of
vocabulary acquisition, to contribute to filling the gap in the digital game-based
vocabulary acquisition literature, and to taking the knowledge in the field one
step further towards more effective vocabulary teaching and acquisition. The
main aims of this study can be summarized as follow:

1. evaluating the effect of the digital game tasks on the acquisition of
target vocabulary items, and knowledge of their dimensions.

2. Identifying the dimensions and scopes of word knowledge that are more
effectively acquired after interaction with the digital game tasks.

3. Investigating the effect on the acquisition of target vocabulary items of
digital game tasks inducing three different levels of involvement load.

To achieve these aims, through a quasi-experimental research method, and pre-
test, treatment, post-test design, 30 volunteer Iranian participants were recruited.
Pairing the participants provided the possibility of collecting qualitative data and
applying concurrent think-aloud protocols. After the participants, in pairs, had
performed the researcher-designed digital game-based vocabulary acquisition
tasks for learning 20 English target words, which were the names of inanimate
objects and lexical nouns, the effectiveness of the digital game task-induced
involvement loads was measured, evaluated and monitored both quantitatively
and qualitatively.

In chapters two and three I review the essentials of vocabulary acquisition,
digital games, and previous studies that assist understanding the concepts used
in this thesis. I discuss the importance of vocabulary acquisition and how digital
games have evolved into beneficial tools for vocabulary acquisition. In the fourth
chapter, i.e., methodology, I explain and describe the materials used in the study,
including the digital game, namely Haunted Hotel: Death Sentence — Collector’s
Edition, and the game guides, the measurement instruments, such as the
achievement tests, vocabulary size test and interview, and the participant
demographics. I also describe and explain how the empirical study was
conducted, including how the participants were categorized into three groups
and the concurrent think-aloud data were collected and analyzed. In chapter five,
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I present and discuss the results of both the qualitative and quantitative data
analyses. In chapter six, I discuss the contribution of this study to the literature
and what it adds to our knowledge of vocabulary acquisition.



2 VOCABULARY, ACQUISITION, TEACHING,
AND CHALLENGES

Knowledge of vocabulary is of great importance for language acquisition and
language learners. It is argued that

Excellent reasons exist for devoting attention to vocabulary and spelling. First there
are practical reasons. A large vocabulary is, of course, essential for mastery of a
language. Second, language acquirers know this; they carry dictionaries with them,
not grammar books, and regularly report that lack of vocabulary is a major problem.
On the other hand, All other things being equal, learners with big vocabularies are
more proficient in a wide range of language skills than learners with smaller
vocabularies, and there is some evidence to support the view that vocabulary skills
make a significant contribution to almost all aspects of L2 proficiency. (Krashen, 1989,
p. 440)

Thus, vocabulary acquisition and teaching can be considered one of the major
activities in every second or foreign language classroom. However, vocabulary
acquisition and teaching are challenging. There are many factors that contribute
to making vocabulary acquisition and teaching a challenging task. Thus, owing
to the multidimensional nature of vocabulary and its challenges for learners, the
researcher seeking to learn more about vocabulary acquisition and teaching must
consider both theoretical and practical findings. Hence, I have tried to cover the
major areas of research, practice and theory essential for conducting vocabulary
acquisition research.

2.1 Learning vs. Acquisition

At the outset, it should be noted that in applied linguistics the concepts of
learning and acquisition are defined as two distinct processes. Krashen (2009, p.
10) defines acquisition as “a subconscious process [,in which] language acquirers
are not usually aware of the fact that they are acquiring language, but are only
aware of the fact that they are using the language for communication”, whereas
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learning “refers to conscious knowledge of a second language, knowing the rules,
being aware of them, and being able to talk about them. [...] learning is "knowing
about" a language, known to most people as "grammar", or "rules". “ Despite the
conceptual differences between these two terms, I have used them
interchangeably throughout the thesis for two reasons: 1) the authors of the
studies referred in the literature review describe their studies as either learning
or acquisition studies; and 2) There are terms that are commonly known and
introduced as either learning or acquisition, for example, digital game-based
learning, task based learning, etc.

2.2 What is a word?

The first research challenge concerns the definition of a word. Language is made
up of words. Words sit together to create phrases, sentences, and larger units of
language. Singleton (1999) states that words are the main part of a language
because they play a distinctive and crucial role in linguistic communication. But
what precisely is a word?

Bloomfield (1933), defines a word as “a form which consists entirely of two
or more lesser free forms... a free form which is not a phrase is a word... in brief,
a word is a minimum free form” (Language, p. 178). He explained that a free form,
unlike a bound form, is not a part of a larger form and can occur independently.
Fries and Traver (1940, p. 87) state that “a word is a combination of sounds acting
as a stimulus to bring into attention the experience to which it has become
attached by use”.

Carter (1998) defines a word by considering the different features of a word.
According to him, the most commonsensical definition of a word would seem to
be the orthographic definition. That is, a word is a combination of letters bounded
by a space or punctuation mark on either side. However, he observes that this
definition is not adequate; for example, if words like sit, sat, sits, and sitting are
considered separate words, should they be separate entries in dictionaries?
Moreover, there are words that have the same orthographic form but different
meanings. Should we consider bank, as a financial firm, and bank, as a place near
a river, as one word or two? Singleton (1999) also rejects the orthographic
definition because he believes that this definition is only applicable to languages
with a Roman or Cyrillic alphabet but not for languages like Chinese that is a
tonic language and has a different alphabet. Accordingly, Carter (1998)
speculates that

An orthographic definition is one which is formalistic in the sense of being bound to
the form of a word in a particular medium. It is not sensitive to distinctions of meaning
or grammatical function. To this extent it is not complete. (Carter, 1998, p. 5)

Carter (1998, p.5) considers the definition of a word as “the minimum meaningful
unit of language”. Forms like bank are more acceptable as words in this definition
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because “this definition presupposes clear relations between single words and
the notion of meaning” (Carter, 1998, p.5). But what about forms like bus station,
which contains two forms and one meaning? In addition, what about forms like
should, if, and could, which can have different meanings in different contexts? To
overcome this problem, Carter provides another definition for a word: a word
will not have more than one stressed syllable. However, there are forms that not
only do not convey meaning by themselves but also do not receive stress except
in a specific situation (e.g. them, but, by).

Thus, Carter (1998) concludes that defining a word is very problematic as
none of the definitions, either commonsensical or technical, gets us far. He
summarizes the problems in defining a word as follows: 1) there are words that
do not fit into the orthographic, free form, or stressed-based definition of a word;
2) considering words as units of meaning is vague and asymmetrical; 3) different
forms of a word do not count as different words; 4) there are words that have the
same forms but completely unrelated and different meanings; 5) the existence of
idioms further complicates any attempt at defining a word. Singleton (1999) and
Milton (2009), in turn, state that although words are a vital part of a language,
providing a comprehensive definition of a word is very challenging.

Despite the controversy and challenges presented by defining a word, I
think a working definition can be formulated, drawing on the definitions
presented above, by considering the context in which the word is used. In my
study,  have selected words that are linguistically called nouns. In addition, they
refer to inanimate objects. Thus, generally, in the context of my study, a word is
a combination of sounds and syllables that has a pre-identified orthographic
boundary. I also recognize the boundary as “the minimum meaningful unit of
language” if it forms a noun. Thus, for the purposes of this study, I define a word
as a combination of sounds and syllables in a specific orthographical form that
labels an inanimate object and can grammatically be categorized as a noun.

2.3 What is it to know a word?

An important question, in second/foreign language vocabulary acquisition
studies, is what is understood as knowing a word. Given the challenges
concerning the definition of a word, it is also hard to define what knowing a word
is, although valuable attempts have been made. If you ask what it means to know
a word, the average educated person may answer that it means knowing the
spelling and meaning of the word (Schmitt, 2010b). In general, learners think that
knowing a word means knowing its correct spelling, pronunciation and meaning
(Nation, 1990, 2001). These answers can be considered reasonable. In other
words, knowledge of the written/spoken form and meaning of a word is the
basic form of word knowledge (Schmitt, 2010b).

Attempts from the applied linguistics point of view by Richards (1976),
Ringbom (1987) and Nation (2001) at defining what knowing a word means show
that this question is more challenging and demands a more profound answer.
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According to Henriksen (1999, as cited in Nation & Webb, 2010), every individual
has a lexical competence that comprises three dimensions: 1) partial to precise
knowledge of a word, 2) how profoundly the individual knows the word, and 3)
being able to use the word in both speaking/writing and listening/reading. In
other words, knowing a word means knowing it in each of the three aspects of
lexical competence. The more competent one’s lexical knowledge, the more
profoundly one knows a word. However, Henriksen appears to be merely
scratching the surface, while other scholars have dug deeper into what knowing
a word in a second/foreign language means. For instance, Ringbom (1987) sees
L2 lexical knowledge as a complex interconnected matrix of knowledge systems
that are accessed for both comprehension and production. He posits that when
an L2 language learner wants to learn a word, he is faced with different linguistic
tasks such as learning the internal form (morphology), the meaning (semantics),
the use of the word in a sentence (syntax), the words that it can be combined with
(collocation), the words that are related to it (association), and, finally, the extent
to which the word can be accessed (accessibility). Ringbom (1987) describes
knowing a word as a continuum from no knowledge in the early stages of
learning through incremental increases in knowledge to knowledge at an
advanced level. At the advanced level of word knowledge, a learner has complex
L2 lexical knowledge and has stored a lot of information about each word in his
lexicon. Thus, it can be deduced that knowing a word is challenging because it
involves dealing with a lot of information. Ringbom’s description of the
continuum and of the complex nature of knowing a word is presented in the
following table:

TABLE 1 Complex nature of knowing a word (Adapted from Ringbom, 1987, p. 37)
Beginner Level Incremental Development Advanced Level
- the word is accessible within specific the word is accessed
accessibility
context only regardless of context
knows words in all its .
knows one form of . knows the possible
morphology forms (spoken, written, -
word . derivations of a word
inflected)
knows no syntactic . knows all syntactic
syntax . knows some constraints .
constraints constraints
. knows approximate knows one meaning knows all possible
semantics . .
meaning only only meanings
knows no .
. . . knows all collocational
collocation collocational knows some constraints .
. constraints
constraints
knows no -
L - Knows some knows all associative
association associative : .
. constraints constraints
constraints
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Richards (1976) in turn enlists different aspects of knowing a word in second
language acquisition. He regards form-meaning knowledge as the basic and first
step in knowing a word, as this knowledge alone does not help in using the word
appropriately and confidently in a range of different contexts. In other words, L2
word knowledge should be considered as a range of knowledges Richards (1976),
in his seminal paper, explains knowing a word by positing eight assumptions:

e the process of knowing a word does not stop for a human by maturing and
getting older (first assumption)

¢ knowing a word means knowing the frequency and degree of exposure to a
word and its associations (second assumption)

¢ knowing a word means knowing its functions and the situations in which it is
used (third assumption)

¢ knowing a word means knowing how that word behaves syntactically (fourth
assumption)

¢ knowing a word involves knowledge of its form and derivations (fifth
assumption)

¢ knowing a word entails knowledge of its associations and how it is associated
with other words (sixth assumption)

¢ knowing a word is knowing semantic aspects of a word (seventh assumption)

¢ knowing a word means knowing many different meanings of that word
(eighth assumption)

Although Richards’ assumptions are valuable, they are not systematic. Therefore,
based on Richards’ (1976) assumptions, Nation (1990, as cited in Schmitt, 2010b)
proposed a concise, refined, and systematic version of L2 word knowledge. In
Nation’s first attempt, knowing a word means knowing its meaning, written
form, spoken form, grammatical characteristics, collocations, register constraints,
frequency and associations (Nation, 1990, p. 31). In a newer version, Nation
(2001) provides a convincing and systematic definition of knowing a word. He
also considers the active/passive dimension, which he renames as
receptive/productive. Nation sees this distinction as applicable to different kinds
of language knowledge and use. Thus, when applied to vocabulary, they cover
all the aspects of what is involved in knowing a word (2001, p. 26). On the notion
of active/passive, he defines receptive knowledge of a word as recognizing and
understanding the word when it is read or heard. Productive knowledge of a
word includes not only receptive knowledge but also knowledge of spelling,
pronunciation, grammatical usage, functional use, collocations and synonyms
(Nation, 1990, 2001). Finally, he adds that “At the most general level, knowing a
word involves form, meaning, and use” (Nation, 2001, p. 26). Nation provides
the following table to explain different aspects and dimensions of what knowing
a word comprehensively involves.
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TABLE 2 Aspects Involved in Knowing a Word (adapted from Nation, 2001, p. 27)
Spoken R | What does the word sound like?
P P | How is the word pronounced?
. R | What does the word look like?
Written - .
Form P | How is the word written and spelled?
R | What parts are recognizable in this word?
Word parts p What word parts are needed to express the
meanings?
R | What meaning does this word form signal?
Form and meaning P What word form can be used to express this
meaning?
Concept and R | What is included in the concept?
Meaning referents P | What items can the concept refer to?
R What other words does this make us think
. of?
Associations P What other words could we use instead of
this one?
Grammatical R | In what patterns does the word occur?
functions P | In what pattern must we use this word?
R What words or type of words occur with
. this one?
Collocations
What words or type of words must we use
Use P . .
with this?
. Where, when, and how often would we
Constraints on use | R . >
(register expect to meet this word?
fre uencl etc.) p Where, when, and how often can we use
d Y, e this word?
R = Receptive Knowledge P = Productive Knowledge.

The receptive/productive dimension has been considered to encompass two
scopes, namely, recognition and recall, especially, in the form-meaning aspect of
word knowledge (Nation, 2001; Laufer & Goldstein, 2004). Accordingly, the
form-meaning aspect can also include knowledge of productive recall (retrieving
L2 word forms by their L1 definitions), productive recognition (recognizing
dictated L2 words), receptive recall (retrieving definitions of L2 words by their
forms), and receptive recognition (recognizing the most relevant definitions of
L2 words among many other definitions).

TABLE 3 Scopes of form-meaning knowledge of vocabulary items (adapted from
Laufer & Goldstein, 2004, p. 407)
Recall Recognition
Productive (retrieval of form) Supply the L2 word Select the L2 word
Receptive (retrieval of meaning) Supply the L1 word Select the L1 word

The acquisition of aspects, dimensions and scopes of word knowledge have also
been previously studied and discussed. Although the precedence of receptive
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over productive knowledge in the acquisition of dimensions of word knowledge
has been discussed (Morton, 1977 as cited in Barcroft, 2004; Meara, 1997; Nation,
1990, 2001; Schmitt, 2008, 2010a), vocabulary acquisition studies showing that the
acquisition of productive word knowledge precedes that of receptive word
knowledge have also been published. For example, de la Fuente (2002),
investigated the effect of three different tasks on the acquisition of target words.
The tasks, which she named conditions, were “non-negotiated premodified input
(NNPI), negotiation without pushed output (NIWO), and negotiation plus
pushed output (NIPO)” (p. 81). Her participants were 32 L2-learner volunteers
who were studying Spanish in Georgetown University. She randomly assigned
them to three groups based on the three conditions. She selected 10 Spanish target
words that participants had not previously been exposed to. During two sessions,
participants performed two listening tasks in which they were to listen to target
words and locate relevant objects or pictures in the room. The NNPI participants
had no rights to ask any questions, The NIWO participants could negotiate the
meaning of the target words with their native speaker partners (NSs) for 1 minute
only. Finally, the NIPO participants were to provide information for the NSs to
tind the objects or pictures. The NIPO participants were also allowed to ask the
NSs questions. This task was repeated in the same manner a day later but with
the inclusion of time-on-task. Three post-tests, which measured both receptive
and productive knowledge of the target words, were administered three times as
both immediately after and at 3 weeks thereafter. Comparison of the results
revealed that task type of task was a defining factor in the acquisition of
dimensions of word knowledge. It was only in the negotiated interaction plus
output (NIPO) condition that the participants significantly acquired both
receptive and productive knowledge of the target words, although, surprisingly,
productive acquisition preceded receptive acquisition of the target words. Webb
(2007a) studied the effect of contextualized and decontextualized vocabulary
learning tasks on the acquisition of different aspects and dimensions of word
knowledge. He recruited 84 Japanese EFL students who has scored 80% in the
version 1 Vocabulary Level Test, which measures receptive knowledge of the first
2000 most frequent words. He randomly assigned them into experimental and
comparison groups. The experimental group were administered the target words
in glossed sentences while the comparison group had them in word pairs. A
surprise test, which measured knowledge of orthography, pragmatic association,
meaning and form, syntagmatic association, and grammatical function was
administered after they had completed their primary tasks. Although
comparison of the results showed no significant difference in gains in aspects of
word knowledge between the two groups, he reported that the largest gains were
found for the productive knowledge of meaning. Mondria and Wiersma (2004,
pp. 85-86) discuss factors such as “overlap between receptive learning and
productive learning” and “the decay of receptive knowledge vs. productive
knowledge” as the reasons for such inconsistencies in the literature. For example,
they argue that although a certain amount of productive knowledge can be
gained from doing receptive learning tasks and vice versa, “the receptive
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retention as a result of productive learning in general lags behind the receptive
retention as a result of receptive learning” (p. 85). Based on this finding, it can be
understood why, in the study by de la Fuente (2002), the NIPO participants
outperformed the others in the productive tests. Moreover, Mondria and
Wiersma (2004) reported that the rate of retention loss in receptive knowledge
has been found to be higher than that in productive knowledge. Therefore, the
participants in the study by Webb (2007a) might have experienced more attrition
in their receptive than productive knowledge. Hence, simultaneous receptive
and productive vocabulary acquisition is recommended because it elevates the
acquisition of these aspects of word knowledge (Gass, 1999; Lee & Muncie, 2006)
by diminishing the chance of form processing before meaning processing, which
has been reported to be a negative factor in the acquisition of target words and
aspects of these (Ellis & He, 1999).

Overall, knowing a word in second/foreign language acquisition includes
knowledge of lots of bits of information that are systematically interrelated. It is
more like a continuum than the known versus unknown dichotomy or mere
form-meaning link. This knowledge ranges from zero through partial to precise
knowledge and is true for all aspects of knowing a word (Schmitt, 2010b;
Ringbom, 1987). Therefore, when one knows a word, one knows most of the
aspects, dimensions, and scopes of knowing a word listed in the above table. In
general, in this study, I consider a word as known if I can find even the slightest
development in the form-meaning relationship, which constitutes the basic
knowledge of any type of word.

2.4 What is it to acquire a word?

Different answers from different perspectives have been given to the question of
what acquiring a word is. Some psychological studies have posited that “in
essence, the process of learning a foreign language word is to map a novel sound
pattern to a particular semantic field that may have an exact equivalent in the
native language” (Ellis & Beaton, 1993a, p. 560). In turn, phonological, studies on
cognition and memory often consider new vocabulary acquisition as achieved
through gaining knowledge of how the available sounds in the target language
are linked together to represent a particular instance or specify a class of instances
(Gathercole & Baddeley, 1990). Moreover, these studies have placed more
emphasis on phonological memory and hold that acquiring vocabulary means
learning how to sequence phonological properties, such as phonotactic
sequences, syllable structures, and the categorical units of a language (Ellis &
Sinclair, 1996).

However, with regard to the challenging points discussed above about
defining a word and knowing a word, applied linguists believe that vocabulary
acquisition is an incremental process in which one cannot learn a word in a single
exposure (Schmitt, 2007, 2008, 2010). Taking Nation’s (2001) definition of
knowing a word, they report that some of these features are acquired before other
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features and that knowledge of some aspects does not guarantee knowledge of
other aspects (Schmitt, 2007). Thus, in applied linguistics, vocabulary acquisition
is defined as a gradual process during which different aspects of a word are
acquired. Applied linguists also conceive vocabulary acquisition as a continuum
rather than a known/unknown dichotomy. For example, Schmitt (2007), as
discussed by Ringbom (1987) earlier, illustrates learning a word in a second
language as an arrow that proceeds from no knowledge to full mastery and
proposes that this continuum applies to every aspect of acquiring a word. He
exemplifies the incremental learning of the written form of a word as follows:

Can't spell knows some phonologically fully correct
word at all letters correct spelling

-
»

FIGURE1 Incremental Nature of Learning a Word (adapted from Schmitt, 2007, p. 749)

Ellis (1995) summarizes the process by stating that to acquire a foreign language
word we must first recognize it as a word. Thus, there must be different lexicons
(or knowledge bases) in our mind with different channels of input and output.
He suggests that to understand speech, the auditory input lexicon must be able
to categorize sounds in sequences that sound meaningful for us; to understand a
word when we read it, the visual input lexicon must be able to recognize
orthographic patterns; to say a word, the pronunciation output lexicon must
activate the articulatory organs to deliver a pre-sequenced pattern of sounds to
be pronounced correctly; and that to write a word, the spelling output lexicon
must provide a logical orthographic pattern. We must also learn the word’s
syntactic structure, semantic properties, its relation to other words, its place in
the lexical order, and its referential properties. Thus, learning a word is a
complicated but gradual process that involves many different logical,
psychological and pedagogical processes (Schmitt, 2007; & Ellis, 1995). In a
vocabulary acquisition study, the researcher must consider this complexity so
that he can either control or enforce the effect of the multiple factors that play
determining roles in vocabulary acquisition process.

241 Psycholinguistics and acquiring a word

Despite the extensive literature on learning a word, no concise theory exists for
modelling the learning process itself (Nation, 1990, 2001; Nation & Webb, 2010;
Schmitt, 2010a). However, many attempts have been made in psycholinguistics
to show how a word is recognized, processed, stored, and accessed. In this
subsection, I discuss two proposed models from the word acquisition point of
view. I have selected these two models on the grounds of the important role they
assign the lexicon and its internal processes during language use.
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2411 Levelt’s model of lexical access in speech production

Levelt's model of lexical access in speech production, while in the first place a
model of L1 language production, is of great interest for L2 vocabulary scholars
owing to its heavy reliance on vocabulary knowledge and its deep involvement
during language use. According to this model, the lexicon contains knowledge
that is declarative in nature. In other words, a collection of facts and information
are stored in individuals” memories. They can build or rebuild their collection by
formal study or incidental learning. Moreover, the grammar and phonology of
sentences are determined by the selection of words from the lexicon (Levelt,
1992). By the same token, it can be inferred that if the words in the lexicon
determine the syntax used, other aspects of knowing a word might also play
crucial roles in language production. Moreover, this view emphasizes that
exposure to words in use is an influential way of developing vocabulary
knowledge. Furthermore, it proposes that the decontextualized learning of
vocabulary cannot be very effective even if it may be of some use in acquiring a
word (Kang, 1995; Nation, 2001).

Levelt (1989, as cited in Nation, 2001) argues that, the lexicon contains two
knowledge components in which forms and lemmas are stored separately for all
types of words. Levelt, Roelofs, and Mayer (1999, p. 37) explain that the term
lemma, first introduced by Kempen and Hoenkamp (1987) and later adopted by
Levelt, was used to “denote the word as a semantic/syntactic entity” as opposed
to the term lexeme that “denotes the word’s phonological features”. However, in
his theory, Levelt later limited the concept to syntactic knowledge. Every lemma
contains many bits of information such as semantic and grammatical knowledge,
“that is, knowledge of the meaning components of a word and knowledge of the
syntactic category (part of speech) of a word” (Nation, 2001, p. 38), syntactic
category, grammatical functions, grammatical restrictions (ibid.) (Figure 2).
Levelt (1992) adds that pointers link the morpho-phonological form of the word
to the information contained in the lemmas; or, put more simply, written/spoken
forms and meanings are linked in the lexicon by the pointers.
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FIGURE 2 Information about the word escort in Lemma (adapted from Levelt, Roelofs, &
Mayer, 1999, p. 4)

Levelt (1992) also states that there are not only internal relations in each entry but
also there are external relations among entries. The internal relations of an entry’s
bits of information are essential owing to the cause-effect nature of language
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reception and production. This type of relation means the existence of derivative
forms and word families. On the external relationships between entries, Levelt
(1992) distinguishes two type of relations: intrinsic and associative. In the
intrinsic external relationship, entries are related based on four features:
meaning, grammar, morphology and phonology. Semantic relations like
synonymy, antonymy etc. derive from this type of relationship between entries.
Associative relations are the main causes of collocations.

I see Levelt's model as highly relevant to the nature of vocabulary
acquisition since, as discussed in the previous section, knowing a word is the
outcome of the interaction of various factors and hence a complex incremental
process. Levelt's model suggests that knowing and acquiring a word is highly
important in language learning because of the role played in all language use by
the lexicon. Moreover, the model supports the idea of the incremental nature of
learning words. In this model, the lexicon is described as a world of bits of
information that are related, linked and connected to each other in various and
specific ways. Thus, to build such a lexicon for another language is time-
consuming, and many processes, such as the building, rebuilding, and refining
of both entries and links, must be invoked a great number of times.

24.1.2 Meara’s model of word learning

In his model of word learning, Meara assumes that acquisition of a word

consists of the building of a connection between a newly encountered word and a
word that already exists in the learner’s lexicon. This connection might be a link
between the new L2 word and its L1 translation, or it might be a link between the new
L2 word and an already known L2 word. (Meara, 1997, p. 118)

He also presumes the link is unidirectional; that is, he presumes that only newly
acquired L2 words can activate or retrieve their specific L1 translations or L2
synonyms in the learner’s lexicon while L1 translations or L2 synonyms may not
be able to activate or retrieve the newly acquired L2 words. In this model, as
Meara claims, vocabulary acquisition is considered a cumulative activity. He
defines unknown words as words that have no connection to the learner’s
existing lexicon and known words as words that have connections to the learner’s
lexicon. However, they are different in the type and number of their connections.
By the same token, the number of connections determines the strength of
knowing a word. A word with great number of connections will be well known,
but a word with a small number of connections will be poorly known. Meara
adds that frequency of exposure has an important role in his model. More
frequent exposure to a word increases and enriches the number of connections.
He calls every exposure of a word, though small, an event and believes that,
based on his model, these small events add up and, in the long run, build a large
lexicon.

Although Meara states that “there are huge problems with this type of
thinking, and I am not suggesting that the simple ideas for models that I have
developed here should be taken really seriously” (1997, p. 120), Schmitt (2010a)
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points out that this model could provide a fairly convincing description of the
active/passive or productive/receptive states of words. Accordingly, Schmitt
(2010a) explains that an item in the lexicon is active when it is connected to a
productive item. This type of connection “lights up” the item for productive use.
But for the receptively known items, there are no “incoming links from the
lexicon” and they must be activated by an external stimulus. When activated,
they can be recalled.

Schmitt (2010a) concludes that, according to this model, “the move from
receptive to productive mastery is the results of a fundamental change in the way
a lexical item is integrated into the mental lexicon” (p. 81). Schmitt (2010a)
believes that this model can explain how it is possible for some words to be
acquired productively in the short run despite only little input. It can also explain
why some words are known productively for some time only and not later.
According to this model, the reason is that they are no longer connected to
productive items in the lexicon and thus no longer productively accessible.

Although these models do not cover the learning of a word
comprehensively, they demonstrate that learning a word is a very complicated
process that depends on many factors.

2.4.2 Processes and modes of acquiring a word

What happens when one acquires a word? What factors are involved during this
mental process? In this section, I summarize the research on the processes
underlying the acquisition of a word.

2421 Processes involved in learning a word

Nation (2001) introduces three major processes, at least one of which should be
beneficial and effective in any word acquisition situation. Although the presence
of all three processes simultaneously is not essential, word learning activities
should be designed in such ways that these three psychological conditions have
the potential to assist learners in reaching their goal, i.e., acquiring a word. The
three processes through which word acquisition can be started, practiced and
guaranteed are noticing, retrieving, and generation. Although Nation (2001) claims
that noticing is the least effective and generation the most effective one of these,
noticing is considered the preliminary stage from which learning starts (Truscott,
1998; Cross, 2002). Moreover, noticing both the form and meaning of the target
word is a necessity for generating form-meaning links in vocabulary tasks (Ellis,
1994). Noticing refers to “seeing the word as an item to be learned” (Nation, 2001,
p. 221). Through noticing, a learner gains awareness of the importance of the item
as a useful language unit. Two important enabling factors for noticing are
motivation and interest (Nation, 2001). Research also seems to support the effect
of noticing on effective vocabulary acquisition. For example, Alcon (2007) found
that techniques like a pre-emptive focus on form episodes that elevate the level
of noticing are more effective in vocabulary learning than techniques that do not
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elevate the level of noticing. In my study, the role of noticing has been enhanced
by bolding the target vocabulary items.

Retrieving refers to both recognizing and recalling previously encountered
words. Retrieval strengthens the connection between the cue and word
knowledge. With respect to the receptive/productive aspects of acquiring a
word, retrieval could be “receptive/productive, oral/visual, overt/covert, and
in context/ decontextualized” (Nation, 2001, p. 221). Receptive retrieval refers to
remembering the meaning when the written or spoken form is encountered.
Productive retrieval is remembering the written or spoken form when language
is used for communication. Two major factors that affect the retrieval of a word:
“the learner’s vocabulary size, and the length of time that the memory of a
meeting with a word lasts” (Nation, 2001, p. 67). The results of word-repetition
studies support the expected effect of retrieval on word learning. Webb (2007b),
in a carefully controlled design, studied the effect of 1, 3, 7 and 10 encounters on
vocabulary learning among 121 Japanese language learners. He measured the
knowledge of form, meaning, orthography, grammatical functions, association,
and syntax for the target words with 10 tests, controlling for the type and aspects
of contexts and the participants’ language level and proficiency. He found that
more repetition (retrieval in any form for any aspect of knowing a word) resulted
in better and deeper knowledge of a word.

The process considered the most effective of the three is generation.
Generative use of a word refers to the use of a previously encountered word in
another context, another derivation, or a in a way that is different from
previously exposures. “Generative use is not restricted to metaphorical extension
of word meaning and can apply to a range of variations from inflection through
collocation and grammatical context to reference and meaning” (Nation, 2001, p.
69). Generation can also be receptive and productive. Receptive generation refers
to encountering a word in a distinctive way, different from previous exposure in
listening or reading. Productive generation refers to a new way of using a
previously encountered word that best fits the context. Generation can also be
understood as a matter of degree. Generation is low if the language context
shows little change; for example, if old friend is replaced by very old friend.
Generation is high if the word which has been met before is used in a completely
new way; For example, if old friend is replaced by my very old man or my very old
boy. To test this process, Joe (1998) studied the effect of text-based tasks and
background knowledge (the ability to use a new word generatively and
vocabulary knowledge) on incidental vocabulary acquisition. Her results showed
that a greater level of generative use led to a greater gain in vocabulary items.

In this study, the importance and effect of those three processes, i.e.
noticing, retrieval, and generation, are considered, controlled for, and tested. For
example, in the task design, to be described later, retrieval and generation as well
as noticing processes play a crucial role in assisting participants to acquire the
target vocabulary items.
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24.22 Implicit and explicit learning

Psycholinguists frequently assume that “humans are endowed with two
dissociable learning abilities: implicit and explicit learning” (Ellis, 1995, p. 5). The
assumption of these two abilities derives from connectionism (Laufer & Hulstijn,
2001). The connectionist definition of implicit and explicit learning is as follows:

Implicit learning is acquisition of knowledge about the underlying structure of a
complex stimulus environment by a process which takes place naturally, simply and
without conscious operations. Explicit learning is a more conscious operation where
the individual makes and tests hypotheses in a search for structure. (Ellis, 1995, p. 6)

Many applied linguists believe that such abilities are involved in learning a
second or foreign language. Ellis (2009, p. 7) assumes that in SLA, “explicit
language learning is necessarily a conscious process and is generally intentional
as well. It is conscious learning where the individual makes and tests hypotheses
in a search for structure [...] it is a conscious, deliberative process of concept
formation and concept linking”. However, “implicit language learning takes
place [...] without any metalinguistic awareness. That is, the processes
responsible for the integration of material into learner’s interlanguage system
and the restructuring this might entail take place autonomously and without
conscious control” (p. 7).

Ellis’s definitions of these terms, while broad, are applicable in second
language acquisition. However, in the case of vocabulary acquisition and
knowledge, psycholinguists limit the scope and redefine the concepts of implicit
and explicit learning. They describe the implicit learning of a word as the
acquisition of different meanings of a word by several exposures to that word in
different contexts in cases when this happens completely unconsciously. In turn,
they delineate the explicit learning of a word as a completely conscious process
in which metacognitive strategies are used to facilitate its acquisition (Ellis, 1995).

24.2.3 Incidental and intentional vocabulary learning

In vocabulary acquisition research, the terms incidental and intentional
acquisition are used instead of implicit and explicit learning. In other words, a
word is acquired either incidentally or intentionally. Laufer and Hulstijn (2001)
and Hulstijn (2001) observe that these two terms, incidental and intentional
acquisition, have their origin in experimental psychology research in the
beginning of twentieth century when they were used in explaining processes that
differed from explicit and implicit learning.

From a pedagogical perspective, Schmidt (1994, as cited in Laufer &
Hulstijn, 2001) refers to incidental vocabulary acquisition as the unintentional
acquisition of vocabulary items in a situation where the primary aim is to learn,
for instance, how to communicate. Hulstijn (2001) distinguishes these two terms
operationally. The difference between incidental and intentional as can be seen
by considering the use of a pre-learning instruction that warns learners about a
retention vocabulary test to be administered later. Although Hulstijn (2001) states
that while providing a precise distinctive definition of these two terms is not an
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easy task, the incidental acquisition of a word refers to when a word is acquired
while the learner is engaged in a language activity in which the main aim is not
acquiring that word. In contrast, every activity that is specifically designed to add
a word to the mental lexicon can be considered intentional word learning. Other
researchers’ definitions of incidental and intentional word learning mostly
converge with that of Schmidt and Hulstijn (Laufer & Hulstijn, 2001; & Ahmad,
2011). Ahmad (2001), however, sees the intentional acquisition of a word as
another case of rote learning since, during this process, the role of context is
disregarded.

It is easy to agree with Hulstijn that it is not easy to define incidental and
intentional vocabulary acquisition. In fact, applied linguists have proposed these
two distinctive terms because they believe that, despite their overlap in meaning,
the two notions should not be confused with implicit and explicit learning in
memory studies (Laufer & Hulstijn, 2001). For example, while implicit learning
can only be incidental, explicit learning can occur both incidentally and
intentionally. Putting the various definitions provided by psychologists,
psycholinguists, and applied linguists together, it can be stated that “ Attention and
deep focus on form-meaning connection are factors that can determine the type of
learning to be incidental or not” (Huckin & Coady, 1999, p. 183).

24.24 The effectiveness of Incidental or intentional word learning

But which mode of word learning is more effective? Ahmad (2001) found
incidental word learning from context to be an effective way of learning
vocabulary, a motivator for extensive reading, and a promoter of deeper mental
processing. In his study, incidental word learners also outperformed intentional
word learners.

For the incidental acquisition of a word to happen, several exposures to the
word are needed (Huckin & Coady, 1999). For example, it is claimed that for a
word to be acquired incidentally, 10 exposures are desirable (Saragi, Nation, &
Meister, 1978, as cited in Huckin & Coady, 1999). Although this might be true for
tirst language vocabulary acquisition (Jenkins, Stein, & Wysocki, 1984), it may
not be as true for second language vocabulary acquisition. Gathercole and
Baddeley (1990) studied the number of exposures in second language vocabulary
acquisition and reported that an increase in the number of exposures was
effective. Nation (2001), in turn, states that 7 exposures might be enough for
acquiring new words. The idea of the optimum number of exposures was tested
systematically in the second language learning context by Webb (2007), who
found that “If learners encounter unknown words ten times in context, sizeable
[incidental] learning gains may occur. However, to develop full knowledge of a
word more than ten repetitions may be needed” (p. 46).

Huckin & Coady (1999), who presume that guessing is the major form of
incidental word acquisition, posit that incidental word acquisition also has its
limitations. In incidental vocabulary acquisition, guessing is imprecise: “accurate
guessing requires accurate word recognition and careful monitoring because there
are many deceptive lexical items that can easily mislead the learner” (p. 189).
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Guessing also needs a lot of time, as word acquisition will not take place if the
context is not well understood. Learners without a good knowledge of (reading)
strategies cannot learn words incidentally and effectively. Thus, guessing does not
mean incidental acquisition, and multiword lexical items are not learned
effectively through either guessing or incidental word acquisition.

Schmitt (2010b) reviewed both modes of word learning and listed their
benefits. He argues that intentional word learning is beneficial because it
generally leads to more robust and faster learning, it generally engages the
learner more profoundly - which helps better retention - and it can help the
teacher to select the words to be taught. For incidental learning, he wrote that it
could be helpful in the case of words that teacher could not teach intentionally, it
might provide contextual information that teacher could not teach easily and
explicitly, it might be good for retrieving a word taught explicitly, and it could
help word learning while developing other language skills.

When considering the benefits and limitations of both incidental and
intentional vocabulary acquisition, scholars commonly recommend that
incidental and intentional modes of vocabulary acquisition are implemented
simultaneously. They must also be treated as complementary activities (Schmitt,
2007; & Hulstijn, 2001). Many studies support this idea. Zimmerman (1994) found
that sub-technical words were better acquired if the learner received interactive
word instruction 3 hours a week compared to reading alone. Qian (1996) found
that decontextualized L2 vocabulary acquisition plus feedback was more
effective than contextualized L2 vocabulary acquisition. Furthermore, in a study
by Paribakht and Wesche (1997), reading plus vocabulary instruction groups
outperformed, both qualitatively and quantitatively, reading-only groups in the
final retention test. Hulstijn (2001), however, argues that modes are useful only
if they provide enough information. He believes the mode is used for teaching or
learning a word is of little importance; what matters is how to increase the quality
of information processing regarding a target word, for example, by enhancing
the learner’s sense of the relevance of the target words to the task (Laufer, 2001).

Likewise, in this study, the debate on the boundary between incidental
and intentional vocabulary acquisition and the advantages of applying both
modes informed the design of the present main task, in which the target words
are shown in bold while the aim is not explicitly to teach them. This will be
discussed later.

2.4.3 What techniques are used for teaching and acquiring vocabulary?

Many efforts at decrypting the nature of learning a word, and many contributions
to developing theoretical understanding of word acquisition have been made.
However, this information is not useful unless it assists language learners to
acquire a target word in practice. At this juncture, a brief review of attempts at
translating theory into practice in order to effectively teach acquire words is
presented.

Sokmen (1997) lists the following techniques as current trends in teaching
and acquiring second language vocabulary:
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1. Inferring from the context: inferring from the context mainly happens when
acquiring words incidentally. In this technique, learners are encouraged to guess
the meaning using contextual clues and the surrounding words. Fraser (1999)
found inferencing techniques to be an effective lexical processing strategy for
enhancing vocabulary acquisition. In his think-aloud study, applying a repeated
measures design, he gathered introspective data from 8 francophone
intermediate ESL learners while they were reading 8 texts over 5 months to
monitor their strategies when engaging with unfamiliar words. By a cued-recall
task, he tested the participants’ rate of vocabulary acquisition. He found that the
participants utilized lexical processing strategies, such as consulting, inferencing,
ignoring, and not paying attention, that had different effects on their rate of
vocabulary acquisition. He found that, among the implemented lexical
processing strategies, inferencing was a significantly effective strategy for
incidental vocabulary acquisition. Although inferencing may be an effective
technique, it had its limitations and needed to be practiced with intentional
techniques (Huckin & Coady, 1999; & Schmitt, 2010b). According to Nassaji
(2003, p. 648), three types of cognitive processes are involved in successful
inferencing: “a generator, an evaluator, and a metalinguistic control component”.
He explains the roles of generator and evaluator processes as processes that
generate hypotheses about the meaning of a word and evaluate them. He defines
metalinguistic processes as a series of steps and decision-making processes that
run between the generating and evaluating of hypotheses about the meaning of
a word. In a think-aloud study, he searched for the inferencing techniques that
are the outcomes of these processes among 21 intermediate ESL learners while
reading a passage. He also considered the role of learners” knowledge sources.
He found that the learners used the following inferencing techniques when they
invoked the generator, elevator, and metalinguistic control components during
reading: repeating, verifying, self-inquiry, analyzing, monitoring, and analogy.
Moreover, he found that the effectiveness of these inferencing techniques can be
low if learners use only “the strategies and knowledge sources they [have] in
their disposal” (Nassaji, 2003, p. 645). Finally, he reported that the quality of the
inferencing strategies applied is more important than their quantity. Nassaji's
findings aside, it seems the effectiveness of inferencing techniques on incidental
acquisition of vocabulary item also depends on other factors such as context.
Texts, for example, provide richer contextual cues, and enhance the effectiveness
of both vocabulary and grammar acquisition (Hulstijn, Hollander, & Greidanus,
1996; Romos & Dario, 2015). For instance, Webb (2008), found that the quality of
the context is even more influential on the lexical encoding process than
frequency of exposure. In other words, rich contexts enrich word processing by
providing more cues about the various aspects of words (Rott & Williams, 2003).
Thus, inferencing techniques can be more successful because the quality of
inferencing is high in such contexts.

2. Teaching most frequent words: word frequency is one of the most important
factors in teaching and acquiring a word. Learning the most frequent words is an
effective way for learners to improve their skills. For example, Nation (2006)
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found that for full comprehension of a text knowledge of 98% of the word used
was needed. To reach this level of comprehension with written texts, a learner of
English must know at least the first 8 000 most frequent English words and with
spoken texts the first 6 000 most frequent words. However, researchers have
found no direct relation between frequency levels and vocabulary acquisition.
For example, Webb and Chang (2015) found no relation between word frequency
levels and vocabulary learning. They asked 61 Taiwanese EFL learners to read
and a series of 10 graded-reader books and listen to their companion audio CDs.
They randomly selected 100 target words. After comparing the results of the pre-
tests, post-tests and delayed-post-tests, they found a high gain in vocabulary by
the participants even though no significant relation was found between
frequency levels and vocabulary acquisition. However, they mentioned
frequency as one of the effective factors. Later studies also supported the findings
by Webb and Chang (2015). For example, Chang and Hu (2018) carefully
replicated the study by Webb and Chang (2015). They divided 62 young adult
learners into two groups of equal size. The participants in the first group (31)
were high-level learners, and those in the second group (31), low level learners.
The authors semi-randomly selected 100 target words, 31, 36, and 34 from the 1
000, 2 000, and 3 000+ highest frequency levels, respectively. After a series of
reading and listening activities, they evaluated pre-test, post-test, and delayed
post-test, whether the frequency levels had any effect on the acquisition of target
words. They found that higher-level group learned 68%, 71%, and 69% while the
lower-level group learned 20%, 19%, and 21% of the target words selected from
the 1000, 2000, and 3000 frequency levels, respectively. Moreover, they found
attrition rates of 7%, 11%, and 22% in the higher-level group and 31%, 34%, and
36% in the lower level groups in the respective frequency levels. They found no
direct relation between word frequency level and vocabulary learning; moreover,
they concluded that the vocabulary learning results in their study were possibly
due to such factors as repetition, participants’ reading and listening techniques,
and after-reading activities.

3. Integrate new words with the old ones: the lexicon in humans is thought to
be a web-like structure comprising interconnected links that create a network of
associations (Aitchison, 1987, as cited in Schmitt & McCarthy, 1997, p. 241). For
long-term vocabulary retention, teachers must help language learners to link
newly acquired words to their previous knowledge and strengthen these links
for better retrieval. Wessels (2011), in his proposed Vocabulary Quilt during
reading, emphasizes the importance of the provision of opportunities for relating
new words to learners’” background knowledge in both pre-reading and during-
reading phases as old knowledge, stored in background knowledge, assists
learners to refine, expand and integrate word meanings into their long-term
lexicon.

4. Providing several encounters with a word: “repetition is essential for
vocabulary learning because there is so much to know about each word that one
meeting with it is not sufficient to gain this information” (Nation, 2001, p. 74).
Moreover, “repetition of foreign language forms promotes long-term retention”
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(Ellis & Sinclair, 1996, p. 244). Repetition causes retrieval of either form or
meaning. Each encounter with a word in a different context ended up with new
links for that word in the lexical network. As discussed above, at least 10
encounters might be needed for THE successful incidental acquisition of a word
(Jenkins, Stein, & Wysocki, 1984; Gathercole & Baddeley, 1990; Webb, 2007b; Bao,
2015). However, the repetition must also be systematic. It was found that spaced
repetition was more effective than frequent repetition in one sitting (Baddeley,
1990; Bloom & Shuell, 1981, Dempster, 1987, as cited in Nation, 2001). The
memory schedule Pimsleur (1967, as cited in Nation 2001) has been found to be
an efficient repetition schedule for spaced repetition of word for long term
acquisition. In Pimsleur’s model, new words must be repeated at least eleven
times within a fixed range of time starting at 5 seconds after the first encounter,
followed by 25 seconds after the second, 2 minutes after the third, 10 minutes
after the fourth, 1 hour after the fifth, 5 hours after the sixth, 1 day after the
seventh, 5 days after the eighth, 25 days after the ninth, 4 months after the tenth,
and 2 years after the eleventh encounter. Irrespective of the mode of presentation,
repetition is an effective factor in vocabulary learning. For instance, Peters and
Webb (2018) studied the role of repetition in audio-visual materials. They
conducted two experiments with 63 intermediate level (B1-B2) Dutch-speaking
EFL learners to find out if watching television could have any effect on form
recognition, meaning recall, and meaning recognition. A full-length TV
documentary program related to the course objectives of the participants, i.e.,
engineering subjects, with no subtitles was selected. They systematically selected
32 target words with frequency of occurrence ranging from 2 to 5. Data were
collected via a pre-test-treatment-post-test design. Participants watched the full-
length documentary after they had sat for the pre-test. After comparing the pre-
test and immediate post-test results by ANOVA in order to find the most
effective factors, they found that frequency of occurrence, or repetition, had a
substantial impact on meaning recall, meaning recognition, and form
recognition. Thus, the role of repetition, as an influential factor in vocabulary
acquisition, should never be neglected or skipped by teachers or the researchers.

5. Promote deep level of processing: Craik and Lockhart (1972) showed that a
deeper level of semantic processing would be more effective in acquiring a word.
Hulstijn and Laufer (2001), in their study on levels of processing, found that
retention was highest in the group who needed deeper semantic processing with
the highest level of involvement owing to the need for deeper semantic processing.
This technique is also key in this study; I discuss it in depth section 2.6.

6. Facilitate imaging and concreteness: Clark and Paivio (1991, as cited in
Schmitt and McCarthy, 1997), in their theory of dual encoding, explain that the
human lexicon is built from a network of the verbal and visual representations of
different words. Accordingly, if learners try to learn a word through both
channels, i.e., visual and verbal, retention will be better because a stronger link
will be created in the lexicon for that word, although the effectiveness of this
strategy could be challenged by the effect of context and multimedia materials.
For example, in a multi-media context, the simultaneous presentation of text and
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pictures, or videos may cause cognitive overload, which hinders learning (Mayer
& Moreno, 2003). Moreover, Boers, Warren, Grimshaw, and Siyanova-Chanturia
(2017) criticize most of the studies which support the effectiveness of dual coding
theory for vocabulary uptake from texts for containing vocabulary items with
concrete and imageable referents or for using previously created and established
referents of the selected target words. Therefore, they emphasize the role of
attention and posit that the “the attested benefits [of dual coding theory] lie with
the amount of attention that multimodal clarification tend to attract” (Boers,
Warren, Grimshaw, & Siyanova-Chanturia, 2017, p. 720). Finally, they conclude
that dual coding theory is effective for vocabulary items do not have previously
formed and established referents and images in the vocabulary learners” mind. A
study by Shen (2010) supports the conclusions of Boers et.al., (2017). Shen (2010)
tested the effect of dual encoding on the uptake of Chinese abstract and concrete
words. She selected both abstract and concrete nouns for her study. Her
participants were 45 males and females who had registered as beginners in a
course on Chinese as a foreign language. The participants were divided
randomly into two groups, namely, verbal-encoding only and verbal-encoding
plus imagery. Shen administered two tests at the end of days 1 and 2 of her
experiment immediately after instructions and tasks has been given and
completed. In test 1, she asked the participants to select the correct words and in
test 2 they were asked to write the meaning and the sound of the target words.
Comparison of the test results showed that the verbal encoding plus the imagery
method of instruction enhanced the uptake of the sound, shape, and meaning of
abstract rather than concrete words. She concluded that the possible presence of
previously stored images of the concrete nouns might have hindered acquisition
of the target concrete nouns.

7. Dictionary work: When someone is asked to consider language learning,
dictionaries are one of the first things mentioned. Dictionary work is considered
an independent vocabulary acquisition strategy because it provides various ways
of practicing words (Schmitt and McCarthy, 1997); however, choosing a good
dictionary can probably help language learners achieve their goals faster and
better. Hunt (2009) examined different types of monolingual and bilingual
dictionaries and their effect on L1 and L2 vocabulary acquisition and retention.
He found that although L1 is a good medium for conveying information and that
bilingual dictionaries can better help understanding of the meaning,
monolingual L2 dictionaries can be more fruitful for vocabulary acquisition and
retention. Zou (2016) compared the effect of dictionary search on vocabulary
learning with inferencing techniques. Participants were 104 intermediate English
learners divided into two groups, namely reading comprehension and dictionary
look-up, and reading comprehension and inferencing techniques. Immediate and
delayed post-tests were administered after completion of the reading activities.
The results indicated the superiority of dictionary search in learning target
words. Zou (2016) found that the superiority of dictionary search can be
explained by the degree of elaboration. She states that dictionaries provide an
abundance of information on each word; therefore, a high degree of elaboration
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provides the possibility for deeper word processing and adding more
information about the looked-up words into the long-term memory. Moreover,
she adds that as knowing a word includes knowing lots of relevant information,
dictionaries can offer this complex and connected information for a word all at
once, which in turn can create several links from the new words to existing
background knowledge. Therefore, new knowledge is connected to old
knowledge via various and informatively rich links.

8. Word unit analysis: All languages have a vast number of words. Thus,
acquiring many words may be very exhausting. Teachers can help language
learners to reduce this burden by teaching them the important affixes and roots
of words in the target language (Sokmen, 1997). Bowers and Kirby (2010)
investigated the effect of morphological instruction on vocabulary acquisition.
They recruited 81 fourth and fifth graders for their study. Using a pre-test-
treatment-posttest design, they taught and tested morphological knowledge of
English words. During the treatment sessions, which comprised 20 50-minute
instruction sessions, they taught spelling, morphemes, base words, affixes, and
compounding words through problem-solving activities. To measure
participants” meaning recognition and recall in both the pre- and post-tests, they
selected 30 English words, which were to be taught during the treatment
sessions. The analysis of the elicited data revealed that morphological instruction
is a reliable tool for assisting language learners to acquire a large number of
vocabulary items in the short term. It also assists them to acquire morphological
awareness of the words in English. Although morphological instruction was
effective for vocabulary acquisition, they reported that the effect of the
instruction given did not extend to word families, which were not taught in their
instruction sessions. In other words, although the participants acquired linguistic
knowledge of English morphology, they were unable to decode the meaning of
words other than those taught during the treatment sessions They concluded that
morphological knowledge deepens the processes of acquiring a word. Thus, the
quality of the mental representation of a word is enriched; this in turn lead to
easier access to the already stored information about the word.

9. Mnemonic devices: these devices are used to assist memory during
processing. They are verbal, visual, or a combination of both. The most famous
mnemonic device, usually also cited as the most effective, is Atkinson’s keyword
method (Ellis & Beaton, 1993b; Sokmen, 1997). In this method, students first
choose a word in their L1 that sounds like an L2 target word and then try to form
a visual picture which is a mixture of both words (Sokmen, 1997; Ellis & Beaton,
1993b; Nation, 1990). Brown and Perry (1991) compared three mnemonic devices,
i.e., keyword, semantic, and key-word-semantic. Their participants were 60
Egyptian Arabic-speakers distributed in 6 ESL intact classes. In a nonequivalent
control group design, they assigned the participants to either the experimental or
control group. They selected 31 nouns and verbs as their target words in the
study. They asked an Arabic native speakers to select the Egyptian colloquial
Arabic keywords, which could be nouns or verbs, and a sound-alike English
target word of at least in one syllable, for each keyword. During the treatment



40

sessions, the keyword group received the target words, their definitions, and the
keywords. The participants in the keyword-semantic group received the target
words, their definitions, the keywords, example sentences, and questions. After
the treatment, they administered a 40-item, four-choice multiple item test
containing the 31 target words. Analysis of the test data showed that the most
effective mnemonic device was the keyword-semantic method. They suggest that
the effectiveness of this method can be explained by the Depth of Processing
hypothesis.

That is, first, information processed at the semantic level produces better memory
traces than that processed at acoustical and visual levels; and second, when
elaboration occurs at a number of levels, memory traces are even stronger. If
assumptions that recognition tasks measure information stored in memory and cued-
recall tasks reflect facility in retrieving information from memory are warranted, then
the conclusion can be made that the combination of these methods produced both
stronger memory traces and better retrieval paths than if used alone. (Brown & Perry,
1991, pp. 665-666).

However, Ellis and Beaton (1993b) found the keyword method to be superior for
gaining receptive vocabulary knowledge and repetition to be the most effective
factor in facilitating the acquisition of vocabulary productive knowledge.

10. Semantic elaboration: in these types of activities, the teacher seeks to
promote the formation of associations and thereby build up students’” semantic
networks (Machalias, 1991, as cited in Schmitt & McCarthy, 1997, p. 249). Among
the best known types of these activities are semantic feature analysis, in which
the meaning components of a word are analyzed, pictorial schemata, which
refers to creating grids or diagrams to present lexical ordering, and semantic
mapping, which refers to digging deeply into the associations of a word and
presenting these in a diagram in order of relevance. Semantic elaboration
techniques help learners “distinguish differences in meaning and organizing
words” (Schmitt & McCarthy, 1997, pp. 251-2). Taevs, Dahmani, Zatorre, and
Bohbot (2010) state that semantic elaboration affects auditory and visual
memory. Therefore, in using semantic elaboration techniques to teach vocabulary
acquisition by means that deeper semantic processing is possible because it
involves the storing of audio-visual as well as lexical data about words.
Therefore, the new knowledge is related to the pre-existing knowledge through
strong and informatively rich links, which in turn makes it easier to access the
stored words (Thuy, 2013).

11. Collocations and lexical phrases: Schmitt (2010a) terms these formulaic
sequences. Sokmen (1997) claimed that because collocational relationships create
long-run links and their traces are long-lasting, providing students with an
opportunity for practicing them would seem a promising method of learning.
Boers, Eyckmans, Kappel, Demecheleer, and Stengers (2006) found that more
knowledge of formulaic sequences improved language learners oral proficiency.
They investigated how knowledge and the use of formulaic sequences could
assist language learners to increase their proficiency in L2 use. They also tested
the effect of awareness on the acquisition of formulaic sequences. 32 participants,
majoring in English, were randomly divided into either the experimental or
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control group. They received 22 hours of teaching, including the use of several
authentic reading and listening materials. The experimental group participants
were informed about standard word combinations while they were interacting
with the reading and listening materials. The control group participants were
taught using the traditional grammar-vocabulary dichotomy. After their
respective treatments, the oral proficiency of the participants was evaluated by
interviews and the rate of their uses of formulaic sequences were measured by
judges blinded to group allocation. Analysis of the data revealed a positive
correlation between oral proficiency and knowledge of formulaic sequences.
Moreover, the researchers reported that augmenting the language learners’
awareness of formulaic sequences helped them enhance their oral proficiency
and language to the extent that they came across as proficient speakers. Boers,
Eyckmans, Kappel, Stengers, and Demecheleer (2006, p. 256) state that according
to cognitive linguists “the category of formulaic sequences contains segments
that are much less arbitrary than used to be assumed, and [their studies] therefore
lend themselves well to insightful learning and mnemonic strategies”. Overall,
cognitive linguists posit that by encouraging mnemonic strategies, such as
imagination, alliteration and assonance, formulaic sequences boost acquisition of
these specific word combinations.

12. Vocabulary learning strategies: Schmitt (1997) provides a taxonomy of
vocabulary learning strategies, based on “Oxford’s (1999) system and the
discovery/consolidation distinction” (p. 204). His taxonomy is categorized into
four groups of distinctively different strategies: social strategies, referring to the
use of interaction for acquiring a word, memory strategies, referring to any
activity that relates new material to existing knowledge, cognitive strategies, or
activities in which learners manipulate the target language, and metacognitive
strategies, referring to processes that monitor vocabulary acquisition processes.
According to Gu and Johnson (1996) and Gu (2003), the type of strategy for
learning vocabulary items that language learners choose highly depends on
factors such as the person, context and task at hand. Gu (2003) considers a
vocabulary learning task as a problem-solving activity which is interacted by a
learner or, say, a person who has myriad attributions and qualities. A person
chooses a strategy by considering internal factors, such as motivation, anxiety,
proficiency, background knowledge, etc., contextual factors, such as learning
culture, quality of input and output, etc., and task-related factors, such as
difficulty, time, complexity, etc. Therefore, he recommends, first, that language
teachers should be aware of the importance of vocabulary learning strategies in
vocabulary learning, and second, that before implementing any vocabulary
learning strategies, language teachers must search for the most effective
vocabulary learning strategies and tasks for specific groups of language learners
and their cultures and context of learning.

244 How many words does one need to learn?

Hulstijn (2001) writes that determining how many words one needs to learn is
unlikely; however, many empirical findings have suggested answers to this



42

question. Based on the literature on L2 learning, Hulstijn (2001) nevertheless
proposes at least 5 000 base words as the minimal learning target for receptive
knowledge. However, he argues that this estimate is not enough since to reaching
the 95 percent level of word knowledge required to read different non-specialist
texts requires at least 10 000 base words.

Milton (2009) observes that reading for study purposes and reading for
pleasure are different tasks and that Nation’s (2006) estimate pertains to reading
for pleasure. Milton’s finding that for unassisted comprehension of a general text,
either written or spoken, 98% of running words in the text must be known means
that learner must acquire the previously mentioned amount of word-family
knowledge. In turn, Laufer and Sim (1985, as cited in Milton, 2009) estimated that
95% knowledge of running words needed for unassisted comprehension of
academic texts. Milton (2009) concludes that the estimate for unassisted
comprehension of a text is “probably 95% or more” (p. 51). He adds that with
knowledge of at least 2 000 word-families learners can understand the general
idea of the text. “Very broadly, this suggests, not surprisingly, that the more
vocabulary the learners know, the more they think they understand both in
reading and in speech” (Milton, 2009, p. 53). However, Milton’s conclusion is
highly referable to English.

24.5 How is knowing a word studied?

Perusal of the previous studies and literature reviews suggests that vocabulary
acquisition has largely been studied with respect to specific factors and by
tapping into different aspects of word knowledge. Thus, knowing a word and
vocabulary acquisition has been studied by considering factors such as size of
vocabulary, depth of vocabulary knowledge, the incremental nature of
vocabulary learning, the importance of word forms, vocabulary acquisition in L2
compared to L1, engagement with words, phrasal vocabulary, exploring
methods for increasing the number of exposures to vocabulary items, effective
methods of repetition, aspects of lexical knowledge, incidental vocabulary
knowledge, number of exposures required for incidental vocabulary knowledge,
incidental learning from listening, extensive reading and context, glossing, and
how to mix incidental and intentional vocabulary learning and teaching
techniques for efficient vocabulary learning (Reed, 2004; Schmitt, 2008; Laufer,
2009).

Barcroft (2004) summarizes previous research foci into 10 categories. He
reports that almost all the major studies that have been conducted on knowing
and learning a word in second language acquisition can be assigned to one of
those 10 categories. In the following table, Barcroft (2004) presents a summary of
the areas of research and some major findings from each perspective of
vocabulary research.
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Research Areas Related to L2 Vocabulary Acquisition (Adapted from

Barcroft, 2004, p. 202)

1. Incidental vocabulary
learning

* Learners pickup new words while reading text without being
instructed to do so (Nagy, Herman, & Anderson, 1985).

* Learners frequently rely on inferencing strategies when dealing
with unknown words in texts (Paribakht & Wesche, 1990).

* Reading proficiency and topic familiarity affect word gain (Pulido,
2003).

2. Lexical requirements
for comprehension

[or word coverage knowledge
for unassisted text
comprehension)

* Bribois (1995) demonstrated the critical role of L2 vocabulary
knowledge for successful L2 reading comprehension.

* Nation and Waring (1997) calculated that with 2000 words learners
can reach 80% text comprehension. They also posited that
approximately 3000 words of high frequency in a language are an
“immediate high priority”.

3. Input enhancement and
text-based factors

[or how to manipulate target
words as inputs during
learning]

* Davis (1989) found positive effects for marginal glossing on L2
reading.

* Hulstijn, Hollander, and Greidanus (1996) found incidental
vocabulary learning was facilitated by increasing word frequency in a
text, bilingual dictionary use (as compared to a control) and definition
in marginal glosses (as compared to dictionary use

* Typological enhancement productive learning of enhanced L2 word
while decreasing productive learning of unenhanced L2 words
(Barcroft, 2003).

4. Vocabulary learning
strategies

+ Atkinson and Raugh (1975) demonstrated the

effectiveness of Keyword Method.

* Ahmed (1989) found that more successful vocabulary learners tend
to utilize a larger and more varied repertoire of vocabulary learning
strategies, are aware of their learning, and are more aware of the
semantic relationships between new and previously learned words.

* Schmitt (1997) developed a taxonomy of 50 vocabulary learning
strategies based on those used to infer meaning and those used to
consolidate words.

5. Combined incidental
and direct vocabulary
instruction

* Combining incidentally oriented and direct methods of L2
vocabulary instruction can be more effective than using indirect,
incidentally oriented instruction alone (Paribakht & Wesche, 1997).

6. Methods of direct
instruction

* Prince (1996) found translation-based L2 vocabulary learning to be
more effective than learning vocabulary in the context of sentences.
* Barcroft (1998, 2000, 2004) found negative effects for writing new
words in sentence on productive L2 vocabulary learning.

7. Word-based
determination of
learnability

[or what factors are in words
that make them difficult to
learn]

¢ Ellis and Beaton (1995) found that longer words and L2 words less
phonologically similar to L1 words were more difficult to learn.

* Laufer (1997) found that “deceptive transparency” (incorrectly
inferring the meaning of an expression based on the knowledge of the
words within the expression) can make it more difficult to learn L2
words.

8. Bilingual mental
lexicon

[study of bilingual people
word knowledge]

* Potter, So, Von Eckardt and Feldman (1984) compared two models:
concept mediation, positing direct connections between L2 words and
concepts; and word association, positing that L2 words are connected to
concepts through L1 words. Their findings were interpreted as
support for concept mediation.
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* Subsequent research on proficient bilinguals suggests that lexical
and semantic information in L1 is activated during comprehension
and production in L2 (review in Kroll & Sunderman, 2003).

¢ Kroll, Michael, Tokowicz, and Dufour (2002) found that
performance on tasks in L1 can be affected by L2 proficiency level:
Advanced bilinguals named L1 words faster than did beginning L2
learners of the same L1.

9. Receptive versus * Estimates have been made that receptive vocabulary knowledge is
productive vocabulary twice as large as productive vocabulary knowledge (see Marton,
knowledge 1977).

* The productive-receptive distinction may exist at the level of testing
and not in the learner’s mind. Melka (1997, p. 101-102) noted: “it is
certainly not clear whether [reception] and [production] ought to be
considered as two separate systems depended on each other, or rather
as one unique system (one lexical store) used in two different ways,
receptively or productively.”

10. Lexical input * Focusing extensively on the meaning of new L2 words sometimes
processing can inhibit learning the formal properties of those words (Barcroft,
[or how a target word for 20192)' . . .

L * Forced output (e.g., requiring learners to write new L2 words in
learning is processed, sentences) can decrease learning the formal properties of L2 words
analyzed, and added to the (Barcroft, 2000).

mental lexicon of a learner]

Drawing on table 4, I used glosses and pre-teaching techniques in this study.
Previous studies have mostly reported a positive effect of glosses, especially L1
glosses (Rott, Williams, & Cameron, 2002), and pre-teaching new words on the
acquisition of vocabulary items (Nation, 2002; Rott & Williams, 2003; Laufer,
2006; Yoshii, 2006; Lin & Huang, 2008; Schmitt, 2010b; Xu, 2010). Nation (2002)
mentions that glosses make texts more comprehensible and that they prevent
wrong guesses. Rott and Williams (2003) also found that reading plus glosses can
be effective for vocabulary acquisition because “a) glosses trigger]...] a search for
concrete meaning and firm form-meaning mapping; b) a lack of glosses
correspond]...] with global text processing, skipping of words and shallow
meaning mapping; c) multiple encounters help[...] +gloss readers to gain
semantic information” (p. 45).

Regarding the pre-teaching technique, Schmitt (2010) adds that using
explicit vocabulary learning techniques increases the chance of uptake by
focusing learners’” attention on the vocabulary items of interest. Laufer (2006)
studied the effect of a pre-teaching technique on vocabulary acquisition. She
recruited 158 high school English learners and categorized them into two groups.
One group learned the target words incidentally by reading a text for
comprehension purposes. The other group were pre-taught the same vocabulary
items before reading the text. Comparison of their post-test scores revealed a
significant gain in vocabulary acquisition by the group who were pre-taught the
target words.

In the present study, L1 definitions were also pre-taught and glossed for
three obvious reasons. First, more comprehensible input leads to more effective
L2 vocabulary acquisition (Barcroft, 2004). Second, Hong (2010), in his review of
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the role of glosses in the language learning literature, concludes there is no
significance difference between the effect of L1 and L2 glosses in vocabulary
acquisition. Third, Rott, Williams, and Cameron (2002) found that the mental
effort induced by L1 glosses is effective in the acquisition and long-term retention
of target words both productively and receptively.

2.5 What does make it hard to acquire a word?

Many factors can make acquiring L2 words difficult. Numerous formal,
phonological, and psychological factors determine the level of difficulty of a
word (Nation, 1990; Ellis & Beaton, 1993a; Laufer, 1997). Ellis and Beaton (1993a),
and Laufer (1997) propose the following factors as the most influential in the
determination of word difficulty:

1. Familiarity of phonological features and pronounceability: there may be
problems in acquiring a word when language learners encounter a new
phonological or articulatory feature in the target language. For example, the
distinction between the sounds /u/ and /y/ in Finnish may affect the acquisition
by Persian speakers of Finnish words (e.g., tuuli - tyyli) distinguished by this
feature. Clearly, the pronunciation and articulation of a word containing sounds
that are not present in the new language learner’s L1 inventory can be difficult.
The learner may refuse to use such words, rather like Celce-Murcia’s bilingual
daughter, who refused to use French words that she found difficult to pronounce
(Schmitt & McCarthy, 1997). Ellis and Beaton (1993a) conclude that “1. The less
the overlap between the feature set of the native and the foreign language, the
harder it will be for the FL learner to learn to speak that language; 2. The less the
overlap between the feature set of the native and the foreign word, the harder it
will be for the FL learner to learn that word” (p. 561). Rodgers (1969, as cited in
Ellis and Beaton, 1993a) found that English learners of Russian learned words
with difficult pronunciations very late.

2. Orthography: the degree of sound-script correspondence may also
influence the level of difficulty in learning a word. Moreover, in a language with
a writing system different from learner’s L1, the degree of difficulty in acquiring
a word is even higher. Ellis and Beaton (1993a) add that sequential letter
probability can also affect the degree of difficulty in learning a word; “Thus, the
learning of the orthography of FL words may be determined by the degree to
which the sequential letter probabilities match those of the native language [...]
the degree to which a particular FL word accords with the orthographic patterns
of the native language may affect its ease of learning.” (Ellis and Beaton, 1993a,
p. 567-568).

3. Length: Laufer (1997) posits that longer words are harder to learn. Her
view accords with Zipf’'s law. According to Zipf, the more frequent words in a
language tend to be shorter in both syllables and letters (Milton, 2009). Ellis and
Beaton (1993a) argue that word length increases difficulty because there is more
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to remember and there is also broader scope for orthographic and phonotactic
variation that may induce further errors.

4. Inflectional complexity: Laufer (1997) states that “irregularity of plural,
gender of inanimate nouns, and noun cases make an item more difficult to learn
[...] since the learning load caused by the multiplicity of forms is greater” (p. 145).

5. Derivational complexity: in a language, where there is, for instance,
morpheme combinations generate a multiplicity of meanings, learning a word
can be is difficult (Laufer, 1997). For example, in English, learners must know that
‘outline’ is correct but “‘preline’ is not. Or they must be aware that ‘outline” does
not mean ‘out of line” in the way that the ‘re” in ‘review’ means ‘re: again + view’.

6. Synformy: Laufer, introducing the term synformy, defines it as “similarity
of lexical forms” (1997, p. 146). According to Laufer (1988, as cited in Koci¢, 2008,
p. 52), there are 10 different classes of synformy. Category 1 comprises words
with the same roots that are productive with different suffixes in current English,
such as successive/ successful. Category 2 contains words with the same roots
that have different suffixes but which are not in productive use in present-day
English, for example, credulous/credible. Category 3 includes synforms that
differ in a suffix which is present in only one of them, for instance,
historical/historic. Category 4 contains synforms that have the same roots but
different prefixes and are not in productive use in modern English, such as
resumption/consumption/assumption. Category 5 contains synforms that are
different in a prefix, which exists in only one of them, like commission/mission.
Category 6 comprises synforms hose phonemes are identical except for one
vowel or one diphthong in the same syllable or position, for instance,
affect/effect. Category 7 consists of synforms that differ in one vowel which is
present in only one of them, for example, quite/quiet. The category 8 synforms
have identical phonemes but differ in only one consonant, like extend/extent.
The synforms in category 9 are identical in all phonemes except for one consonant
that is present in only one of them, such as, stimulate/simulate. Category 10
contains synforms that have identical consonants but different vowels, for
instance, menial/ manual. Laufer (1997) believes that synformy causes difficulty
in learning a word because learners confuse words with an almost similar sound
or look. Schmitt (2010a) also reports synformy as one of the most important
factors affecting the learning of a word form.

7. Word class: certain grammatical categories are easier to acquire than other
types. For example, nouns are the easiest followed by adjectives and verbs.
Adverbs are believed to be the hardest class of words to learn (Ellis & Beaton,
1993a). For example, Philips (1981, as cited in Schmitt & McCarthy, 1997, p. 148)
found that nouns are learned more easily than other classes of words.

8. Abstractness: Ellis and Beaton (1993a) call this feature the imageability of
a word, and as the name suggests it means the extent to which a word can
generate a mental image. Laufer (1997) states that abstract words, like the word
‘lie’, are much harder to learn than concrete words, like the word “bread’.

9. Specificity and register limitation: Blum and Levenston (1978, as cited in
Laufer, 1997) report that non-native learners use more general terms in their
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writing compared to native writers who try to use more specific terms. Laufer
(1997) suggests that the main reason is the unfamiliarity of learners with the
register limitations of the L2 words. She concludes that words with very limited
registers, for example cordillera, are difficult to learn.

10. Idiomaticity:

We think of a locution or manner of speaking as idiomatic if it is assigned an
interpretation by the speech community but if somebody who merely knew the
grammar and the vocabulary of the language could not, by virtue of that knowledge
alone, know (i) how to say it, or (ii) what it means, or (iii) whether it is a conventional
thing to say. Put differently, an idiomatic expression or construction is something a
language user could fail to know while knowing everything else in the language.
(Fillmore, Kay, & O’Connor, 1988, p. 504)

On idiomatic expressions, Dagut and Laufer (as cited in Laufer, 1997) found
that L2 learners tend to use one-word verbs rather than phrasal verbs, or in this
case, idiomatic expressions. Thus, in the process of language learning, for a
learner using “decide would be easier that make up one’s mind “(Laufer, 1997, p.
151). Therefore, because of the obstacles and pitfalls that idioms present for
language learners, such as learning load, idiomaticity increases the difficulty of
learning a word (Laufer, 1997).

11. Multiple meaning: in linguistics, this feature is called polysemy or
homonymy (Yule, 2014). “Empirical evidence is available to illustrate the
difficulty learners have with polysemy and homonymy” (Laufer, 1997, p.152).
For example, Bensoussan and Laufer (as cited in Laufer, 1997) found that
comprehending words with multiple meanings was more difficult and caused
more errors in understanding the text.

12. Word frequency: it is believed that more frequent words are easier to learn
because frequent exposures increase the chance of learning (Ellis & Beaton,
1993a). Reversing Zipf's law it can be assumed words with low frequency are
difficult to learn (Milton, 2009). Word frequency can be related to word register.
Technical words, which have very limited registers, are not used by everyone
and thus have low frequency. This leads to the conclusion that because they have
low frequency and limited registers such words hard to acquire.

13. Degree of meaningfulness: the last, but not least, factor in determining the
difficulty of a word is the extent to which a word is associated with its meaning
(Ellis & Beaton, 1993a). They report that “When both stimulus [word] and
response [meaning] are more meaningful, there is a greater chance of forging
associations between them” (p. 567). Therefore, when a word has elements of
form, shape or sound, etc. that invite more associations with its meaning, that
word is easier to acquire than words with a small number of such elements. For
example, onomatopoeic words, like bang, or ring, are easier to learn than an
abstract word like [ie.
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2.6 Levels of involvement load hypothesis (ILH):

In the vocabulary learning literature, it has been suggested that the level of
involvement load is a reliable index that can predict the efficacy rate of
vocabulary learning tasks (Hulstijn & Laufer, 2001). The ILH has been
investigated by many researchers, especially in studies on incidental vocabulary
acquisition; and despite mixed results on its success in predicting effectiveness
(Keating, 2008; Yaqubi, Rayati, & Gorgi, 2010; Kim, 2011; Tahmasbi & Farvardin,
2017; Zou, 2017), it is commonly considered an important factor in vocabulary
learning tasks (Huang, Willson, & Eslami, 2010). It can, therefore, be
recommended that vocabulary learning tasks should be evaluated before their
application in the classroom, especially if they are designed for incidental
vocabulary acquisition. In the present study, the effect of task-induced levels of
involvement load was evaluated to investigate the efficacy of digital game tasks
in vocabulary acquisition. However, before moving on to the materials drawing
on the involvement load hypothesis that are used in this study, it is necessary to
revisit and discuss its history.

The ILH has its origin in the memory studies by Craik and Lockhart (1972)
and Craik and Tulving (1975). In a seminal paper, Craik and Lockhart (1972)
introduced the concept ‘depth of processing’. They argued that “memory trace is
a by-product of perceptual analysis. The persistence of that trace depends on how
deep the stimulus has been analyzed” (Craik & Lockhart, 1972, p. 671). They
continued by stating that more elaboration was associated with longer
persistence of the trace. In other words, “rich (qualitative) and numerous
(quantitative) associations with existing knowledge [...] increases the chance that
the new information will be retained” (Hulstijn & Laufer, 2001, p. 541). However,
Craik and Tulving (1975) posit that the notion of depth differs from that of
elaboration because they believed that if the depth and elaboration are the same,
they had provided nothing new.

A new stimulus is analyzed in different stages. For example, in the early
stages, its shape, lines, sound etc., which are easy to recognize, are noticed and
analyzed while later stages are concerned with connecting the new input with
previous knowledge or with recognizing new patterns and extracting meaning.
“This conception of series or hierarchy of processing stages is often referred to as
depths of processing” (Craik & Lockhart, 1972, p. 675). Craik and Tulving (1975,
p.- 291) hold that elaboration can happen at every stage of the analysis because
“the basic core of the events can be elaborated in different ways”. In sum,
“memory trace persistence is a function of the depth of analysis, with deeper
levels of analysis associated with more elaborate, longer lasting, and stronger
traces” (Craik & Lockhart, 1972, p. 675).

Although Craik and Tulving's (1975) empirical study argued for the
importance of the existence of levels of processing and of the positive effects of
degrees of elaboration during encoding processes on retention, it was challenged
by other scholars. The major criticisms were contained the following two
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questions: 1) What, exactly, are the levels of processing? and 2) How can we know
which level is deeper than another? (Baddeley, 1978; Eysenck, 1978; Nelson, 1977,
as cited in Hulstijn & Laufer, 2001; Hulstijn, 2001).

Craik and Lockhart were unable to present any operational definition for
the levels of processing; moreover, they could not provide any method to
measure the depth of processing levels. However, cognitive psychologists
concede that processing a lexical entry more deeply and more elaborately would
lead to better retention (Hulstijn & Laufer, 2001). In practice, and for word
learning, it means that if learners pay more attention to different aspects of a
word, such as its pronunciation, orthography, meaning, grammatical category,
and semantic relations with other words, they will learn it better than when they
attend only, for example, to pronunciation and orthography (Hulstijn & Laufer,
2001; Hulstijn, 2001).

Laufer and Hulstijn (2001), in developing their hypothesis, took
cognizance of the importance of depth of processing, levels of processing, and
richness of elaboration in retention. They also considered the role of motivation,
since they believed that humans are not mere information-processing entities;
they also have motives and emotions that may affect their information-
processing procedure (p. 6). Putting all these considerations together, they
developed a motivational-cognitive construct of involvement named the ‘levels
of involvement load hypothesis for L2 vocabulary acquisition (Hulstijn & Laufer,
2001).

Their construct of involvement consists of three components: need, search,
and evaluation. Accordingly, they assumed that the “retention of words when
processed incidentally is conditional upon the following factors in a task: need,
search, and evaluation” (Laufer & Hulstijn, 2001, p. 14). That is, different
combinations of need, search, and evaluation define the processing load of
different word learning tasks. They call this combination ‘involvement'.

They further define the components of involvement. Need is the
motivational non-cognitive part of the hypothesis that refers to the extent to
which a learner feels that an unknown word must be learned (Laufer & Hulstijn,
2001; Schmitt, 2008). The need is moderate if it is provoked by an external agent
and strong if it is provoked by the learners and their internal factors. For example,
when a learner meets a word which is important for the comprehension of a text,
he feels that there is a need to learn it. If the learner is asked by the teacher to
learn that word, the need is moderate. If the learner wants to learn the word to
expand his lexicon, the need is strong (Laufer & Hulstijn, 2001; Hulstijn & Laufer,
2001; Schmitt, 2008).

Search and evaluation are the two cognitive components of the hypothesis
that concern form-meaning relationships (Hulstijn & Laufer, 2001). Search is a
learner’s attempt at finding either the meaning of an unknown L2 word or the
form of a concept in L2 by consulting a dictionary or another authority, e.g., a
teacher (Hulstijn & Laufer, 2001). The model does not state whether search has
levels; in their examples, search is dichotomous: it either exists or does not exist
(Laufer & Hulstijn, 2001; Hulstijn & Laufer, 2001).



50

Finally, they define evaluation as any internal or external comparison
performed for a word. For example, if a word is compared to its surrounding
words or if one meaning of a word is compared to other meanings of that word
to see which one fits the context best, the learner has performed evaluation. The
evaluation is moderate if the learner tries to recognize a word form from among
other different word forms or to compare senses of a word. The evaluation is
strong if the learner needs to decide about additional words which will combine
with the new word in the original context (Laufer & Hulstijn, 2001, p. 15). For
example, when in writing a composition the learner must find a form for an L2
concept in a dictionary and use it in a sentence, evaluation is high. In terms of
indexing, according to this model, the maximum index that a vocabulary learning
task can induce is 5.

Overall, the authors hypothesize that a task that demands greater
involvement provides better possibilities for L2 word acquisition than a task
demanding a lower level of involvement (Laufer & Hulstijn, 2001). To test their
hypothesis, Hulstijn and Laufer (2001) compared 225 learners, assigned to three
groups, in their short- and long-term retention of ten unfamiliar words.
Controlling for time, they compared participants’ rates of incidental acquisition
of the target vocabulary items in reading comprehension groups, comprehension
plus filling in the target words, and composition-writing with the target words.
As they expected, the composition-writing groups whose task required the
highest level of involvement, retained the target words better than other groups.

The existence and effectiveness of levels of involvement in vocabulary
acquisition have also been observed by other researchers. Jing and Jianbin (2009)
applied the hypothesis to vocabulary acquisition during three listening tasks
differing in the level of involvement. They gave the tasks to three parallel classes
each containing 29 non-English major students. Using the Kruskal-Willis test,
they tested the correlation between task involvement load and retention. Their
results demonstrated the validity of the involvement load hypothesis in
retention, and they concluded that higher levels of involvement boost the
retention of vocabulary items. Yaqubi, Rayati, and Gorgi (2010) tested the effect
of level of involvement load on L2 vocabulary retention in an academic EFL
context. Participants were 60 EFL learners divided into three groups, two of were
tasked with acquiring vocabulary items via two input-oriented tasks with
involvement load indices of three and two, respectively. The third group
completed an output-oriented task with an involvement load index of three. The
third group showed the highest level of involvement. They also concluded that
task type can influence the effect of involvement load and hence that the
construct of evaluation needs reconsideration.

Although involvement load has been shown to be influential in word
learning task outcomes, Nation and Webb (2010) note that “the involvement load
hypothesis does not include many features [e.g., repetition and time on task] that
other researches have been shown to be important when designing vocabulary
teaching techniques” (p. 7). Moreover, other researchers (Folse, 2006, Keating,
2008; ; Martinez-Ferndndez, 2008; Kim, 2010; Jahangiri & Alipour, 2014; Zou,
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2017) have criticized the original method of quantifying task-induced
involvement load proposed by Hulstijn and Laufer (2001), along with its
components such as need, search and evaluation, arguing that due to lack of
precision in measuring the components, especially evaluation, the predicative
power of the current involvement load indexing method is not reliable.
Therefore, Nation and Webb (2010) conclude that the index is not a good
instrument for designing word learning tasks and vocabulary teaching
techniques, and that a more elaborate set of criteria is needed. They introduce
their own checklist which they call ‘“Technique Feature Analysis’. In it, they have
expanded the three dimensions of involvement and combine these with other
factors that are influential in indexing the involvement load of a word learning
task. Their checklist comprises five main categories: Motivation (which also
contains the notion of need), Noticing, Retrieval (which also covers the concept
of search), Generation and Retention. The maximum checklist score is 18, one
point for each of the 18 ILH index criteria. Each criterion is scored 0 or 1. To test
their checklist, they have analyzed many word learning activities and identified
many differences in other indices when compared to the ILH index. For example,
multiple-choice text and word cards have an index value of 3 in the IHL and of 3
and 11, respectively, in technique feature analysis (Nation & Webb, 2010, p. 14).
The superior accuracy of technique feature analysis, as an index of the
involvement loads of L2 vocabulary learning tasks, has been investigated and
argued for by, e.g.,, Hu and Nassaji (2016), Chaharlang and Farvardin, 2018,
Gohar, Rahmanian, and Soleimani (2018), and Zou and Xie (2018). In this study,
I also used the checklist to construct an index of task load in order to more
precisely evaluate the effect of different levels of involvement load. The checklist
is presented in the following table.

TABLES5 A checklist for technique feature analysis (Adapted from Nation & Webb, 2010, p. 7)

Criteria Scores

Motivation 0 1
Is there a clear vocabulary learning goal? 0 1
Does the activity motivate learning? 0 1
Do the learners select the words? 0 1
Noticing

Does the activity focus attention on the target words? 0 1
Does the activity rise awareness of new vocabulary learning? 0 1
Does the activity involve negotiation? 0 1

Retrieval

Does the activity involve retrieval of the word?
Is it productive retrieval?

Is it recall?

Are there multiple retrievals of each word?

Is there spacing between retrievals?
Generation

Does the activity involve generative use?

Is it productive?

Is there a marked change that involves the use of other words? 0 1
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Retention

Does the activity ensure successful linking of form and meaning? 0 1
Does the activity involve instantiation? 0 1
Does the activity involve imaging? 0 1
Does the activity avoid interference? 0 1
Maximum score 18

2.7 Instruments Background

To arrive at a more precise evaluation and to study the effect of task-induced
levels of involvement load on the acquisition of target words in greater depth, I
used a specific instrument and design to collect the qualitative data. By using
introspective methods (Ericsson & Simon, 1987), such as concurrent think aloud,
in which participants report their mental events while they are engaging with a
task, especially problem solving tasks, and an exit interview after task
completion, I was able to investigate participants’ minds and gain a clearer
picture of the effect. Furthermore, after considering the different methods of
collecting introspection data, such as think aloud, talk aloud, concurrent think
aloud, retrospective think aloud (Ericsson & Simon, 1987), self-report, self-
revelation, and self-observation (Cohen, 1987), I selected concurrent think aloud.
In the following sections, to explain my choice, I briefly review the verbal report
as a method of collecting data on vocabulary acquisition.

2.7.1 Think Aloud

The “think aloud” or “protocol analysis” was originally developed by Newell
and Simon in 1972 from introspection, which had been developed to explore
problem-solving strategies (Someren, Barnard, & Sandberg, 1994; Katalin, 2000).
However, Charters (2003, p. 69) argues that think aloud can also be traced to
Vygotsky’s concept of “inner speech”, in which Vygotsky had theorized that
inner speech in adults’ verbalization of thought evolved from two sources: from
“egocentric speech of toddler monologues” and from “a form of thinking aloud
with the goal of solving problems”. Think aloud has been widely used in
psychology, especially in the field of cognitive science, to investigate mental
processes that are not easy for researchers to monitor, analyze and explore
(Yoshida, 2008). As Ericsson and Simon (1987, p. 24) state “after a long period of
studying human performance and abilities, research in psychology is now
seeking to understand the underlying cognitive processes”. Like introspection,
in which events in progress was observed as stream of consciousness, in think
aloud, the research subjects are asked to verbalize what they are thinking and
whatever is passing through their minds while they are busy with a task. They
must try to think aloud as if they are alone in their private rooms and are busy
with a task (Yoshida, 2008).
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2711 Theoretical Background and Validity

Although think-aloud and the use of raw data collected through verbalization
fell into disrepute during the era of behaviorism, the emergence of cognitivism
in the 1960s, and especially the information-processing framework, thanks to the
work of Andrew Ericsson and Herbert Simon, elevated the status of think aloud
to a respectable scientific method of data collection, (Saravia, 1995; Charters,
2003). Simon and Ericsson (1987), in their seminal paper “verbal reports on
thinking”, defended the use of verbal reports and argued that the method could
be considered scientific. They argued that information processing is the core of
human cognition. That is, cognitive processes can be viewed as “a sequence of
internal states” that are arranged in a specific order and can be filled in with
information (Ericsson & Simon, 1987, p. 25; Saravia, 1995). They posit that the
information is stored in several types of memory? that have different capacities
and can be separately accessed. Thus, when a research subject starts to think
aloud, he verbalizes thoughts or pieces of information that are in one of these
stores, but which one? Ericsson and Simon claim that information in short-term
memory (STM) can be verbalized because the information is available for further
processing and is attended to. They call this type of information, or thought,
“heeded information” (Ericsson & Simon, 1987, p. 32). They explain that heeded
information is also recent information because, as in the information-processing
framework, the information must be transferred from the long-term memory to
short-term memory to be ready for verbalization. Moreover, they consider that
only the information in STM is attended to and processable.

Ericsson and Simon Point out that “the sequence of states, i.e., the
information contained in attention and STM, remains the same with the verbal
reports as it would be when the cognitive processes proceed silently” (Ericsson
& Simon, 1987, p. 27). In other words, they discovered that although thinking
aloud affects and increases the duration of problem-solving tasks, it does not
affect, or alter the online processes that are running during the subject’s
engagement with the problem-solving task. They put their theory into practice
by gathering the same data via both think aloud and talk aloud, i.e., when the
subject simply verbalizes silent or inner speech. They found that the processes
were almost the same in both research settings and, as they expected, the only
distinctive factor was duration, which was longer for the think-aloud group
(Ericsson & Simon, 1980, 1987). They conclude that the data collected via think
aloud can be considered scientifically valid.

2 These memories are: 1) “sensory stores of very short duration”, 2) a short-term
memory (STM), which has a small capacity, and 3) a long-term memory (LTM), which
has the largest capacity and can store a lot of information permanently (Ericsson &
Simon, 1987, p. 26).
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FIGURE3  “the state of heeded information in a cognitive process and their relation to
verbalization under three different conditions” (Ericsson & Simon, 1987, p. 33).

2.71.2 The Think-Aloud Protocols and Types

Ericsson and Simon (1980) emphasize that the “interval between the moment of
acquisition and the moment of recall [...] is an important consideration in
classifying verbalization procedures” (p. 218). They broadly classify the think-
aloud protocols, or methods of verbalization, into two types: concurrent
verbalization and retrospective verbalization. In concurrent verbalization, the
research subject is asked to verbalize the online processes and information that
he or she is attending to while completing a task. On the other hand, if the subject
is asked to verbalize the cognitive processes and the heeded information after he
or she completed the task, the procedure will be labeled as retrospective
verbalization (Ericsson & Simon, 1980; Yoshida, 2008).

Leow and Morgan-Short (2004), following Ericsson and Simon’s
categorization, introduced two other types of verbal reports, namely
metalinguistic and non-metalinguistic verbalization.

In the metalinguistic verbalization, the researcher may ask for specific information
(e.g., reasoning or explanation), and learners provide a metacognitive report on what
they think their processes are. In non-metalinguistic verbalization, learners are focused
on the task with the think aloud secondary and only voice their thoughts without
explaining them. (Leow & Morgan-Short, 2004, p. 36).



55

Although these are possible, valid, and experienced methods for collecting
verbalization data, retrospective think aloud has been criticized for the probable
effects of memory constraints. Accordingly, concurrent non-metalinguistic think
aloud is recommended for collecting data on cognitive processes by mainstream
researchers (Ericsson & Simon, 1980, 1987; Leow & Morgan-Short, 2004).

Ericsson and Simon (1987) also discuss the possible types of observation
that could be used for collecting specific types of data through verbalization. For
instance, if the researcher’s interest is in the answers generated by the subject and
the total performance of the task, the process is called performance observation.
However, if a researcher asks a subject to verbalize his thoughts as soon as they
occur while he is solving the task, i.e., spontaneous verbalization, the researcher
observes the processes and tracks them online. This type of observation is called
process observation. In addition, the researcher can carry out post-process
observation. Through post-process observation the researcher might obtain
information about “memory for thought processes during the task, memory for
presented information, and recollection of strategies used” (Ericsson & Simon,
1987, p.30). Nevertheless, post-process observation is vulnerable to the risk of
change in the subject’s mental processes, which may lead to the collection of
incorrect performance data (ibid) and the emergence of additional information
(Leow & Morgan-Short, 2004).

When collecting think-aloud data, other factors may define the quality of
the data such as, instructions, warm-ups, and reminders. In giving instructions,
for instance, phrases like “verbalize your thoughts” or “try to think aloud” are
implicit requests to the subject to reveal his inner speech. However, if the
researcher gives the instruction “Tell me whatever goes through your mind”, it
may capture thoughts that are both processed and waiting to be processed
(Saravia, 1995, p. 30; Ericsson & Simon, 1987).

During a think-aloud session, a researcher may begin with a warm-up to
acquaint research subjects with the process and instruments to be used, such as
recorders, microphones, cameras, tasks, etc. (Ericsson & Simon, 1986). The
researcher might ask subjects to perform a task that is either irrelevant, like
solving an easy mathematical equation, or relevant to the main task in the study
(Saravia, 1995). By warm-ups, the researcher can identify the factors that may
either mislead the subjects or divert the think-aloud procedure from the desired
path to unintended goals during the completion of the main task.

Finally, reminders are important. To guard against the risk of research
subjects remaining silent, the researcher must always be present in the research
milieu where think-aloud data are being collected. He can use reminders, such
as “keep talking” or “what are you thinking about?” to encourage them to
continue talking (Saravia, 1995, p. 30). The researcher should be cautious in
selecting reminders since they may also alter subjects’ verbalization. For
example, unlike “Keep talking”, which might be less influential on the processes
inside subjects’ minds; “What are you thinking about?” may produce
explanations or descriptions (Saravia, 1995).
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Overall, when collecting think-aloud data, a researcher should be careful
about both the data types and protocols used to conduct the study since, as the
previous findings and recommendations show, even choosing the wrong words,
for example in issuing instructions or reminders, could result in invaluable or
imperfect data.

2713 Verbal Reports in Second Language Research

During the cognitivist era, second language researchers, like many others, were
interested in exploring the learners’ cognition and other procedures that were not
easily observable and elicitable through the usual empirical research methods.
The idea of exploring L2 learners’ cognition by utilizing verbal report techniques
is discussed in the immersive literature on SLA (Cohen, 1987; Katalin, 2000; Leow
& Morgan-Short, 2004). In general, “verbal reports in SLA studies have been
mainly used to explore the cognitive strategies adult learners use while reading
an L2 text and their potential effects on subsequent comprehension” (Leow &
Morgan-Short, 2004, p. 37). Verbal reports in L2 research were examined for the
purposes of developing taxonomies of reading strategies, studying strategy
transfer from L1 to L2 reading, defining the characteristics of both “good” and
“poor” readers, understanding the effects of L2 learners’ background knowledge
on their reading comprehension, and exploring the cognitive processes of readers
in L2 reading tests (Katalin, 2000). The think-aloud data obtained were unique
for second language researchers. By referring to the data, second language
researchers were able to present empirical evidence in support of their ideas and
hypotheses (Leow & Morgan-Short, 2004).

Andrew Cohen (1987), in a study on the role of verbalization in second
language research, identified three types of verbal reports: self-report, self-
observation, and self-revelation. He described self-report as “learners’” descriptions
of what they do, characterized by generalized statements about learning
behavior”, self-observation as “the inspection of specific language behavior, [...]
while the information is still in short-term memory” (p. 84) either introspectively
or retrospectively, and self-revelation as “a learner’s report that is neither a
description of general behavior nor based on the inspection of specific behaviors
Rather it consists of “think-aloud” stream of consciousness disclosure of thought
processes while the information is being attended to”. He continues by
introducing the factors that can affect the quality of verbal report data. These
factors are: “the number of participants, the research context, the recency of the
event, the mode of elicitation and response [either written or oral], the formality
of elicitation [in a formal context, like a school, or out of the school], and the
degree of external intervention [types of instructions and their roles in shaping
the reports]” (Cohen, 1987, pp. 86-88).
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To prevent faulty reporting and poor verbal reports, which Ericsson and
Simon (1987) warn against, Cohen’s categorization is recommended when the
verbal report is the researcher’s main data collection method. Thus, second
language researchers who want to collect verbal report data are advised to
optimize their research design with respect to Cohen’s categorization.

DESCRIPTORS
# Participants Context . Mode
Indiwv. _Elic, = Resp. Degree of
+ Indiv Dur. External
Gp Invegt. Alone Class Other Recency o W o W Formality Interven.
TYPE OF DATA
Self-Report X X X X LO-HI1 X X X X LO-HI LO-HIL
Self-
Observation:
introspection X X X X X HI X X X X LO LO-MED
retrospection X X X X X LO-MED X X X X LO-MED LO-MED
Self-
Revealment :
think-aloud X X HI X X LO LO

EEY:

# Participants: group, individual + investigater, individual alone
Context: during class, other

Mode: elicitation--oral, written; response--oral, written

FIGURE4  Types of verbal report data in L2 and influential factors (Adopted from, Cohen,
1987, p. 85)

Overall, the think-aloud methodology can be considered beneficial for second
language learning research. It provides valuable, in-depth insights for improving
learners’ attention to language input, assists them in reading and writing
comprehensively, and supports them in learning to speak fluently and acquire
new vocabulary items effectively. Moreover, the more second language
researchers learn about learners’ cognitive processes, the better their possibility
of effectively adjusting their teaching practices (Cohen, 1987).

2714 Advantages, Controversies, and Justifications

Like many other methods, verbalization and verbal reports have their
disadvantages. The verbal report background theory is based on a distinction
between working memory and long-term memory. Working memory has a
limited capacity and heeded information is stored there first. For this reason,
thoughts can disappear very quickly; therefore, only the reports that are
verbalized very rapidly can be considered accurate in reflecting conscious
thoughts. In other words, the researcher is limited to immediate verbal reports;
otherwise, the accuracy of the data may be jeopardized. Moreover, many
thoughts pass through the working memory simultaneously. Some of these
thoughts may not be verbalized because either they are automatic or they are not
yet processed (Charters, 2003). Thus, verbal reports cannot provide a clear
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account of all the online processes happening in research subjects’ minds during
their engagement with tasks.

There is also the “homunculus” problem with verbal reports and
introspection. In theory, introspection processes are separate and are not part of
consciousness. If that is true, how can the research subject access these processes?
In addition, “is the introspection process itself subject to introspection” (Someren,
Barnard, & Sandberg, 1994, p. 30).

In second language learning research, the think-aloud protocol is a
controversial issue. The debate centers around such topics as production as an
object of study, the role of think aloud in L2 research, and the issue of reactivity
(Bowles, 2010). Bowles discusses whether what study subjects produce as verbal
reports is a proper object of study, and what the role of introspection actually is
in L2 research; is it a complementary one? After discussing such questions,
Bowles (2010) points out that it would be risky to make inferences based solely
on verbal productions. Criticism is also leveled at think aloud, especially at
introspective metalinguistic data, due to the issue of reactivity (ibid.). That is, “by
thinking aloud, participants” internal processes may differ from what they would
have been if they had not performed the verbalization” (Leow & Morgan-Short,
2004, 38). Thus, the issue of reactivity is always a consideration for the second
language learning researcher when collecting verbal report data.

Despite the controversy over the think-aloud method, it can also be
advantageous for language researchers (Bowles, 2010); for example, through
verbal reports and think-aloud data we can access the unseen part of subjects’
minds during their performance of linguistic tasks such as reading, writing etc.,
We can also learn more about individual differences by understanding to what
extent background knowledge is activated while a person is engaged in, for
instance, a reading task (Katalin, 2000), and finally, “the think aloud protocol
yields detailed descriptions of task-induced [...] behaviors and complexity in
[subjects’] thoughts and that it also permits the effect of affective states on
[subject]-task interaction” (Afflerback 2000, as cited in Yoshida, 2008, p. 200).

In this study, given the benefits of using verbal reports and the rich
information they provide,  applied the think-aloud or - as it might also be termed
- self-revelation protocol (Cohen, 1987). To answer the main question of this
study as comprehensively as possible, I monitored and obtained the information
heeded by the participants during task performance. Thus, to get the most out of
my research, I collected concurrent non-metalinguistic think-aloud 1 data. I also
designed and optimized the data collection method in accordance with
mainstream researchers’ recommendations (Erricson, & Simon, 1987; Cohen,
1987; Leow & Morgan-Short, 2004). Moreover, to enrich the elicited concurrent
think-aloud data, I also conducted an “exit interview” (Charters, 2003), as
recommended by mainstream think-aloud researchers. There are good reasons
for conducting an exit interview. Think-aloud data is only a partial description,
since thoughts or processes do not remain in working memory long enough to
be verbalized; thus, some verbalization may not be performed or it may be
performed but forgotten (Leow & Morgan-Short, 2004). Moreover, verbalized
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data may differ in both quality and quantity owing to various factors such as
individual differences, the protocols used etc. (Ericsson & Simon, 1980). Hence,
to attain a deeper understanding, an exit interview is recommended (Charters,
2003; Ericsson & Simon, 1980). Although, through the questions asked, the exit
interview may be biased towards the researchers’” intentions, the retrospective
data obtained will be valuable when combined with the concurrent think-aloud
data (Nunan, 1992 as cited in Charters, 2003). In this study, the exit interview was
conducted to add depth to the concurrent think-aloud data and to audit the
validity of my interpretations of the concurrent data.

Consequently, by applying a think-aloud protocol, I can not only report
what level of involvement turned out to be the most beneficial for acquiring the
target vocabulary items but also describe why that level is optimal. In addition,
the approach provides an opportunity to compare involvement load levels in
their effects and to identify their similarities and differences.

2.7.2 Exit-interview

“The interview is the most often used method in qualitative enquiries” (Dornyei,
2007, p.134). Interviews can be classified by type and structure. For example, the
four main types of interviews are the single- or multiple-session interview,
structured interview, semi-structured interview, and unstructured interview
(Dornyei, 2007). Researchers select the type of interview best suited to the
purpose of the data collection. For example, in a single- or multiple-session
interview, the researcher may obtain enough data in the first session or may
conduct further sessions depending on the depth and breadth required of the
data. In the second type, degree of structure, a highly structured interview
follows pre-determined guidelines and questions are selected based on pre-
identified criteria. Unlike a structured interview, an unstructured interview
“allows maximum flexibility to follow the interviewee in unpredictable
directions, with only minimal interference from research agenda” (Dornyei, 2007,
p.135). It is believed that an unstructured interview may be comfortable for the
interviewee and lead to the elicitation of deeper and broader data. And finally,
between the two extremes, i.e., the structured and unstructured interview, is the
semi-structured interview, which is the commonest type in applied linguistics.
In a semi-structured interview, “although there is a set of pre-prepared guiding
questions and prompts, the format is open-ended, and the interviewee is
encouraged to elaborate on the issues raised in an exploratory manner” (Dérnyei,
2007, 136). In other words, it not only guides the interviewee, based, for instance,
on scientific agendas for eliciting critical and valuable data, but it also gives the
interviewer enough freedom to express new ideas during the interview.
Therefore, the type of interview depends on the manner and purpose of the data
collection.

In this study, two types of questions were asked in a researcher-designed
semi-structured interview. The first type were general questions aimed at
eliciting more information about the processes and strategies that participants
used for either learning or understanding the target new words during their task
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performance such as, “Has this video game helped you to remember / learn new
words easily? If so, how?”. The second type were questions formulated on the
basis of the Cognitive Theory of Multimedia Learning (Mayer & Moreno, 2003).
Thus, I adjusted my questions to its underlying assumptions, which are
determining factors in either the success or failure of any multimedia learning
context. These questions not only further informed me about the participants’
online processes during their task performance but also assisted me in checking
and controlling for the effect of the multimedia learning factors. In this theory,
the human mind works based on three assumptions: dual channel, limited capacity,
and active processing. Mayer and Moreno (2003) explain these as follows: 1) dual
channel means that “humans possess separate information processing channels
for verbal and visual material”; 2) limited capacity refers to the fact that “there is
only a limited amount of processing capacity available in the verbal and visual
channels”; and 3) active processing assumes that “[meaningful] learning requires
substantial cognitive processing in the verbal and visual channels” (p. 44). These
assumptions are drawn from different theories, for example, the dual channel
assumption is based on Paivio’s dual coding theory, which was explained in
section 2.4.3. The idea of limited capacity is adopted from Sweller’s (2010)
cognitive load theory, where he posits that either too high or too low a cognitive
load may have negative effects on learning comparing to balanced cognitive load,
which he calls a germane load. Mayer and Moreno (2003, p. 44) associate active
processing assumption with “Wittrock’s (1989) generative-learning theory and
Mayer’s (1999, 2002) selecting-organizing-integrating theory of active learning”.
The processes, in this assumption, “include paying attention to the presented
material, mentally organizing the presented material into a coherent structure,
and integrating the presented material with existing knowledge”. According to
Mayer and Moreno’s (2003) theory, both the visual and the auditory inputs can
be modified and controlled, in all three assumptions, either to increase the
applicability and effectiveness of the multimedia materials used or to reduce the
effect of undesired factors that decrease the quality of learning via multimedia in
educational contexts. Bearing all the above in my mind, I formulated my
interview questions.

In sum, I designed a semi-structured interview to obtain more and deeper
information about the processes and strategies that participants follow in
completing set vocabulary acquisition tasks.



3 DIGITAL GAMES, VOCABULARY,
AND ACQUISITION

Digital games are currently a highly popular form of media entertainment. From
the 1980s to the end of the first decade of the new millennium, the average
amount of time spent playing digital games has risen from 4.5 to 9 hours per
week in the United States (Dehaan, Reed, & Kuwada, 2010). The growing global
popularity of digital games among people has stimulated the curiosity and
interest of researchers, who see digital games as another avenue for research and
study in a safe “virtual environment’ (Kirriemuir, 2002).

Following this new trend, applied linguists and language acquisition
experts have also researched the digital game phenomenon. They have found
that digital games can offer precious opportunities for language acquisition via
such factors as repetition, contextual clues, transfer, motivation, awareness,
controllability, active engagement, comprehensible target language input,
learner-centered situations, negotiation, reduction of affective variables,
collaborative dialogues, community of practice, experimental learning,
mediation, and motivation (deHaan, 2005; Yildiz & Trugut, 2009; Pasfield-
Neofitou, 2014).

Among the opportunities that digital games offer language learners is that
of vocabulary enhancement, a crucial component of language acquisition.
However, owing to the multidimensional and complex nature of vocabulary
acquisition, the digital game effect may not be as straightforward as one might
be led to expect. However, before addressing the reasons why, in the realm of
vocabulary acquisition, digital games may have differing effects, I will discuss
the nature of digital games, their roles in acquisition, and the rationale behind
them in education, general learning, language acquisition generally, and
vocabulary acquisition. Thus, in this section of the thesis, I provide an overview
of digital game studies, first discussing the terminology used and then reviewing
the literature.
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3.1 What is a game?

First, I need to clarify what constitutes a game in my study. According to
Arjoranta (2014), this is not an easy task, as, despite the multiple definitions
available, no consensus has as yet been reached. Wu, Franken, and Witten (2012)
define a game, by and large, as an activity that not only entertains and engages
but also offers different types of challenges. Caillois (1961 as cited in Garris,
Ahlers, and Driskell, 2002) defines a game as an activity that has the following
attributes: enjoyable, voluntary, dominated by its own rules, unpredictable, and
fruitless, meaning that it does not have any useful outcome. Garris, Ahlers, and
Driskell (2002), expanding Caillois” definition, add the following six dimensions
as the main attributions of a game: fantasy, rules/goals, sensory stimuli,
challenge, mystery, and control. Furthermore, they add that “a game is a system
that is a real world by its own right and does not simulate any other systems or
worlds” (pp. 442- 443). Finally, they posit that the more of these aspects an
activity incorporates, the more game-like it becomes. However, none of the above
can be considered a comprehensive definition of a game according to Arjoranta
(2014), who also points out that it is not necessary to reach a comprehensive and
conclusive definition.

Arjoranta (2014) proposes an approach that he calls Wittgenstein approach
for overcoming the difficulty of game definition instead. He explains that, the
games must be defined according to their resemblances and features that they
share with context and cultures that they are applied to. After spotting the
common aspects between the games and cultural contexts, the points of emphasis
will be specified. In that case, defining a game can be logically acceptable and
applicable to that context. In this study, the digital version of games is focused
on. Thus, I try to define digital games as the main form of game in this study.

Digital games are computerized and digital forms of entertaining activities
(Prensky, 2007). Context-wise, for this study, a digital game is discussed in a
learning context. Thus, based on Arjoranta’s suggestion, a proposed definition
needs to incorporate both the learning context and the digital game. Therefore,
the digital game, in this study, can be defined according to Hainey, Connolly,
Boyle, Wilson, & Razak (2016, p. 204) as an “innovative learning approach
derived from the use of computer games that [lead to] educational [effect] or
different kinds of software applications that use games for learning and
education purposes such as learning support, teaching enhancement, assessment
and evaluation of learners”.

3.2 What is Digital Game-Based Learning (DGBL)?

The emergence of digital games and their impacts on people’s lives has also led
to the coining of new terminologies. In digital game studies, the term digital
game-based learning, or DGBL, is ubiquitous. The purpose of DGBL is to use
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digital games to integrate the end user and a specific aim, and it uses the elements
or characteristics of digital games to create an engaging, fun, motivational, and
suitable learning experience that will assist learners in becoming experts in a
specific skill (Zin, Jaafar, & Yue, 2009). Prensky (2007) observes “that DGBL is
stealth learning because it is a new paradigm that is gradually emerging” (p. 19)
in order to elevate learning via play. He adds that it is a process aimed at
removing pain from work and substituting it with enjoyment. The outcome of
this process is getting better at something without undergoing hard labor but
instead having fun. (Prensky, 2007).

Razak, Connolly, and Hainey identify two categories of DGBL: “learning
through game playing” and “learning through game making” (2012, p. 35). They
report that the most common type of DGBL is learning through playing. A more
detailed categorization of DGBL is posited by Ermi, Helio, and Mayra (2004) who
see DGBL as somewhere between digital games and education programs. They
believe that the best description of DGBL is edugames, or games designed for
educational purposes. They add that an edugame is different from edutainment in
how the content is taught. In edugames, a game is designed for teaching specific
content, whereas in edutainment, the elements and features of digital games are
added to an educational activity to make learning more game-like and fun.
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FIGURES5  Categories of DGBL (Adapted from Ermi, Helio, & Mayrd, 2004, p. 62)
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In any kind of DGBL, the following benefits can be expected: the hardest and
dullest subjects become easier to learn via various motivating elements; the
creation of digital games make learning fun for all groups of learners and
teachers; and each learner has his or her own trainer who is the best at teaching
a specific subject (Prensky, 2007). The effects of these outcomes increase the
quality of learning since they add motivation, entertainment, involvement,
engagement, and induce a state of flow (Kerrimiur, 2002; Garris, Ahlers, &
Driskell, 2002; Gee, 2003; Bowman, 1982, as cited in Squire, 2003; Jackson,
Dempsey, & McNamara, 2012).

“Digital games are viewed as a tempting form of student engagement, given
the power of games to profoundly immerse and engage players” (Shahriarpour,
2014, p. 1739). DGBL opens new doors and offers new opportunities for every
learner. For example, it may help preschoolers to learn the alphabet and reading
skills. It helps in learning the curriculum: elementary learners were helped to
score higher than others on the K-6 curriculum simply by playing PlayStation
(Sony entertainment gaming system). A digital game can also assist students to
learn typing or, say, electoral politics. SimCity has helped traders to increase their
financial skills, and policy makers to understand the health care system. DGBL
has assisted engineers to learn CAD and to improve their skills. By integration of
a war simulator, military personnel can learn how to fight and how to survive
under various physical and psychological conditions in a subsequent real conflict
(Prensky, 2007).

[In DGBL] learners are encouraged to combine knowledge from different areas to
choose a solution or to make a decision at a certain point, learners can test how the
outcome of the game changes based on their decisions and actions, learners are
encouraged to contact other team members and discuss and negotiate subsequent
steps, thus improving, among other things, their social skills. (Pivec, Dziabenko, &
Schinnerl, 2003, p. 217)

In other words, self-efficacy, interest, engagement, decision making, and self-
regulation can be invigorated in DGBL contexts. Moreover, DGBL implements
elements such as game play, challenge, fun, enjoyment, feedback, incentives,
systematic task difficulty, control, and the role of environment in order to
support the indicated individual attributes either to emerge or to replenish
(Rankin, Gold, & Gooch, 2006a; Jackson, Dempsey, & McNamara, 2012).

The possible benefits of DGBL have also been studied empirically. To
examine the effect of DGBL, researchers have mainly used digital games, both
edugames and edutainment, for delivering and teaching content. In these
studies, research participants have been asked to play digital games in order to
learn new content. Overall, DGBL has been found to have beneficial effects.

For example, Squire (2005), in his comparative case study, investigated the
effect of a historical simulation digital computer game, Civilization IlI, for
teaching history and geography in two schools. The 33 participants were school
students in history classes. Through interview, field notes, and observation, he
found that the students retained and understood the content of history courses
better after playing the digital game. They also more effectively learned details
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about the geography and chronology of historical events. He concluded that
incorporating digital games into the curriculum promotes better understanding
of content in history courses.

Schlickum, Hedman, Enochsson, Kjellin, and Felldnder-Tsai (2009) tested
the effect of digital games making high visual-spatial and cognitive demands on
the endoscopic surgical simulator performance of thirty surgical novices. They
hypothesized that the participants with experience of playing digital games
would outperform non-players in a virtual reality surgical simulation exercise.
The 30 novices in the experimental group played Half-Life, a first-person shooter
game with high visual-spatial demands, and Chessmaster, a chess simulation
game with high cognitive demands, for 10 sessions. The control group,
containing 10 surgical novices, practiced surgery through the virtual reality
surgical simulator without playing any digital games before the simulator
exercise. Their results showed that the digital game group outperformed controls
in the surgical simulation exercise. This result was attributed to improvements in
both the visual-spatial imagination and cognitive skills of the game group
participants.

In a study by Johnson (2007), 20 US marines played Tactical Iragi, a digital
game designed by the Tactical Language and Culture Training System for helping
soldiers to acquire communicative skills in Iraqi Arabic. Only one of the marines,
who had been deployed in Iraq for a while, had any experience or familiarity
with the target language. After 50 hours of training, their language level was
tested using evaluative software. The results showed a mean score of 3.73 out of
5, which was an indicator of progress in the acquisition of communicative skills
in Iraqi Arabic, both in cultural awareness and linguistic knowledge. Moreover,
in line with the test results, 78% of the participants felt they had gained
considerable communicative skills in Iraqi Arabic.

Thus, it can be inferred that the use of appropriate digital games in
learning situations can significantly promote learning. DGBL can also engage
learners in both critical and active thinking (Rankin, Gold, & Gooch, 2006b),
leading to meaningful learning, which is one of the desired outcomes of any
learning-oriented program.

3.3 How do digital games enhance learning?

The concepts underlying DGBL were introduced in the previous sections. In this
study, digital game-related terminology was considered important in assisting
understanding of the potential role of digital games in learning, especially in
elevating learning. In this section, I discuss how digital games can assist or
improve learning in general. The purpose of this section is to provide a
foundation for better understanding the role of digital games in language
learning and, ultimately, vocabulary learning, the primary focus of this study.
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Broadly speaking, there are two different views on how digital games
support learning. Some researchers argue that digital games are beneficial for
different aspects of learning due to their internal elements such interactivity,
challenge, visuals etc. (Gee, 2003; Pivec, Dziabenko, & Schinnerl, 2003; Squire,
2003; Shaffer, Squire, Halverson, & Gee, 2005; Johnson, Vilhjalmsson, & Marsella,
2005; Dondlinger, 2007; Figg & Jaipal, 2009; De Freitas & Maharag, 2011). They
posit that the positive cognitive and motivational effect of internal elements can
improve learning. Other researchers, such as Gee (2003), and Becker (2008),
consider the internal design of digital games to be the main factor in boosting
learning. They believe that the internal elements of digital games interact with
each other in a way that leads to the emergence of a system that largely conforms
to current major theories of learning such as constructivism.

With respect to the first view, Squire (2008, p. 15) speculates that “the
emergent paradigm of game-based learning is built on a number of principles”
and elements the presence of which in digital games facilitates successful and
efficient learning. Elements such as interactivity, rules (such as in game physics),
goals (such as defeating an evil boss), challenge (such as how to unlock a jigsaw
box), risk (such as jumping over a wide pit), fantasy (such as gaining magical
powers), curiosity (such as exploring an abandoned cave), control (the ability to
control one’s actions), gameplay (or how the game can be played), different types
of feedback, such as evaluative, interpretive, supportive, probing (De Freitas &
Maharg, 2011), affordances, fun, replay motivation (such as the feeling that I have
to beat my enemy after lots of attempts), difficulty and complexity, and failure
and choice (or trial and error), are among the most often adduced (Pivec ,
Dziabenko, & Schinnerl, 2003; Johnson, Vilhjadlmsson, & Marsella, 2005; Squire,
2005). However, perceptions on how those elements assist learning differ.

For Hamari, Shernoff, Rowe, Coller, Asbell-Clarke & Edwards (2016),
digital game elements create a virtual world system. The virtual world of a game,
which is a systematic combination of such elements, is praised as the major
component that turns digital games into potential contexts for learning. It is
posited that virtual worlds speed up learning by developing situated learning,
experimenting, experiencing, forming new and powerful identities, and
integrating knowing and doing that leads to situated understanding (Pivec,
Dziabenko, & Schinnerl, 2003; Johnson, Vilhjalmsson & Marsella, 2005; Shaffer,
Squire, Halverson, & Gee, 2005). Hamari et. al. (2016) add that when learning is
situated, the possibility of hypothesizing, probing, and reflecting upon the
virtual world of digital games increases. Thus, learners have the opportunity to
modify various parameters, to obtain new views on the phenomena, to monitor
how a system behaves over time, to analyze and criticize a system, and to acquire
a visual picture of a system and many other features that assist the learners’
learning approaches and outcomes (Squire, 2003, p. 55).

In a second speculation on how internal elements assist learning, Alexiou
and Schippers (2018) propose that the internal elements of digital games support
learners’ cognitive-motivational engagement, which is an important factor in
learning. They continue as follows:
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The cognitive and emotional engagement of players are a function of game elements
that are nested within three main layers: the game system (rules, mechanics), narrative
(theme, story, characters) and aesthetics (Audiovisual elements, fidelity, aesthetic
choices). When it comes to learning applications, cognitive engagement refers
primarily to the focus of attention, while emotional engagement stresses the role of
emotions and feelings in supporting the desired cognitive processes. (Alexiou &
Schippers, 2018, p. 2550)

This idea supports the conceptual framework of gamification and learning
proposed by Hamari, Koivisto, and Sarsa (2014), who also see game and
gamification-assisted learning as comprising three phases. In the first phase,
games provide motivational resources and affordances that, in the second phase,
can cause psychological changes in learners. In the third phase, these
psychological changes lead to behavioral changes and outcomes (Hamari,
Koivisto, & Sarsa, 2014). These behavioral changes, if guided, are considered as
learning. Therefore, it can be inferred that the internal elements of digital games
enhance learning by enhancing motivation. This in turn not only results in
emotional engagement but also supports cognitive engagement, or cognitive
processes. These processes can be intentionally invoked to produce a desired
behavior, i.e. learning.
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FIGURE6  Game elements and learning. (Adapted from Alexiou and Schippers, 2018, p.
2547)

A third speculation is about the role of internal elements, specifically challenge,
in boosting learning by manipulating the player’s motivational levels through
enjoyment and emotions. Jackson, Dempsey, and McNamara (2012) discuss
entertainment in digital games as a source of joy. Moreover, the existence of
elements like fantasy, rules/goals, sensory stimuli, challenge, mystery, and
control generate entertainment (Garris, Ahlers, & Driskell, 2002). Setting the
internal element of challenge at an appropriate level was found to generate the
emotional state of flow (Ebrahimzadeh & Alavi, 2016). The state of flow is defined
by eight components of enjoyment.

First, there should be a chance to complete the task or challenge. Second, it should be
possible to concentrate. Third and fourth, concentration is usually realized through
having clear goals and receiving immediate feedback. Fifth, task involvement is so
deep, yet effortless, that removes daily worries and frustrations. Sixth, the enjoyable
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experience enables people to feel some sense of control over their activity. Seventh, the
sense of self is forgotten during flow and emerges stronger afterwards. Finally, time
distortion happens with hours passing by in minutes or vice versa. Should all these
elements be present, their combination causes a sense of deep enjoyment that is so
rewarding people feel that expending a great deal of energy is worthwhile simply to
be able to feel it (Czikszentmihalyi, 1991, p. 49)

Hamari et. al. (2016) studied the state of flow and the internal elements of digital
games. They found that, among many other internal elements of digital games,
the element of challenge was the major contributing factor in generating flow in
learners. Their statistical analyses also revealed that, in digital game-based
learning, the element of challenge had a direct effect on learning and mediated
the effect of engagement. Furthermore, they found that the learners who
experienced flow during their game play reported a higher level of emotional
enjoyment. During the state of flow, learners were also more engaged and
motivated. To summarize, digital games assist learning because they provide
enough challenge for learners to experience the state of flow. When they
experience flow, learners feel more emotionally engaged and motivated.
According to Alexiou and Schippers (2018), a high level of motivation supports
cognitive engagement or processes. Thus, learning outcomes are effective and
noticeable.

A fourth speculation on the role of the internal elements of digital games
concerns how combinations of internal elements, their interactions, and their
situated relevance can influence learning. Ang and Zaphiris (2006) posit that
digital games may influence learning because the components of the digital
games can interact in a manner that paves the way for internal elements to affect
learning via the enhancement of motivation. They make this claim by reference
to the ideas of narratology and ludology. They defined ludology in computer
games as the study of activity, and narratology in computer games as the study
of stories. Drawing on the concept of entertainment and enjoyment (Jackson,
Dempsey, & McNamara, 2012), the ludologists saw gameplay, or any activity
allowed by the rules of the game directed at achieving a goal in the game’s
universe, as the main source of entertainment and enjoyment, while
narratologists identified the story or narrative, or series of events, as the main
source of entertainment in digital games (Ang & Zaphiris, 2006, pp. 2-3). They
supported their view by reference to the components of gameplay. They argued
that rules were units that formed the basic structure of any gameplay. Knowledge
of these rules enabled the gamer to play and the game and to be playable. Rules
were categorized into two types. They were either paidea rules “that describe the
semantic of the game” or [udus rules “that describe the structure of the game”
(Ang & Zaphiris, 2006, p. 6). The paidea rules, such as how far Mario (in the Super
Mario Bros series) can jump, are made by the game designers. The ludus rules are
tlexible ones; although stipulated by the game designers, they can be violated by
the player. For example, while the ludus rule of Mario is to get to every level by
overcoming a pre- identified number of obstacles, the player can violate this rule
by playing around in some section of a level. However, every digital game has a
narrative of some kind. To allow for both gameplay and narratives, Ang and
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Zaphiris (2006) relate the paidea rules to the narrative setting and the ludus rules
to the narrative plot. On this view, the paidea activities were determined by
“environment and action” (ludus rules) (Ang & Zaphiris, 2006, p. 7). Moreover,
spatiality, or “the space of the narrative”, and fabula, “or the actions that might
happen in these spaces”, were considered as two main components of narratives
(Ang & Zaphiris, 2006, p. 7). Ang and Zaphiris (2006, p. 19) hold that the
interaction between the components of gameplay and narrative in digital games
can lead to a high quality learning because “knowledge is constructed instead of
being transmitted [, ... this combination makes learning] it is also motivating,
where it challenges the learners, intrigues their curiosity and brings about
fantasy”. Based on this final speculation, it can be proposed that the internal
components as well as elements of digital games can assist learning through
entertainment, enjoyment and motivation. Thus, overall, it can be concluded that,
from every perspective on the internal elements, digital games influence learning
by directly manipulating the level of motivation and indirectly by supporting
cognitive factors via motivation.
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FIGURE7  How the elements of gameplay and narrative interact (Adapted from Ang &
Zaphiris, 2006, p.8)

As discussed above, there is a second perspective on how digital games
might enhance learning. The first viewpoint argues for the efficacy of digital
games in learning based on the positive impact of individual internal elements
rather than these as a whole or systematically. However, in the second point of
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view, the success of a digital game in enhancing learning is due to its internal
design, that is, the effect of its internal elements as a whole; this view is informed
by such contemporary learning theories as constructivism. In other words, from
the first point of view, the success of a digital game is evaluated in accordance
with the quantity of its internal elements. For example, digital game A is more
effective for learning than digital game, B because it contains, for example, an
additional two effective internal elements. However, from the second point of
view, the effect of the existing internal elements is considered and discussed as a
whole. For example, digital game B might have fewer internal elements but the
effect that they may have as whole on learning is greater than the sum of the
individual effects of digital game A.

Unlike Gee (2003), who proposed, based on 36 principles extracted from
previous learning theories, that digital games might assist learning literacy,
Becker (2008) posits that digital games enhance learning because they follow the
principles, events, and components of six theories of learning, viz., Gagné’s nine
events of instruction, Reigeluth’s elaboration theory, Merrill’s first principles of
instruction, Constructivist learning environments, activity theory, and problem-
based theory. Thus, the role of digital games in assisting learning could be
studied through the lenses of those theories of learning.

Generally, digital game-based learning has been considered more from a
constructivist viewpoint more than any other because digital games supply
learners with an environment in which they can experience “playful imagination
-allowing learners to simulate and experiment with real-life scenarios-, social
interaction with more capable peers - allowing learners to enhance their cognitive
understanding-, and intrinsic motivation - required for sustaining involvement
in self-regulating learning over time” (Alexiou & Schippers, 2018, p. 2549). In
such a sandbox environment, “players are allowed to experiment and construct
meaning out of their cognitive and emotional experiences” (Alexiou & Schippers,
2018, p. 2547).

To clarify the association between the internal design of digital games and
constructivist view of learning, Becker (2008) looks at the gameplay of the Super
Mario Bros game series. She explains that an inactive gamer was rarely found in
every Mario game observed (Active principle: learning should be engaging and
should keep learners active). By passing through each level, the gamer develops
either a new or an old skill (Constructive principle: new ideas and prior
knowledge should be integrated for making meaning). The community of Mario
fans aid each other with suggestions on websites and in articles and, magazines
etc., and they share their skills with each other in cases of a demanding problem
arising at a specific stage of any Mario game (Collaboration principle: learners
should work in communities to obtain support and an opportunity for
collaborative knowledge building). This game has a goal and, by supplying
elements of fun, it encourages gamers to continue playing (Intentional principle:
if a learning task is goal-oriented and intentional, learning will be boosted). Mario
games provide various types of challenge for the gamer (Complex principle: both
complex and simple problems, in learning tasks, can be engaging and can
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enhance learning). In the Paper Mario series, Mario visits different people and
uses his repertoire of extraordinary abilities to save princess Peach. To gain those
skills and abilities, the structures and components of the tasks and levels are
designed to assist the gamer reach the maximum level of skill knowledge
(Contextual principle: learning should take place in a meaningful world or task).
Because learning is the outcome of interaction, we are returned to the Mario
community where gamers interact to obtain knowledge and improve their skills
(Conversational principle: the process of learning should be dialogical and
conversational). The outcome of the interaction among Mario fans is the
acquisition of further knowledge of what is right and wrong in the game. Some
comments will be criticized by other fans because they know a better way to
reach a specific goal in the game (Reflective principle: learners should know what
they do in a task, what processes they have followed, what strategies have been
useful, and what goals they have achieved).

Thus, according to second point of view, the main reason for the
effectiveness of digital games in learning is that the games are internally designed
so that their internal elements work systematically together. It is this feature that
enables them to have a positive effect on learning and the construction and
transfer of knowledge.

In other words, [the internal design] grant[s] the players the ability to a) retrieve
relevant knowledge from memory, b) determine the meaning of instructional
messages, €) apply a procedure to a given situation, d) identify the constituent parts of
the material, how they relate to each other and their role in the overall structure or
purpose, e) make judgments based on criteria and standards and f) create something
novel out of existing elements. (Alexiou & Schippers, 2018, p. 2548)

3.4 What is digital game-based language learning (DGBLL)?

Language acquisition experts have also studied the educational efficacy of digital
games for language acquisition and learning. As mentioned earlier, new trends
and technologies generate novel terminologies. One such term is digital game-
based language learning (DGBLL), which refers to any educational use of digital
games for the purpose of language learning and extends the earlier term DGBL.
However, with respect to the nature of integration, other definitions of DGBLL
exist. Ang and Zaphiris (2008) state that DGBLL includes two perspectives: 1)
how to use digital games as virtual environments that facilitate language
learning, and 2) how to use digital games as instruments for providing and
enhancing opportunities for, e.g., collaborative learning. Reinhardt and Sykes
(2012) consider that the definition by Ang and Zaphiris (2008) is the most
comprehensive. They also see two categories of DGBLL: game-enhanced and
game-based DGBLL and present a taxonomy of DGBLL research and practice.
Any curriculum in which a digital game is used as a side tool for developing
learners’ language proficiency is a game-enhanced language learning curriculum
whereas if the gamer learns the language by playing a game, it is a game-based
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language learning curriculum. The categories are presented in detail in the
following table:

TABLE 6 Guiding questions for game-mediated 12 learning program research and
practice (Adapted from Reinhardt & Sykes, 2012, p. 33).

L2 learning focus L2 pedagogy focus
Game-enhanced: working =~ How does game-mediated = How can vernacular games
with vernacular games, or L2 learning occur in the be pedagogically mediated
commercial games wild? for L2 learning and

teaching?

Game-based: working with  How do specific game How can game-based
educational and L2 learning  designs afford particular environments be designed
purposed games (i.e., L2 learner behaviors to incorporate and/or
synthetic immersive complement L2 pedagogical
environments) use?

By and large, digital game-based learning is deemed effective for language
learning (Chian-Wen, 2014; Hung, Yang, Hwang, Chu, & Wang, 2018). Chian-
Wen (2014), in a meta-analysis, found that both kids and adult language learners
benefited from DGBLL. Referring to the large positive effect sizes that he found
between the presence of digital games in language learning and learners’ long-
term engagement, he suggested that the integration of digital games in the
language learning process can facilitate the acquisition of procedural knowledge.

deHaan (2005), in a case study, taught Japanese to a 27-year-old male
American intermediate Japanese language learner with the help of a baseball
digital game. After a month, using self-report, observation, interview, and
listening and reading tests, he assessed the subject’s possible acquisition of
Japanese and concluded that by playing a baseball digital game, the learner had
improved his listening, reading, and Kanji character recognition. deHaan (2005)
suggested that the repetition, contextual language, and simultaneous aural and
textual representation of language in the game were the factors that contributed
to the subject’s language learning and improvement.

Suh, Kim, and Kim (2010) utilized a MMORPG game to teach elementary-
level English in all four skills, controlling for variables such as gender, prior
knowledge, motivation, self-directed learning skills, computer skills, game skills,
computer capacity, network capacity, and computer accessibility. They
compared MMORPG-based English learning to face-to-face traditional English
instruction. Participants were 220 fifth and sixth graders from 5 different schools
in Seoul. 118 participants were assigned to the digital game group and 102 to the
face-to-face group. The experimental group used the digital games twice a week
for 2 months in order to complete the in-game tasks. The control group were
taught using a course book and in-class language learning activities. The results
revealed the superiority of the MMORPG-based English learners in listening,
reading, and writing. Among the variables controlled for, they found prior
knowledge, motivation, and network speed had a considerable influence on
learning English via MMORPG.
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Neville, Shelton, and Mclnnis (2009), in a mixed-methods study, taught
German vocabulary, reading and culture via an interactive fiction game to
university students. Participants were 15 third-semester German-language
learners assigned to either an experimental group (7 participants), and a control
group (8 participants). The experimental group received the story by play the
interactional fiction game and the control group by traditional instruction. Both
groups were presented with the same vocabulary items. Comparison of the
groups’ performance showed that the experimental group outperformed the
controls. The questionnaire results also indicated that most of the participants
preferred digital games to traditional instruction. Increased mental effort and
both the immersive and interactive environmental features of the interactive
fiction game were speculated as the possible factors that led to the better
performance of the digital game group. Finally, they reported better acquisition
of new vocabulary items by the digital games group.

Anderson, Reynolds, Yeh, and Huang (2008) evaluated the effect of digital
games on language learners’ listening comprehension by using the digital game
America’s Army. They recruited 29 undergraduate non-English speaking
Taiwanese participants, both males (17) and females (12), for their study.
Participants were randomly assigned to either the experimental group, who
played the digital game, or control group, who received instruction in a
traditional listening format. In a pre-test-treatment-post-test design, 10
vocabulary items were taught to both the experimental group and the treatment
group. The vocabulary items were the same and they were used both in the
tutorial section of the digital game and the control group task. Both groups had
to listen to instructions and complete the assigned tasks. After assessing the
groups’ listening comprehension in both pre- and post-tests, they concluded that
digital games can be improve listening comprehension. Students also reported
positive feelings about language learning via digital games.

It may be asked: how is that digital games can positively affect language
learning? To answer this question, the first viewpoint in digital games and
general learning, i.e. the effect of internal elements individually, has been widely
researched. That is, the effectiveness of digital games on language learning has
been studied from a cognitive-motivational perspective focusing on the internal
elements of digital games separately rather than holistically (Hung, Yang,
Hwang, Chu, & Wang, 2018). Moreover, following the internal element
perspective, digital games’ internal elements are discussed as supporters of
factors whose effectiveness in language learning, has been studied and
confirmed. The features that digital games’ internal elements can offer for
language learning are e.g. repetition, contextual clues, transfer, motivation,
awareness, controllability, active engagement, comprehensible target language
input, learner-centered situations, negotiation, reduction of affective variables,
collaborative dialogues, community of practice, experimental learning,
mediation, willingness to communicate, immersion, and motivation (deHaan,
2005; Yildiz & Trugut, 2009; Pasfield-Neofitou, 2014; Hung, Yang, Hwang, Chu
& Wang, 2018). Peterson (2010), emphasize that various advantages of digital
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games for language learning may be due to different internal features of digital
games. He hypothesizes that these features may promote language learning by
supporting the factors that play crucial roles in the process of language learning.
He lists them in the following table (Table.7).

TABLE 7 Hypothesized advantages of digital games in language learning (Adapted
from Peterson, 2010, p. 432)

Design feature Hypothesized advantages

Access to diverse groups of interlocutors, including native
speakers

Multiple communication channels provide real-time
feedback

Exposure to the TL

The presence of text and scrolling supports monitoring
Extensive opportunities for purposeful TL use and reuse in
an authentic and engaging communicative context

Practice in the four skills

Opportunities to engage in co-construction, negotiation, and
the development of communicative competence
Learner-centered interaction encourages active participation
Enhanced cross-cultural knowledge

Motivation enhanced

Enjoyment

Situated learning

Community formation

Development of collaborative social relationships
Enhanced immersion

Personal avatars Opportunities for role-play and risk-taking

Reduced inhibition and social context cues

Network-based real-time
text and voice chat

Challenging theme and
goal-based instruction

Pasfield-Neofitou (2014), in her meta-analysis, concluded that the presence in
digital games of both psychological and sociocultural factors that could play a
major role in language learning boost the efficiency of digital games in language
learning contexts.

However, Reinhardt and Thorne (2016, as cited in Sundqvist, 2019), pointed
out that language learning is not the sole outcome of the internal elements of
digital games. They argue that language is learned not from digital games only,
but also from the discourse surrounding digital games. In this regard, Scholz
(2017) recently offered a new perspective on how digital games may enhance
language learning. His view is much closer to second perspective on digital
games and general learning, according to which the relationship can be explained
by learning theories or by studying the digital game effect as a whole. Scholz
(2017) discusses how out-of-school digital game play facilitates and develops
language learning can be explained in terms of the Complex Adaptive Systems
framework (CAS). He states that

complex adaptive systems view language both cognitively and socially, allowing for
detailed, non-reductionist analyses that take into account as many factors and



75

variables as possible to understand the change and SLD [second language
development] that occurs, thus resulting in a unified approach of the system as a
whole, as opposed to a singular variable or aspect of the system. (Scholz, 2017, p. 42)

To test this idea, he recruited 14 L2 learners of German (12 males and 2 females).
They were asked to play World of Warcraft for 202 hours out of class in German.
Moreover, they were asked to discuss World of Warcraft-related topics. The data
were elicited by background information questionnaires, in-game and in-person
communication logs, and interviews. Analysis of the qualitatively collected data
showed that the simultaneous existence of three factors generated a condition
that facilitated SLD in DGBLL in the long run. Those factors were gameplay,
communication, and iteration. He concluded that, from a CAS perspective, the
existence and interaction of those factors generates a system that supports
sociocognitive processes that in turn facilitate linguistic construction.

3.5 Digital games and vocabulary acquisition

Much digital game and language learning research has been devoted to
experimental studies on the effect of digital games on vocabulary acquisition.
Meta-analyses (Chiu, Kao, & Reynolds, 2012; Chian-Wen, 2014), have shown that
hypotheses on the positive effects of DGBLL in vocabulary acquisition have been
empirically supported. For example, the results of the meta-analysis by Chen,
Tseng, and Hsiao (2018) showed that DGBLL improves vocabulary acquisition.

Thus, the results of previous studies mostly report positive effects of
DGBLL on vocabulary acquisition. For instance, Rankin, Gold, and Gooch
(2006a) assessed the English language learning and vocabulary acquisition of
language learners playing Ever Quest 2, a popular MMORPG. In their pilot-study,
five ESL students, ranging from beginners to high-level learners, participated.
They were asked to play the game for at least 4 hours per week for 4 weeks. They
elicited information from the participants by post-questionnaire, interactions and
chat logs, and administered a vocabulary test based on words used by the
participants in their chat logs. Their results revealed that the digital game was
not only beneficial for improving communication skills but also supported
vocabulary acquisition. They found that vocabulary acquisition had taken place
even for low exposure vocabulary items. Their participants accurately defined
35% of vocabulary items that they had been exposed to only once during their
game playing sessions. The rate of acquisition of vocabulary item was greater the
greater the frequency of interactions between players and non-playable
characters (NPCs).

Yip and Kwan (2006) used online vocabulary games incorporated into two
websites designed for language learning purposes by the University of Hong
Kong, namely a professional word web and a university word web, to teach new
vocabulary items. Participants were 100 freshman engineering students
randomly divided into 6 groups. Groups A, B and C were experimental groups



76

and D, E and F, control groups. Each experimental group contained 15 or 16
participants and each control group 18 participants. The experimental group
participants engaged in learning the new vocabulary item via web-based online
games. The control group participants were taught the same vocabulary items
through activity-based lessons. To familiarize the experimental group
participants with the websites and teach them how to interact with them, they
were asked to complete a series of online vocabulary tasks for the first 3 weeks.
The controls, in turn, were given a list of words, derived from the websites, for
rapid perusal. They were then asked to complete a series of vocabulary learning
activities, such as drawing mind maps, matching definitions, drawing pictures,
and designing a diagram, to help them develop vocabulary learning strategies.
Using a pre- and post-test design, participants were administered 30 fill-in-the-
blank questions in the first session and in the last session nine weeks later.
Comparison of the pre- and post-test scores confirmed the superiority of
vocabulary acquisition via digital games. Analysis of the post-test scores of both
the experimental and control groups also showed that the experimental groups
outperformed controls.

Hung (2011) analyzed an education-designed MMORPG, ED-Wonderland,
to find out whether or not the educational game would achieve its goal of
teaching English vocabulary items. He tested the vocabulary acquisition of
participants in two different learning environments: in a multimedia
instructional system and the digital game. Applying two design research cycles,
he compared the two environments. He recruited 20 and 239 Taiwanese sixth and
tifth graders, respectively, for his first and second research cycles. He compared
the participants” motivation levels, learning performance and vocabulary
retention between the two environments. After comparing the pre- and post-test
results and mean scores of participants between the two environments, he found
that the digital game better assisted vocabulary acquisition kept the participants
more motivated and was more successful than the multimedia instruction system
in teaching vocabulary in the long run, and that it achieved the goal it was
designed for.

Muhanna (2012), in a pre- and post-test design, investigated the effect of
digital games on vocabulary learning among 160 male and female Jordanian
English learners in the 10t grade. The experimental group learned the new
vocabulary items via a website game while the control group did not have the
same opportunity. She reported that both the male and female experimental
groups outperformed controls. She observed no significant gender difference the
acquisition of vocabulary items via digital games.

Chen and Yang (2013) employed Bone, a commercial adventure digital
game. to evaluate the effect of non-educational adventure digital games on
learning English as a foreign language. In a pre-test-treatment-post-test design,
22 non-English speaking Taiwanese university freshman students were
evaluated on their incidental acquisition of 20 target items via the digital game.
After a pre-test, participants were given a game guide and a sheet of blank paper
and asked to take notes. They played the game for one and half hours before
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sitting a post-test. After comparing the final vocabulary post-test to pre-test
results, they reported that the new vocabulary items were acquired incidentally
during the digital gameplay They then conducted another study, in which they
asked 35 college students for their perceptions of the digital game Bone. They
gave their participants instruction on how to play the game. The participants
were also asked to play both Bone 1 and Bone 2. They had 16 weeks to finish the
games. Through short written reports and a questionnaire, they collected data on
the participants” perception. After analyzing the data, Chen and Yang (2013)
reported that the students found the game fun and helpful in improving their
language skills and motivation.

In a case study, Bakar and Nosratirad (2013) tested the effect of the game
SIMS 3 on adult vocabulary acquisition. They used interviews, observations, self-
reports, and pre- and post-tests to find out how digital games aided 3 adult
gamers (aged 22 to 30) in learning new vocabulary items. Analyzing the pre- and
post - test scores and the qualitative data, they found that the digital games were
facilitated vocabulary acquisition. They reported that, by playing the digital
game, participants developed positive attitudes towards learning English.
Moreover, the role of motivation was found to be very effective in boosting
participants’ vocabulary knowledge. They concluded that digital games, such as
SIMS 3, could be advantageous instruments of vocabulary acquisition for adult
learners who want to learn languages independently owing to such factors as
freedom and control over performance.

Vahdat and Rasti Behbahani (2013) evaluated the effect of an adventure
digital game on Iranian EFL learners’ vocabulary acquisition. Participants were
40 intermediate learners assigned to four groups: a male experimental and
control group and a female experimental and control group. The experimental
groups encountered new vocabulary items via the digital game Runaway: A Road
Adventure while the control group encountered the same vocabulary items via
traditional vocabulary acquisition exercises. Comparing the final achievement
tests by t-test, they reported that the experimental groups outperformed the
control groups in vocabulary acquisition. They also mentioned a high positive
correlation between gender and acquiring vocabulary via digital games, the male
learners benefitting more form the digital game approach than females.

Janebi Enayat and Haghighatpasand (2019), in a pre-test/treatment/post-
test design recruited 30 participants randomly assigned to either an experimental
or control group. The experimental group played the adventure digital game The
Secret of Monkey Island- Special Edition to practice target words that they had
received in a word list before starting to play. The participants sat for an
immediate receptive recall post-test and a delayed productive recall post-test.
Between-group comparisons of test performances revealed that the experimental
group outperformed controls in both post-tests.

Chen and Hsu (2019) recruited 66 college EFL students to play the digital
game Slave Trade. In a quasi-experimental design, participants sat for a pre-test
that evaluated them on their knowledge of receptive target vocabulary items and
historical content. After playing the game, the participants were re-tested on the
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same dimension of word knowledge. Comparison of the test results revealed that
the digital game helped participants to learn both receptive words and content.
They also found that receptive knowledge of words was acquired after at least 6
exposures while playing the digital game.

Finally, Sundqvist (2019) compared Swedish digital game players
vocabulary knowledge level to non-gamers in a longitudinal study. She
compared 1069 teenage (15-16 years old) Swedish speaking 9t graders to 16
Swedish (15-16 years old) 9th graders through 3 years of study. She asked the 16
participants to be actively playing digital games, especially commercial, among
their out-of-school activities. She monitored their vocabulary development
through questionnaires, English grades, productive and receptive vocabulary
tests, and interviews and essays. Analyzing the results, she found that both time
and type of gameplay were predicative variables that could predict vocabulary
learning and development. However, the effect of type of gameplay disappeared
when the data were analyzed in long-term analyses. She also found that gamers
had developed vocabulary better than non-gamers. She finally concluded that
frequency of gameplay, time spend for playing, and the commercial digital
games could be considered important for vocabulary learning and development.

Digital gameplay has also been found to boost the acquisition of
specific/technical as well as no-technical words. For example, Fotouhi-Ghazvini,
Earnshaw, Robison, and Excell (2009), found that digital games assisted the
acquisition of field-specific vocabulary items. They designed a mobile phone
game package to aid incidental technical vocabulary acquisition for the college
students majoring in computer science. Participants were 15 students assigned to
3 groups of 5 participants each. The first group read a text containing the target
words. The second group used a dictionary to memorize the target words. The
third group played MOBO City, a digital game designed by the researchers.
Analysis of the results revealed the incidental acquisition of technical computer
science vocabulary items like PCI, AGP, CPU etc. Jasso (2012), in turn,
investigated the consequences of using a non-academic digital game on
vocabulary acquisition in the EFL classroom. Participants were 14 beginning
level EFL learners in a French university. She tested participants” acquisition of
clothes-related vocabulary items by playing SIMs, a commercial digital game
called. Her productive post-test results showed that the experimental group
participants, who had encountered the vocabulary items via the digital game,
outperformed the control group participants, who had encountered the same
group of words via magazine pictures. She attributed the experimental group’s
better vocabulary acquisition via the digital game to higher motivation.

Having considered the various digital game genres used in the studies
reviewed above, I came to the conclusion that the adventure genre would be a
suitable choice for my study. This, for various reasons: first, because of its
popularity. adventure digital games are preferred by 62.1% of gamers (Zin,
Jaafar, & Yue, 2009). Second, adventure games can be both entertaining and
educational simultaneously. Third, from the standpoint of narratology and
ludology, both story and gameplay are combined in adventure games. In other
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words, they are not separate realities in adventure digital games but also
determining factors during play (Ang, & Zaphiris, 2006). Moreover,

in adventure games there are very complex environments i.e. microworlds, with no
deterministic problem representation. Adventure games use intrinsic motivation.
Intrinsically motivating games incorporate learning activity in a virtual world. Game
characters have to solve a certain problem and can proceed further only after solving
the problem. In this case the problem is part of the game and players are motivated to
provide a solution in order to continue with the game. (Pivec, Dziabenko, and
Schinnerl, 2003, p. 218)

Finally, compared to other genres, adventure digital games can outperform other
genres in gaining learners” attention, informing learners about the educational
objective, simulating recall of prior learning, presenting stimuli, providing
learning guidance, eliciting performance, providing feedback, assessing
performance, and enhancing retention, all of which, according to Gagné, are
elements of a successful educational setting (Becker, 2008). Thus, a commercial
adventure digital game was seen a suitable selection for this study.

How digital games enhance vocabulary acquisition has also been discussed.
That is, the cognitive-motivational effect of internal game elements has mostly
received attention in seeking to explain this effect. In general, digital games
present content via rich images, animations, videos, visuals and audios, thereby
providing opportunities for high frequency of occurrence, variation in mode of
presentation and authentic contexts, which are known to be effective factors in
vocabulary acquisition (Sundqvist & Sylvén, 2012; Hwang & Wang, 2016;
Zhonggen, 2018; Janebi Enayat & Haghighatpasand, 2019).

To test this idea, Ebrahimzadeh and Alavi (2016), in a co-relational study,
evaluated the effect of various internal factors on the escalation of enjoyment,
leading to a state of flow and, finally, motivation. They randomly assigned 136
participants (12-18 years old) to two groups, namely, players and watchers. To
expose themselves to the target vocabulary items, participants were asked to
either play or watch a digital game. Data were obtained using an e-learning
enjoyment scale, field notes and vocabulary post-tests. Although no difference
was observed between watchers and players in vocabulary acquisition, the
internal factors that support enjoyment, flow and motivation showed a positive
correlation with vocabulary acquisition. They concluded that, in any digital
game, the presence of internal motivational factors, especially, challenge,
immersion, autonomy and knowledge improvement, could predict its efficacy in
enhancing vocabulary acquisition because the digital game would increase
enjoyment, lead to a state of flow and keep the gamers motivated.

The motivational effect of the internal elements of digital games on
vocabulary acquisition was also supported in a meta-analysis by Chen, Tseng,
and Hsiao (2018). They found that game design elements could play a key role in
inducing flow in DGBLL and vocabulary acquisition. Moreover, they reported
that adventure digital games would be more effective for vocabulary acquisition
than non-adventure digital games, since they could provide an optimal level of
an important internal element, namely challenge.
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However, as mentioned before, the internal elements of digital games could
have a bipolar effect on vocabulary acquisition, that is, motivational and
cognitive. Although motivational part of effect was found effective on
vocabulary acquisition, the cognitive part of the effect was found conditional
and, sometimes, hindering. The effect of interactivity, as one of the internal
elements of digital games that causes cognitive effects, on vocabulary recall was
found conditional (deHaan, Reed, & Kuwada, 2010) even though, Zhonggen
(2018) found that interactivity-prone games would facilitate vocabulary
acquisition more efficient than less interactivity-prone digital games. deHaan,
Reed, and Kuwada (2010) investigated the effect of interactivity with a musical
digital game on second language vocabulary recall. They classified 80 randomly-
selected Japanese university undergraduates into two groups of watchers, who
were only watching a digital game that were played, and players, who were
playing the digital games. The players were asked to play a musical, rhythm
game. And the watchers were asked to watch the gameplay. A t-test comparison
of two-week delayed vocabulary recall post-tests revealed that watchers, with
low level of interactivity, achieved more vocabulary items than game players.
They concluded that high level of interactivity with digital games leads to
cognitive overload and, consequently, fewer vocabulary item retention and
recall. This finding matters for vocabulary acquisition because vocabulary
acquisition is a complex and multidimensional process that can be affected by
multiple factors.

One of the factors that can affect vocabulary acquisition is the cognitive
nature of the task (Hulstijn & Laufer, 2001). In a study on the suitability of mobile
digital games for incidental vocabulary acquisition, Reynolds (2017) took an
internal element perspective on DGBL to find cognitive-motivational factors that
contribute to digital game-based vocabulary learning tasks. He asked 92
Taiwanese undergraduates and graduates to play the social game Draw
Something. The results of his post-performance questionnaire revealed that digital
game task-induced involvement load, as a prevalent cognitive-motivational
factor, played a significant role in the gamers acquisition of new vocabulary
items. He found, in an ANOVA analysis of participants’ perceptions of
interactions in digital games, that the gamers involved themselves in components
of involvement load, such as search, then need, and finally evaluation. He
concluded that the involvement load hypothesis should be considered when
choosing a digital game for language learning. Furthermore, he states that “how
useful one particular game can be for inducing vocabulary acquisition depends
on the amount of task-induced involvement” (Reynolds, 2017, p. 482). Finally, he
recommended the involvement load hypothesis as a precise touchstone for
analyzing digital games and their suitability for DGBLL purposes. Although he
emphasized the importance of digital game-based task-induced involvement
load, he did not evaluate its effect on vocabulary acquisition, leaving a gap in the
digital game-based vocabulary acquisition literature.
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3.6 Research Questions:

In regards with the importance of internal elements perspective, findings of
deHaan, Reed, and Kuwada (2010), emphasis of Reynolds (2017), and importance
of the effect of task features on vocabulary acquisition (Hulstijn & Laufer, 2001),
evaluating the effect of digital game-based task-induced levels of involvement
load seems necessary and promising. Therefore, as there are not many studies
conducted to point and to fulfill this gap in literature, this study is an attempt to
evaluate the effect of digital game-based vocabulary learning task, inducing
different levels of involvement load, on the acquisition of new vocabulary items
both qualitatively and quantitatively. Moreover, due to multidimensionality of
vocabulary acquisition (Ringbom, 1987; Nation, 2001), this study evaluates the
effect of digital game tasks on the acquisition of dimensions and scopes of word
knowledge, such as receptive (recognition and recall), and productive
(recognition and recall) knowledge. Therefore, in order to achieve the aim of this
study, I will answer the following questions:

1. What is the effect of the digital game, in different levels of involvement load,
on the acquisition of target vocabulary items?
1.1. Does playing the digital game make a significant difference in the
participants” performance, in their productive tests, before and after
playing the digital game?
1.2. Does playing the digital game make a significant difference in the
participants” performance, in their receptive tests, before and after playing
the digital game?
2. Which dimension and scope of word knowledge, either receptive
(recall/recognition) or productive (recall /recognition), are acquired significantly
better after completing digital game tasks in different levels of involvement load?
3. Does interacting with the digital game tasks, in different levels of involvement
load, make significant differences in vocabulary acquisition?

The first research question is a general question that I feel should be asked
in every language learning-related digital game study. The answers to this
question should clarify whether the treatment, i.e. the digital game task, has been
effective enough to generate the formation of new constructs, in this instance the
acquisition by gamers of target words. Moreover, by dividing the first question
into two parts to facilitate more detailed analysis and, in the second question,
scrutinizing the dimensions and scopes of vocabulary knowledge, I would be
able weigh the effect of the digital game tasks on each of the two central aspects
of vocabulary acquisition, i.e. productive (recognition/recall) and receptive
(recognition/recall) knowledge. The last question, which addresses the main aim
of this study, was designed to identify issues that are missing in the digital game-
based vocabulary acquisition literature. Finally, to deepen knowledge on the
phenomenon, I applied both qualitative and quantitative approaches to the data.
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The main purpose of this study was to evaluate the effect of digital game tasks
inducing different levels of involvement load on the acquisition of target
vocabulary items. In other words, I not only investigated the possible effects that
each of three levels of involvement load may have on the acquisition of target
vocabulary items but also at what level of involvement load new vocabulary
items would be most effectively acquired in digital game-based vocabulary
acquisition tasks. However, this goal is not easy to achieve by looking at test
scores and quantitative data alone. Thus, as mentioned earlier, I also obtained
qualitative data by applying a think-aloud protocol and conducting an exit
interview.

In this chapter, I report how the participants were selected, describe the
instruments, materials and study design used for collecting the data, and detail
the research process. In the data analysis section, after reviewing content analysis
in detail, I explain how the concurrent think-aloud data were analyzed. I also
discuss and justify my choice of content analysis as the preferred method of data
analysis for this study.

4.1 Participants

Concerning the rating of a digital game used in this study and simplicity of the
task, participants had to be no younger than 13 years old and had to be able to
comprehend simple texts of their tasks. Moreover, it was important to recruit
participants who were sufficiently talkative and eager to communicate with their
partners when performing language tasks. After finding a cooperative private
language institute in Iran in summer 2018, and consulting with the head of the
institute, I found that the pre-intermediate language learners in the institute were
mostly aged 12 years or older. There were 5 classes of pre-intermediate language
learners whose English proficiency had been assessed by the institute’s own
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internal language proficiency test®. I visited all 5 classes and described the study
and its purposes, including what participants would do, and asked for
volunteers, as participant interest is a notable factor in determining the quality of
collected verbalized data in any think-aloud study (Charters, 2003). Fortunately,
many language learners were interested in participating. Eventually, 30 Iranian
male (n=14) and female (n=16) language learners ranging in age from 13 to 15
years were randomly selected to participate in the study. All participants were
native speakers of Persian studying English as a foreign language in the
participating private language institute in Iran in summer 2018. They had started
learning English at age 11 in their junior high schools before registering in the
language institute. They attended classes in the institute in the evenings and after
school three times a week. At the time of recruitment, they had been studying
English in the institute for one year. Apart from their English homework, they
reported that they rarely studied English in their free time, although they might
have encountered English in public media such as TV, movies, digital games,
internet etc. All reported that, while they had played digital games them in their
free time for fun, they had never used them for the purpose of language learning.
Although their proficiency level had been evaluated by the institute as
intermediate, I tested their vocabulary knowledge, using Nation’s Vocabulary
Size Test (Appendix A), to ensure that they were eligible for participation in my
study. Their vocabulary size test scores ranged between 2000 and 3300 word
families.

To comply with research ethics, formal consent to participate in the study
was requested from both the participants and their parents. In giving their
consent, they mentioned that their first name could be reported provided that
their last names remained anonymous. Participants were next asked about their
gameplay habits, as persons with more experience in playing digital games have
more expertise in acquiring new skills in novel digital game contexts (Schrader
& McCreery, 2008). All participants reported habitually playing digital games in
their free time. They reported playing different types of digital games on
consoles, PCs, tablets, and mobile phones for at least 1 hour a day. The boys
mostly played action and adventure games such as Grand Theft Auto, Call of Duty,
and Counter Strike. The girls mostly preferred playing adventure, puzzle, and
casual games on either their tablets or mobile phones. None of the participants
had ever previously played Haunted Hotel: Death Sentence Collector Edition, the
game selected for this study. However, when I asked them about their digital
game playing habits it emerged that they had experienced games similar to
Haunted Hotel at least once.

To collect the concurrent think-aloud data, I selected a sub-sample of twelve
participants after consulting with the teachers of the pre-intermediate groups.
Specifically, I randomly selected two pairs from each of the three experimental
groups, namely A, B, and C. All were over age 13 and were considered to be both

3 I was informed that the maximum score of the internal proficiency test was 20. Scores
between 0 - 5 denote beginner, 6 - 10 pre-intermediate, 11 - 15 intermediate, and 16 - 20
advanced level.
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active and communicative when performing language tasks during their
language courses. Their native language was Persian, and they used English as a
foreign language in their English classrooms. Except for English, they had
studied most of their school subjects in Persian. Their demographical information
is presented in table 8.

TABLE 8 Demographics of participants selected for the think-aloud data collection

Name Gender Language Age Vocabulary Size
Shirin Female Persian 15 3300
Mihdieh Female Persian 15 2500
Moein Male Persian 14 2400
Shadi Male Persian 13 2200
Minoo Female Persian 15 2100
Ali Female Persian 14 2100
Soheil Male Persian 13 2200
Artin Male Persian 13 2400
Tara Female Persian 15 2300
Negar Female Persian 14 3100
Ali2 Male Persian 14 2800
Alireza Male Persian 13 3000

4.2 Instruments

To measure participants” linguistic knowledge and to explore their cognition, I
used three instruments: the vocabulary size test (Nation & Beglar, 2007),
achievement tests (both receptive and productive), and an interview. These
instruments are described in detail below.

4.2.1 Vocabulary Size Test

To ensure the homogeneity of the participants in their vocabulary knowledge, I
measured their vocabulary size, or breadth of word knowledge (Nation, 2001),
by a standard test known as the vocabulary size test (Nation & Begler, 2007). This
test is widely accepted by both applied linguists and language teachers (Schmitt,
2010; Nation & Webb, 2010; Read, 2000; Schmitt & McCarthy, 1997). The
vocabulary size test was a suitable choice here, as it is a reliable test for “selecting
individuals displaying specific levels of vocabulary knowledge for particular
educational experiences” (Beglar, 2010, p. 102) as well as for either grouping or
choosing suitable participants in vocabulary acquisition empirical studies
(Elgort, 2012). The test can also determine if the selected samples are suitable for
the study (Schmitt & McCarthy, 1997).

The vocabulary size test is a multiple-choice test with 140 stems or
questions. Each stem is a randomly selected vocabulary item, or word, followed
by an example that shows the use of the word in a real-life simple sentence. Four
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alternative responses, which are suggested definitions in English, are offered for
each stem. Only one of the alternatives closely matches each stem and is deemed
the correct answer. The selected stems are divided into 14 groups by frequency
of occurrence; the higher the group ranking, the lower the frequency of the words
in that group. In other words, test takers may find more familiar words in the
first 10 stems, i.e. group 1, rather than the final 10 stems, i.e. group 14. Scores for
the vocabulary size test are calculated by multiplying the sum of correct
responses by 100. The result shows the test-taker's proximate receptive
knowledge of word families. In other words, the test taker knows N word
families, i.e. no fewer than his score in the vocabulary size test.

TABLE 9 An example of a multiple-choice test item in the vocabulary size test

POOR: we are poor
a. Have no money
b. Feel happy
c. Are very interested
d. Do not like to work hard

I adapted a bilingual vocabulary size test for this study. In so doing, I
translated only the alternatives into Persian (Nation, 2012). When translating, I
was especially careful regarding cognates (Beglar, 2012). Because the Persian
language is an Indo-European language and shares many similarities, especially
in vocabulary, with other members of this family, such as English (Yule, 2014), I
either used another Persian synonym, if it was available, or explained the
definitions in short sentences. For example, in the case of the word nun, which is
also used in Persian but with a slight difference in pronunciation, I explained it
in a short sentence. In the case of the word microphone, which is considered a
borrowed word and is used as it is, I offered the synonym “ 8Ly’

The test was translated and administered in bilingual format for two
important reasons. First, as Beglar (2012) argues, “in a foreign language context,
participants who know the conceptual meaning of an L2 word being tested may
be disadvantaged if they misunderstand a definition containing a noun/verb
phrase [...], owing to their insufficient knowledge of grammar or syntax” (p. 254).
Moreover, she states that bilingual tests developed for measuring the vocabulary
knowledge of language learners are considered less stressful because the context
of these tests is supposedly more familiar to the test takers. Moreover, in a
familiar context, test takers may also be willing to attempt less familiar test items.
Thus, we can infer that precision in measuring and comfort in performing might
be valuable properties of bilingual tests. Therefore, the bilingual vocabulary size
test probably served the purpose of this study reasonably well and produced a
vocabulary size index that approximated the participants’ true receptive
vocabulary knowledge. The Vocabulary Size Test is given in Appendix A.
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For study the effect of the independent factors, i.e. task-induced involvement
load and the digital game, on the acquisition of target vocabulary items, it was
necessary to evaluate the participants’ task performance. Webb (2005 as cited in
Nation & Webb, 2010) emphasizes that deeper analysis of vocabulary knowledge,
in any vocabulary learning study, is necessary as it provides the researcher with
more clues in deciding whether or not the target vocabulary items have been
acquired. Hence, to obtain a more profound insight of participants” knowledge
of the target words, I designed two types of achievement test: a receptive test and
a productive test. The tests, described in section 2.3, were bilingual for the reasons
discussed by Beglar (2012). Moreover, the bilinguality of the tests, aside from its
benefits, made it easier for me to measure the two dimensions and scopes
(receptive/productive - recognition/recall) of word knowledge. However, it is
important to note that the use of bilinguality in vocabulary testing could have a
learning effect, a factor that must be considered comparing participants’
performance in sequentially administered tests (Mondria & Wiersma, 2004).

The receptive vocabulary knowledge test measured participants” ability to
recognize and recall the Persian definitions of the target vocabulary items
encountered during their engagement with the digital game (receptive
recognition/recall) (Nation, 2002; Read, 2000). The receptive test comprised three
sections. In the first section, the test takers’ recognition of the definitions of the
target words was measured. They were asked to select the English words (form)
from the list shown on the left that match the Persian definitions (meaning)
shown in random order on the right. The total number of English words was 12
and the Persian definitions were 6 (Table 10).

TABLE10  Receptive-recognition example question in first section

1. Debris

2. Shack —_—»ei
3. Latch S Y D
4. Hook o

5. Skull

6. Matches

The second section comprised 4 multiple choice items. Each item featured
one of the target words (bolded), followed by 4 alternative definitions in Persian.
The test takers were asked to select the definition that best corresponded to the
target word. Both the first and second section of the test measured receptive -
recognition knowledge of the target words (10 questions).

TABLE11  Receptive-recognition example question in second section

Portrait means:
a) ,Se o b) 5 C) cups d) snexr
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The final section of the test contained the remaining 10 target words. This
section also evaluated participants’ receptive - recall knowledge. The test takers
had to translate the words, which were not used in sentences, into Persian by
recalling their definitions.

The productive vocabulary knowledge test evaluated the extent to which
the participants had acquired productive knowledge of the target vocabulary
items. Specifically, the test was administered to determine to what extent
participants could recognize and recall the target words, which could be either
spoken or written (Nation, 2002). The productive vocabulary knowledge test was
divided into 3 sections. The first section tested the participants” knowledge of the
form-meaning link. The task was to select the Persian definitions from the list
shown on the left that match the English forms shown on the right (Recognition).
There were 18 Persian definitions and 10 English words. An example in shown
in table 12.

TABLE12  Productive-recognition test example in first section

1. o

2.5 Fragments
3. iz Latch

4. w8 Debris

5. 2905

6. aa); S5

The second section contained 4 fill-in-the-blank items. The test takers had
to read a sentence and fill in the blank with an appropriate word (Recall). To
retrieve the correct word forms, they had to consider both the context and clues,
which I intentionally included. For example, in the sentence “I got a big fish with
a long ho ., the test takers had to understand the context, which is about
tishing; furthermore, they had to retrieve the full form of the word that started
with “ho” and fill in the blank with the rest of the word hook. Finally, in the third
section, they had to recall 6 English forms through translation (Recall). The
Persian definitions were given on the left and the test takers had to translate them
into their English equivalents. no clues, such as initial/middle/final letters, or
sentences were given in the last section. Both the receptive and productive tests
had a maximum score of 20. The tests can be found in Appendix B.

4.2.3 Interview

Qualitative as well as quantitative data were collected in this study. To enrich the
qualitative data, collected through the think-aloud protocol, and also to elicit
retrospective data, I interviewed selected think-aloud participants (N = 12)
immediately after they finished their tasks. This type of interview, known as an
“exit interview” (Charters, 2003), must not be confused with retrospective think
aloud, as discussed earlier (Section 2.7.1.2). The interview was retrospective in
that I administered it immediately after the participants had completed the
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concurrent think-aloud task to elicit more information to support the collected
concurrent think-aloud data.

The interview was conducted in Persian and only concerned the think-
aloud participants. In the first section of the interview, I asked the participants
about their background and whether they had any experiences of learning
vocabulary via digital games. In the second section of the interview, they were
asked about their learning experience through the digital game used in this
study. In this section of the interview, I was seeking not only to evoke
participants’ thought processes when engaging with the target words but also to
find out what strategies they used to overcome challenges they encountered
either in playing the digital game or in the text where the target words were
embedded and, finally, what factors in both the digital game and the text that
either hindered or aided their progress. The interviewees were given the
opportunity to express their own ideas as well. Moreover, they were asked what
factors they would have included or excluded in a digital game-based vocabulary
acquisition context if they themselves were an educational designer. Finally, it
should be mentioned that the cognitive load-related questions and ideas used in
my interview were adapted from the Cognitive Load Subjective Experience
Questionnaire (deHaan, 2008). The list of interview questions is given in Appendix
H.

4.3 Materials used in this study

I used two materials in conducting this study. these were the digital game and a
game guide. Engaging with these two materials, participants were expected to
learn 20 target vocabulary items. The combination of both the digital game and
the game guide led me to administer three different types of task one inducing a
low, one a moderate and one a high level of involvement load. Below, I describe
the digital game, the booklets, and how the tasks, inducing three different levels
of involvement load, were created.

4.3.1 The Digital Game

The digital game that I chose for this study was Haunted Hotel: Death Sentence
Collector’s Edition. The game was rated T, meaning suitable for teenagers (age 13
and above) by the Entertainment Software Rating Board (ESRB). The ESRB
describes the game as follows:

This is a [...] game in which players help investigate a series of crimes. Players solve
puzzles and search for specific items among screens of jumbled objects to solve each
case. [The] game contains dark thematic elements (e.g., references to murder,
kidnapping) and brief instances of violence: a man shot at by a sniper. (“Haunted
Hotel,” 2017a)
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The game was developed and published by the Big Fish Game Studio in 2015.
The studio is world-widely known for its adventure, hidden-object, and puzzle-
solving digital games. The digital game genre is both adventure and hidden
object. Gamers control the game by mouse clicks only.

COLLECTOR’S EDITION

FIGURE 8 Haunted Hotel: Death Sentence, the Game Cover

In the game, the gamer occupies the role of a private detective who is trying to
find his friend. After finding a mysterious letter from his friend, he travels to a
forsaken hotel where he encounters a series of events. The game publisher
describes the story follows.

Together you and your friend James have solved all kinds of supernatural mysteries
together, but this case may be his last. Late one evening, you receive a letter written in
James’s own handwriting, claiming that he has died and that the Holy Mountain Hotel
holds the answers. Racing off to the hotel, you discover it's completely abandoned. But
is it really? You'll have to dig deep to uncover the murderer responsible for taking
justice into his own hands! Can you save James and escape with your lives, or will The
Holy Mountain Hotel become your early grave? (“Haunted Hotel” 2017b)

The game contains a series of events that must be solved by finding specific
objects. In psychological terms, the events are problem-solving tasks that are
inter-related (Pivec, Dziabenko, & Schinnerl, 2003; Becker, 2008). If gamers
cannot solve the first problem, the first event does not happen and, consequently,
the second problem does not appear, that is to say, the game does not progress.
Gamers can find the required objects in one of the following ways: by searching
the game areas, by combining collected objects, or by solving issues in previous
events. Likewise, the objects must be either used in a specific area or place in the
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game or combined with other objects to create another useful object. For instance,
the following figures show two examples of how objects can be used in the game.

FIGURE9  The gamer is trying to break into the shack by a stone from his inventory
(Object on the place).

FIGURE 10 A gamer has found the glue and broken door-handle fractions. He applies glue to
attach them into a new object, i.e., door handle (object combination).
Although serious games have been designed for educational purposes, I used a
commercial digital game because it “enables students to use a high-end and
attractive product”, which better attracts teens’ interest (Reinders & Wattana,
2012). Moreover, commercial digital games are the main target of digital game
consumers rather than educational digital games (Zin, Jaafar, & Yue, 2009; Chen
& Yang, 2013). In addition, it was easier to find a commercial than serious
educational digital game that satisfied the background definition of a digital
game and also fully served the purpose of this study. Moreover, since commercial
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digital games outnumber serious games, I had more options from which to
choose.

4.3.2 The Game Guide and Task Design

The second material used in this study was a game guide. The game guide was
downloaded from the website of the official developer, Big Fish Games. To
integrate the game guide into this study, it was revised in various ways. First,
most of the picture guides, which were related to the story and main events of
the game, were replaced with short sentences. Two pictures were left in because
they were helpful for solving two time-consuming mini-games, which were
integrated for entertainment purposes and unrelated to the main story events; in
addition, retaining those two pictures could have reduced the time taken to do
the task and thus have stopped the participants from losing track of the story, the
game, and the task. The game text was then simplified. The demands on
comprehension of the context, and the level of difficulty the text were reduced
by removing less frequent words, restructuring sentences to create imperative
forms, breaking them down into smaller imperative sentences and numbering
them. Finally, the target words, which learners were supposed to learn, were
presented in bold font as this is considered an appropriate strategy for attracting
learners’ attention and concentrating their focus on the words (Schmitt, 1997).

A total of 20 target words was selected from the game guide. These were all
nouns, presented in bold font, and relatively infrequent words. They were the
names of objects like magnifier (K4) and skull (K5) mentioned in the game. When
selecting the target words, three criteria were followed: first, they had to be
nouns; second , the gamer would not able to progress further in the game without
knowing those words; and third, the words had not been repeated more than
twice in the game guide. I selected nouns as previous studies have reported that
nouns are easier to acquire than other word classes, and their priority in the order
of acquisition has been empirically confirmed (Kiss, 1973; Ellis & Beaton, 1993b;
Ellis, 1995, 1997; Nation, 2002). Besides, limiting learning to nouns would also
reduce the burden of word difficulty in the learning process (Ellis, 1995;
Sockman, 1997). Furthermore, in one of my recent studies, I found that the
acquisition of nouns was quicker than that of other lexical word classes in a
digital game-based vocabulary learning context (Rasti Behbahani, 2017).

In this study, repetition was a control variable, as the key role of repetition
in learning new words is very well recognized and its importance emphasized
by vocabulary learning researchers (Nation, 2002; Webb, 2007; Schmitt, 2008,
2010a, 2010b; Nation & Webb, 2010). Thus, to study the effect of task-induced
involvement load and the digital game alone on the acquisition of the selected
target words, they were not repeated more than twice.

The level of involvement load was also adjusted by modifications made to
the game guide. To adjust the levels of task-induced involvement load, two types
of glosses were integrated and a technique, called pre-teaching new words, was
applied. Integrating single glosses, meaning-inferred glosses, and using pre-
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teaching target words technique enabled me to modify the game guide for the
purpose of inducing three different levels of involvement load.

Task-induced involvement load was measured by the Technique Feature
Analysis (TFA) checklist owing to its precision in indexing the level of
involvement load that each vocabulary learning task may induce (Nation &
Webb, 2010).

Three tasks with low, moderate, and high levels of involvement load named
A, B, and C tasks, respectively, were set. In task A, the game guide was modified
to provide single-word glosses, the 20 target words were presented in bold, and
the Persian definition of each word was placed in front of that on glosses.
Applying the TFA checklist, task-induced involvement load index for game
guide/task A was 7.

TABLE 13  Checklist for Technique Feature Analysis of the Group A Task

Criteria Scores
Motivation
Is there a clear vocabulary learning goal? 1
Does the activity motivate learning? 1
Do the learners select the word? 0
Noticing
Does the activity focus attention on the target words? 1
Does the activity rise awareness of new vocabulary learning? 1
Does the activity involve negotiation? 0
Retrieval
Does the activity involve retrieval of the word? 0
Is it productive retrieval? 0
Is it recall? 0
Are there multiple retrievals of each word? 0
Is there spacing between retrievals? 0
Generation
Does the activity involve generative use? 1
Is it productive? 0
Is there a marked change in context that involves the use of other words? 0
Retention
Does the activity ensure successful linking of form and meaning? 1
Does the activity involve instantiation? 0
Does the activity involve imaging? 0
Does the activity avoid interference? 1
Maximum score 7

For the task B, the game guide was modified by the addition of multiple-choice
meaning-inferred glosses and the 20 target words were bolded. However, in this
task, three different Persian definitions were presented for every target word in
front of that on marginal glosses of the game guide. Linguistically speaking,
glosses were given in task A and multiple-choice glosses were given in Task B. I
also limited the number of repetitions of the Persian definitions. Accordingly, the
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task B participants were exposed to each definition three times. The index of task-

induced involvement load in task B was 9.

TABLE 14  Checklist for Technique Feature Analysis of the Group B Task

Criteria Scores
Motivation
Is there a clear vocabulary learning goal? 1
Does the activity motivate learning? 1
Do the learners select the word? 0
Noticing
Does the activity focus attention on the target words? 1
Does the activity rise awareness of new vocabulary learning? 1
Does the activity involve negotiation? 1
Retrieval
Does the activity involve retrieval of the word? 1
Is it productive retrieval? 0
Is it recall? 0
Are there multiple retrievals of each word? 1
Is there spacing between retrievals? 0
Generation
Does the activity involve generative use? 1
Is it productive? 0
Is there a marked change in context that involves the use of other words? 0
Retention
Does the activity ensure successful linking of form and meaning? 0
Does the activity involve instantiation? 0
Does the activity involve imaging? 0
Does the activity avoid interference? 1
Maximum score 9

In the task C, glosses were not employed. The 20 target words were pre-taught
by giving the participants a word list that contained the Persian definition for
each target word and an example of each word in a simple sentence after each
word. The example sentences were genuine and were not related to the game or
the game guide. In the task C game guide, as in other two groups, the 20 target
words were bolded. Task C had the highest task-induced involvement load

index, i.e., 12.
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TABLE15  Checklist for Technique Feature Analysis of the Group C Task

Criteria Scores
Motivation
Is there a clear vocabulary learning goal? 1
Does the activity motivate learning? 1
Do the learners select the word? 0
Noticing
Does the activity focus attention on the target words? 1
Does the activity rise awareness of new vocabulary learning? 1
Does the activity involve negotiation? 1
Retrieval
Does the activity involve retrieval of the word? 1
Is it productive retrieval? 0
Is it recall? 1
Are there multiple retrievals of each word? 1
Is there spacing between retrievals? 1
Generation
Does the activity involve generative use? 1
Is it productive? 0
Is there a marked change in context that involves the use of other words? 0
Retention
Does the activity ensure successful linking of form and meaning? 1
Does the activity involve instantiation? 0
Does the activity involve imaging? 0
Does the activity avoid interference? 1
Maximum score 12

Participants were given the game guide to prevent the negative effects of
extensive interactivity. A previous study found that high levels of interactivity,
or extensive interactivity, with a digital game can result in negative cognitive
load, which probably leads to malfunction in learning new concepts (Mayer &
Moreno, 2003; Sweller, 2010), especially in recognizing, recalling, retrieving and
retaining vocabulary items (deHaan, 2008). Therefore, in light of these previous
findings, especially those of deHaan (2008), the extent of interactivity was
controlled in the present study design by implementing a signaling technique,
that is, “providing cues to the learner about how to select and organize the
material” (Mayer & Moreno, 2003), in this instance the game guide.

4.4 Procedure

In conducting this study, participant selection was the first step. After obtaining
an official letter, requesting cooperation and clarifying the aim of the data
collection, from the University of Jyvidskyld, several schools, educational
organizations, and foreign language institutes in Iran, both public and private,
were contacted. The search ended with a private foreign language institute that
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showed interest in the study and promised cooperation. As described in section
41, a total of 30 participants were randomly selected for this study. All the
participants were then requested to sit for a vocabulary size test to evaluate the
breadth of their vocabulary knowledge and pre-tests, designed to test their
knowledge of the selected 20 target words. Their vocabulary size scores ranged
between 2 000 and 3 300, indicating that the participants” English vocabularies
were fairly homogeneous in size. The pre-test results also revealed that the target
words were all new for the participants. Finally, I randomly assigned the
participants in pairs to the three groups A, B, and C. Thus, each group contained
10 participants, i.e., 5 pairs, who played the digital game while reading the game
guide. Furthermore, 2 of the 5 pairs in each group were selected for the
qualitative data collection.

In general, while all participants, regardless of group followed the same
instructions, the tasks assigned to each group induced a different level of
involvement load. Participants were expected to read their game guide texts and
cooperate in their gameplay. Additionally, the think-aloud pairs had to verbalize
the ideas and thoughts that passed through their minds while engaging in their
tasks. Because the gameplay was cooperative, the participants were expected to
discuss their ideas and thoughts with their partners while playing the game.
They were asked to do the tasks in pairs because such “tasks are an integral part
of second language learning” (Cohen, 1987, p. 90) and are ubiquitous in language
learning classrooms. Think-aloud partners’ voices, actions, and gameplay
footage were recorded by audio recorders and cameras, and their gameplay was
recorded in the computer using the screen capture software Fraps.

In applying the non-metalinguistic concurrent think-aloud method for
qualitative data collection, the recommendations of previous studies were
followed. Accordingly, the think-aloud pairs had a warmup session (Ericsson &
Simon, 1987), a general and broad instruction or protocol, and a reminder (Leow
& Morgan-Short, 2004). The think-aloud pairs were invited to the warmup
session two days before their main task. The warmup session was a simulation
of the main task. During the session, I introduced the digital game, how to play
it, and how to complete the task. I loaded one of the later scenes in the game,
unrelated to their task or this study, and offered them an opportunity to practice
by playing. During this session, they were expected to learn how to control the
game, cooperate with their partners, become accustomed to being recorded,
verbalize their thoughts, and discuss their ideas with each other. The session
lasted 30 minutes and they played on six Windows™ laptops. After the warmup
session ended, I delivered the target word list to the group C participants and
asked them to memorize all 20 words beforehand and return the list to me the
following day. Two days after the warmup session, all participants performed
the main task. To reduce possible protocol effects in the case of the think-aloud
pairs, they were instructed to “verbalize whatever goes through your mind when
you are playing, and it is desirable to discuss these thoughts with your partner”.
I used my presence as a reminder. I informed them in the following words: “I
will be sitting behind the door and will come in randomly as a reminder or [ will
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give the signal: Keep Talking. If you are silent or have forgotten to talk or discuss,
please remember that you have to tell your thoughts and discuss them with your
partner”. I left the room but remained nearby, as the presence of the researcher
in the same space could impair the validity of the data (Ericsson & Simon, 1993).
Moreover, “if the subjects are too much aware of the presence of the researcher,
they may try to produce “socially acceptable data” “(Cohen, 1987, p. 89). I visited
the think-aloud participants almost every 7 to 10 minutes.
All the data collection sessions were held over three days in summer 2018.

On the first day, group A performed their task, followed on the second day by
group B, and on the third day by group C. The think-aloud pairs were seated in
separate rooms because their voices needed to be recorded. The other
participants were all in the same room. They spent between 70 and 90 minutes
on their tasks. Immediately after the think-aloud participants had finished their
task, I interviewed them individually for about 20 minutes each. The interviews
were audio-recorded. The participants were not forewarned about the exit
interview. Ericsson and Simon (1980) state that participants must not be told
explicitly about an exit interview as this could affect their cognitive processes
during the main task performance. Finally, 3 weeks after the main task, the
delayed post-posts were administered in the same setting. Schmitt asserts that “a
delayed posttest of three weeks should be indicative of learning which is stable
and durable” (2010, p. 157). It should be mentioned that, in administering both
the pre- and post-tests, the receptive test preceded the productive test (Nation,
2002).

The design of this study resembles a semi-experimental research design, i.e.,
a pre-test/treatment/post-test design. Moreover, the qualitative data were also
collected through the concurrent think-aloud protocol. In other words, in this
study, both qualitative and quantitative methods of data collection were
implemented. There were two reasons for this: first, to elicit information about
online cognitive processes that are evoked by different levels of involvement load
induced by digital game-based vocabulary acquisition tasks, and second, to assist
the researcher in finding out to what extent the target words had been acquired
after the experimental treatment, that is, after playing the digital game. Thus, this
study can be described as a mixed methods study designed to reap the
advantages of both qualitative think-aloud data and quantitative statistical
results.

4.5 Data Analysis

The data were both qualitative and quantitative. I applied three statistical
methods in analyzing the quantitative data and used qualitative content analysis
in analyzing the qualitative data. These methods are described in detail below.
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451 Quantitative Data Analysis

To analyze the quantitative data, which were measures of the effect of the digital
game on the acquisition of the target vocabulary items at three different levels of
involvement load, statistical formulae were implemented using the Statistical
Package for Social Sciences (SPSS), version 23.

The methods for analyzing the quantitative data were, for obvious reasons,
recommended to be selected from among the non-parametric methods of data
analysis. First, the study population, comprising 30 participants was small and
each of the three study groups contained only 10 participants. Second, a small
study population means a small data distribution, which in turn would render
the outcome of parametric methods of analysis less reliable than that of non-
parametric methods. Finally, non-parametric methods of analysis allow the
removal of unintended outlier effects, that is, the effects of the means that are
significantly different from the main distribution of the data (Brown, 1988; Hall,
2015). In other words, unlike parametric methods, data analysis using non-
parametric methods of analysis does not rely on distribution patterns. Thus, to
ensure the reliability of outcomes and to remove possible unexpected problems
induced by the distribution of a small population, non-parametric methods of
data analysis were selected over parametric methods (Brown, 1988; Hall, 2015).
Accordingly, the methods of analysis selected were the 2 Related-Samples
Wilcoxon Signed Rank Test, Friedman Test, and Kruskal-Wallis Test (Brown,
1988; Mackey & Gass, 2015, Hall, 2015). The 2 Related-Samples Wilcoxon Signed
Rank Test was implemented to measure the effect of the digital game tasks on
the acquisition of the target vocabulary items and to establish whether or not the
participants had learned the target words (Question 1) (Brown, 1988; Mackey &
Gass, 2015). This method was applied for two reasons: first, the collected
statistical data were rank-ordered data; and second, this method enables
comparison of the rank-ordered data means and indicates whether differences
between them are significant. Next, the Friedman Test was applied to find
differences between participants in their receptive and productive test
performances (Question 2). Although there were more than two groups which
differed in one independent variable and one-way ANOVA with repeated
measure would normally be the most suitable method of analysis in terms of
increasing the accuracy of the results, an alternative method, i.e., the Friedman
Test, was implemented (Brown, 1988; Hall, 2015). The Friedman Test was
expected to reveal which dimension of word knowledge, receptive or productive,
was more effectively acquired, after participants had encountered the target
words in the digital game tasks. Finally, between-group differences were
measured by the Kruskal-Wallis Test to find out which group had outperformed
the other two in their post-tests (Question 3). Although ANOVA would normally
be the most suitable method of analysis for finding the superior group, the
Kruskal-Wallis one-way analysis of variance would, owing to the manner of data
collection, be expected to yield more detailed and precise results (Hall, 2015).
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4.5.2 Qualitative Data Analysis

Concurrent think-aloud qualitative data were collected to measure the success or
failure of each level of involvement load in participants” acquisition of the target
vocabulary items in the digital game-based vocabulary acquisition tasks. Content
analysis, as described below, was selected as the method of analyzing the
concurrent think-aloud data in this study.

Content analysis is a general term for a number of different strategies used to analyze
text [...]. It is a systematic coding and categorizing approach used for exploring large
amounts of textual information unobtrusively to determine trends and patterns of
words used, their frequency, their relationships, and the structures and discourses of
communication. (Vaismoradi, Turunen, & Bondas, 2013, p. 400)

Content analysis can, according to the aim of the research, be either quantitative
or qualitative (Morgan, 1993; Elo & Kyngds, 2008). In quantitative content
analysis, the researcher preidentifies categories and codes, whereas in qualitative
content analysis, the researcher looks for categories, themes, and patterns in the
content. Qualitative content analysis is more subjective than quantitative content
analysis (Morgan, 1993). In other words, in qualitative content analysis, the
researcher’s analysis starts from general raw data and ends in a hypothesis or a
theory. In quantitative content analysis, in turn, the researcher applies a theory
and proceeds from the specific to the general. Elo and Kyngés (2008, p. 109) offer
more practical definitions for qualitative and quantitative content analysis: they
define these, respectively, as inductive and deductive approaches. They state that
“If there is not enough former knowledge about the phenomenon or if this
knowledge is fragmented” the researcher must choose inductive content
analysis; otherwise, if “the structure of analysis is operationalized on the basis of
previous knowledge and the purpose of the study is theory testing”, deductive
content analysis must be applied.

The effect of different levels of involvement load on the acquisition of new
words in digital game-based vocabulary learning tasks, as studied here, might be
considered a new phenomenon. As a researcher, I was seeking to learn more
about the distinct impact of each of three levels of involvement load on the
vocabulary acquisition. In brief, the aim of this study was to “detect what has
happened” (Vaismoradi, Turunen, & Bondas, 2013, p. 400) in a context that has
been little studied and contains fragmented knowledge (Elo & Kyngds, 2008, p.
109). Therefore, content analysis as the main method of analysis was a logical and
an appropriate choice over other methods of qualitative data analysis. Moreover,
as a researcher I had to start with raw data that had been collected through
concurrent think-aloud protocols. Hence, the techniques of inductive, or
qualitative, content analysis were employed as the main method of data analysis
in this study.

Elo & Kyngds (2008) recommend the following steps to a researcher
intending to analyze qualitative data by employing inductive content analysis
techniques:
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Selecting the unit of analysis, such as words, sentences, etc.: Because obtaining
knowledge of the processes, strategies and patterns the participants were
implementing and following in learning new words at different levels of
involvement load was the aim of the present research, the sentence 1 was
considered as the most suitable unit of analysis.

making sense of the data as a whole: The data were transcribed immediately
after they were recorded, and they were also reread, listened to and watched
several times. Thus, I familiarized myself with the data as a whole the details,
settings, participants and events were still fresh in my mind.

open coding: Recurring patterns and themes in the data sheets were coded
during reading and rereading.

designing coding sheets: After reviewing the texts, audios, and recorded clips,
the patterns that had emerged and their codes were extracted and recorded on
separate sheets.

grouping the recurring themes and codes: while watching the video clips, the
patterns were also reviewed in order to make sense of the connections between
themes and patterns. Next, related patterns were categorized in the same groups.

categorizing the emerged concepts into bigger units: After grouping the patterns,
tags were assigned to the units by the most recurring pattern in each group.

abstracting the categories by labeling them: Finally, the patterns were
abstracted by labeling them after their concepts in applied linguistics. Each
pattern was then grouped into one of two distinct categories, which were
abstracted as universal moves and exclusive strategies. The universal move category
contained labels such as information search, negotiation, turn-taking, trial-and-
error, and review. The exclusive strategies category contained such labels as
input enhancement, planning, inference from the context, hypothesizing,
memory search, and feedback request.

reporting the findings, preferably, like a story: To explain the qualitative results,
I categorized the findings into two distinct sections, namely universal moves and
exclusive strategies. I started with the universal moves. Then, to report the
exclusive strategies, I categorized and them based on the relevant group’s tag,
i.e., A, B or C. In each of the group-specific sections, I present and explain the
exclusive strategies; moreover, for all three digital game-based vocabulary
acquisition tasks, I describe and illustrate how the emerged categories were
connected to each other and formed a group-specific learning approach. Finally,
I compared both the universal moves and exclusive strategies between the
groups to give the probable reasons why the results of this study partially
support previous findings.
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FIGURE 11  Content analysis preparation phases in inductive and deductive approaches
(Elo & Kynggds, 2007, p.110)



5 RESULTS ON VOCABULARY ACQUISITION
IN DIGITAL GAME TASKS

In the previous chapter, I described and explained how I had conducted my
study and how I had collected the data. In this chapter, I present and describe the
tindings of the study. In the first section, I describe the quantitative data analysis
and report the statistical results on the effect on the acquisition of the target
vocabulary items of the three digital game tasks inducing three different levels
of involvement load. In so doing, I have broken down the main question into four
smaller questions, each of which required its own distinct statistical analysis. In
the second section, I describe the results of the qualitative data analysis. I describe
and explain the learning processes and patterns applied and generated by the
participants in their different groups when they were engaging with their digital
game tasks. Moreover, I offer tentative explanations for the success or failure of
their chosen learning paths in acquiring the target vocabulary items. Finally, I
describe the models of vocabulary acquisition that emerged owing to the
different levels of involvement load in each task.

5.1 Quantitative Results of the Achievement Tests

5.1.1 Descriptive Statistics

This study comprised 30 participants. Their vocabulary knowledge was tested by
two pre-tests and two post-tests before and after the data collection procedure.
The tests measured participants’ receptive (recognition/recall) and productive
(recognition/recall) knowledge of the target vocabulary items before and after
playing the digital game. Table 16 presents the descriptive statistics on the
participants” performance in both the receptive and productive tests in the pre-
and post- phases of test administration. The table includes means and standard
deviations, showing the differences between participants in their vocabulary
acquisition. Three different tasks inducing three different levels of involvement
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load were performed. The three levels were implemented by making slight
variations in the structure of the tasks, as described in the previous chapter. It
seems that the slight differences in the tasks led to wide variation among the
participants in their task performance and vocabulary acquisition. As the rough
data show, the participants in group C achieved the highest means in both the
productive (17.4) and receptive tests (16.9). The same was true of the sub-tests,
i.e. recognition and recall. Group C’s tasks induced the highest level of
involvement load, These results were predictable based on the literature (Laufer
& Hulstijn, 2001; Jing & Jianbin, 2009). In contrast, and surprisingly, the group B
participants, with the moderate level of task-inducing involvement load, scored
lowest in the productive post-tests (12.00). Group B’s result was surprising as it
contradicted previous findings, according to which a moderate Level of
involvement load would be expected to lead to second-best performance in a
vocabulary acquisition task also performed at a higher and lower level of
involvement load (Laufer & Hulstijn, 2001). However, these inferences and
interpretations are based solely on the raw data, shown in table 16, and to be
either confirmed or rejected would require deeper analysis.

The raw data were analyzed by nonparametric methods of data analysis, as
these are the most reliable for comparing rank-ordered data and mean ranks in
small data sets (Brown, 1988; Mackey & Gass, 2015, Hall, 2015). Moreover, the
outcomes of non-parametric data analysis are significantly more accurate in
research with a small number of participants. Therefore, to increase the accuracy
of the analysis and the quality of the results, the main question was broken down
into three smaller questions. Details of the analysis and the results of the non-
parametric analyses of the data for each of the three questions are described
below in separate sections.
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Descriptive statistics of receptive and productive pre- / post-tests
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5.1.2 Inferential Statistics

5.1.2.1 Question 1: What is the effect of the digital game, in different
levels of involvement load, on the acquisition of target vocabulary
items?

In the first phase of the study, it was imperative to find out whether or not the
digital game tasks were effective enough to enhance acquisition of the target
vocabulary items. To do this, the effect of the digital game must be measured
twice as the mental constructs of receptive and productive knowledge of
vocabulary are considered separate and distinct (Nation, 2001). Hence, the
participants” word knowledge was evaluated by both productive and receptive
tests and the mean ranks of participants” performance were compared separately
for each of the two types of test. This meant answering two questions: First,

51.21.1 Does playing the digital game make a significant difference in the
participants’ performance, in their productive tests, before and
after playing the digital game?

To answer this question, participants’ productive knowledge of the target
vocabulary items, both before and after playing the digital game, was compared
to find whether or not the digital game had any significant effect on the
participants” minds and assisted them in developing productive knowledge of
the target vocabulary items. The outcomes of the tests were ten mean ranks,
indicating participants’ performance in both test administration phases.

After calculating the mean ranks of the both the productive pre -and post -
tests, the 2 Related-Samples Wilcoxon Signed Rank Test in SSPS was applied.
This was done for two reasons: first, the collected statistical data were rank-
ordered data; and second, this method enables comparison of the means of rank-
ordered data, and indicates if the differences between them are significant. After
applying the method, the outcome of the analysis was as follows (table 17).



105

TABLE17  Nonparametric comparison of PRODUCTIVE pre-tests and post-tests

Mean | Sum of 4 Asymp. Sig.
N | Rank | Ranks (2-tailed)
Negative Ranks| 12 3.50 3.50
Post - Productive (Recognition) Positive Ranks | 29¢ | 15.91 461.50 724
Pre - Productive (Recognition) Ties 0c '
Total 30
Negative Ranks| 0d .00 .00
Post - Productive (Recall) Positive Ranks | 30e | 15.50 | 465.00
Pre - Productive (Recall) Ties 0f 4799
Total 30
Negative Ranks| 08 .00 .00
Post - Test Productive Positive Ranks | 29h | 15.00 | 435.00 4700
Pre - Test Productive Ties 1i ’
Total 30

Table 17 shows that 29 participants scored higher in their productive post-tests
and that their overall mean rank was 15.00. However, one participant had the
same score in both the productive pre-test and productive post- test. The z-score
of 4.709, at p < 0.05 level4, indicates a significant difference between the mean
ranks of the productive pre- and post-tests.

Moreover, statistical results for the test sub-sections, i.e. recognition and
recall, indicated that 29 participants scored higher in the productive recognition
post-test and that their mean rank in this sub-section was 15.91, which was also
higher than that of the participant who scored better in the productive
recognition pre- than post-test , i.e. 3.50. The z-score of 4.742, at the significance
level of p < 0.05, shows a significant difference between the mean ranks of the
productive recognition pre- and post-test after playing the digital game.

Finally, the results of the recall sub section of the productive test revealed
that all 30 participants scored significantly higher in their productive recall post-
than pre-test. Their mean rank in the productive recall post-test was 15.50 and
the z score 4.799 at the significance level of p < 0.05.

The above results indicate that the digital game enhanced the participants’
acquisition of productive knowledge of the target vocabulary items. This finding
is important as previous studies on vocabulary acquisition have found that the
acquisition of productive knowledge and recall of target words is more
challenging than the acquisition of receptive knowledge and word recognition
(Sokmen, 1997; Nation, 2001; Schmitt, 2007, 2008). However, the present results
indicate effective acquisition of productive and recall word knowledge for the

4 The level of significance, i.e the value that determines if differences between compared
mean ranks are significant. Any score higher than 0.05 in Asymp. Sig. (2-tailed)
indicates that the difference between the compared mean ranks is not significant.
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target vocabulary items in this study. Another interpretation of this finding is
that the integration of digital games into language classrooms can be very
supportive in vocabulary acquisition, even in such difficult and challenging
aspects as acquiring productive/recall knowledge of target words.

5.1.2.1.2 Does playing the digital game make a significant difference in the
participants’ performance, in their receptive tests, before and after
playing the digital game?

As in the previous analysis for the productive tests, the mean ranks of the both
receptive pre-tests and receptive post-tests were compared using the 2 Related-
Samples Wilcoxon Signed Rank Test by SPSS.

TABLE 18 Nonparametric comparison of RECEPTIVE pre-tests and post-tests

Mean | Sumof | Z | Asymp.Sig.
N Rank | Ranks (2-tailed)
Negative Ranks 02 .00 .00
Post - Receptive (Recognition) Positive Ranks 28b 14.50 | 406.00 1635 000
Pre - Receptive (Recognition) Ties 2c ) )
Total 30
Negative Ranks 1d 4.50 4.50
Post - Receptive (Recall) Positive Ranks 28e 1538 | 430.50 1604 000
Pre - Receptive (Recall) Ties 1f ' ’
Total 30
Negative Ranks 08 .00 .00
Post - Test Receptive Positive Ranks 30h 1550 | 465.00 4790 000
Pre - Test Receptive Ties 0 ’ ’
Total 30

The results showed that all participants (30) scored higher in their receptive post-
tests and that their overall mean rank was 15.50. The z score of 4.790 at the
significance level of (p <0.05) indicated a significant difference between the mean
ranks of the receptive pre- and post-tests (Table 18). That is, the results showed
that participants performed the receptive post-tests better than the receptive pre-
tests.

The statistical results for the sub-sections of this test indicated that 28
participants scored higher in the receptive recognition, post- than pre-test.
Although 2 participants’ scores were the same for both the receptive recognition)
pre- and post-tests at the significance level of p < 0.05), the z score of 4.635
indicated a significant difference between the participants” mean ranks in both
receptive recognition pre- and post-tests after playing the digital game.

The results show that 28 participants scored higher in the recall sub-section
of the receptive post-tests. However, 1 participant performed equally in both the




107

receptive recall pre- and post-tests and 1 other participant performed better in
the receptive recall pre-test. Hence, the mean ranks of the 28 participants who
performed better in the receptive recall post-test, i.e. (15.38), was higher than the
mean rank of the participant who performed better in the receptive recall pre-
test. The z score of 4.626 at the significance level of p < 0.05 indicated a significant
difference between the mean ranks of the participants” performance in receptive
recall pre- post-tests. Thus, as with productive knowledge, the digital game also
assisted the participants in acquiring receptive knowledge of the target
vocabulary items. Moreover, it also enhanced acquisition of the recognition and
recall aspects of the target vocabulary items.

The outcomes of the two analyses were as expected and supported previous
tindings (Yip & Kwan, 2006; Fotouhi-Ghazvini, Earnshaw, Robinson, & Excell,
2009; Laveborn, 2009; Hung, 2011; Vahdat & Rasti Behbahani, 2013; Chen, Tseng,
Hsiao, 2018). The results indicate that the digital games were successful in
boosting vocabulary acquisition in both the receptive and productive dimensions
of word knowledge. Moreover, the results added the novel finding that the recall
and recognition scopes of word knowledge might also be enhanced and
supported through a digital game-based vocabulary acquisition task. In addition,
the results emphasized the positive role of the digital game in vocabulary
acquisition irrespective of the manner and structure of the task, in this instance
levels of involvement load. Thus, I concluded that vocabulary acquisition was
enhanced by playing the digital game; hence, the later analysis showed that the
data measured a mental construct that had been established by playing the digital
game, not by any unexpected factors. Thus, the answer to the first question of
this study is that the digital game probably contributed considerably to the
acquisition of the target vocabulary items.

5.1.2.2 Question 2: Which dimension and scope of word knowledge,
either receptive (recall/recognition) or productive
(recall/recognition), are acquired significantly better after
completing digital game tasks in different levels of involvement
load?

The first phase of the analysis showed that that playing the digital game had
assisted the participants to acquire the target vocabulary items both receptively
and productively. The aim of the second phase of the analysis was to find out
which dimensions and scopes of word knowledge had been influenced the most
when the digital game tasks were performed at different levels of involvement
load Because the analysis involved more than two groups that differed in one
independent variable, one-way ANOVA with repeated measure would normally
be considered the most suitable method of analysis. However, since, as already
mentioned, the data had been gathered from only a small population, an
alternative method that would increase the accuracy of results was selected
(Brown, 1988; Mackey & Gass, 2015). Thus, the Friedman test SPSS was used to
compare the mean ranks of both the receptive and productive tests (Hall, 2015).
Moreover, the Friedman test was the best choice for comparing the mean ranks
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because it applies to rank-ordered data and compares the mean ranks of more
than two groups that differ in one independent variable. The outcomes of the
analysis are presented in table 19.

TABLE19  Comparison of mean rank of productive and receptive tests

Mean Rank | N | Chi-Square | df sig

Post.test Productive 17.33

Post.test Receptive 17.03

Post.test Productive (Recognition) 13.13

Post.test Receptive (Recognition) 12.70

*Post-Pre Productive 12.67

*Post-Pre Receptive 11.37

Post.test Productive (Recall) 10.45

Pre.test Receptive 10.40

Pre.test Productive 10.17

Post.test Receptive (Recall) 9.72 30 303.022 17 0.000
Pre.test Receptive (Recognition) 7.10

*Post-Pre Productive (Recognition) 6.88

*Post-Pre Productive (Recall) 6.68

Pre. Productive (Recognition) 6.48

*Post-Pre Receptive (Recall) 5.60

*Post-Pre Receptive (Recognition) 5.53

Pre.test Receptive (Recall) 4.00

Pre.test Productive (Recall) 3.75

* the (- ) sign is subtraction

The results revealed that the mean rank of the participants’ performance was
highest (17.33) in the productive post-test and lowest (3.75) in the productive
recall pre-test. The chi-square value (303.022) at the significance level of p < 0.05
indicated a significant difference between the mean ranks of the participants’
performance in the productive and receptive tests and their sub sections, recall
and recognition. In other words, the results showed that the participants had
performed better in the productive post-test; that is, their productive knowledge
of the target vocabulary items improved more than their receptive knowledge of
the same items after playing the digital game.

The results for the recognition and recall scopes of the target words showed
that participants had acquired recognition better than recall. According to table
19, the participants had performed best in the productive recognition post-test
(13.13), followed by the receptive recognition post-test (12.70). Participants’
performance in the recall section of the productive post-test (10.45) was also
significantly better than recall in the receptive post-test (9.72). The chi-square
value (303.022) for the differences between the recall and recognition sections of
the tests was also significant. It can be concluded that the recognition scope of the
target vocabulary items was more effectively acquired than recall scope of the
same vocabulary items in the digital game-based vocabulary acquisition tasks.

The findings, in this section, support the those of Jasso (2012) and Sundqvist
(2019). Both authors also found that a commercial digital game better assisted the
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acquisition of productive than receptive knowledge of target words. These
findings in favor of productive over receptive knowledge acquisition do not
support most previous reports. Several studies have reported that vocabulary
items were primarily acquired receptively (Morton, 1977 as cited in Barcroft,
2004; Meara, 1997; Nation, 1990, 2001; Schmitt, 2010a). Moreover, in Meara’s
model of word learning, the lexicon develops from receptive to productive
(Schmitt, 2010a). The findings contradict those of earlier studies and bring to
mind Melka’s views on the receptive and productive knowledge of words (1997,
as cited in Barcroft, 2004). Melka argued against the notion of two distinct types
of vocabulary knowledges, i.e. receptive and productive. Instead, he suggested
that the receptive/productive distinction might only exist on the level of testing
rather than in learners” minds. Thus, it can be inferred that, in the present study,
the digital game had a stronger influence on performance in the productive tests.

5.1.2.3 Question 3: Does interacting with the digital game tasks, in
different levels of involvement load, make significant differences
in vocabulary acquisition?

Up to this point, it has been shown that the digital game assisted the participants
in learning the target words. Moreover, the digital game clearly better supported
their acquisition of productive than receptive knowledge of the target words. In
the last phase of the analysis, the effect of different levels of involvement load on
the acquisition of the target vocabulary items while playing the digital game was
measured. In other words, I investigated whether working with a high, moderate
or low level of involvement load produced superior results in any of the
productive and receptive post-tests.

Thus, the main aim of the analysis was to find out if the three groups, each
with a different level of involvement load, would differ in their vocabulary
acquisition. As the amount off collected data was small, the mean ranks of the
groups’ performance in both the receptive and productive tests were compared.
Due to the nature of the data and its ability to deliver more detailed and precise
results, the Kruskal-Wallis one-way analysis of variance was favored over
ANOVA, (Hall, 2015).

TABLE20  Between-group differences in productive and receptive post-test outcomes
after playing the video game

Tests Groups Mean Rank N Chi- df sig
Square

Group A 14.35

(post-*pre) Productive Group B 9.75 10 10.687 2 0.005
Group C 22.40
Group A 12.90

(post-*pre) Receptive Group B 11.30 10 9.240 2 0.010
Group C 22.30
. Group A 13.00

(POSti:Pre) P.rt‘.’d“““’e GrouI; B 10.10 10 | 12892 | 2 | 0002
(Recognition) Group C 23.40
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(o Producti Group A 16.05
(post- Igfe)caﬁ’) Uetve ™ Group B 10.90 10 5.031 2 | 0.081
Group C 19.55
Group A 11.45
¥ 1
(post-"pre) Receptive = g 12.15 10 | 10838 | 2 | 0.004
(Recognition) Group C 2390
. Group A 13.50
%
(post {’Ii‘;)cfﬁ";ept“’e Group B 11.50 10| 739 | 2 | 0025
Group C 21.50
* the (- ) sign is subtraction

The results showed that, in the
productive post-test, group C, which
experienced learning new words
with the highest level of involvement
load when playing the digital game,
scored highest (mean rank = 22.40)
and that Group B, with the moderate
level of involvement load, scored
lowest (mean rank = 9.75) (Figure
12). The chi-square value (10.687)
with 2 degrees of freedom at the
significance level of p < 0.05
indicated a significant difference
between the groups.
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FIGURE 13 Comparing the means of the
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Furthermore, in the receptive
post-test, group C again showed the
highest score (mean rank = 22.30 and
group B, with the moderate
involvement load, the lowest (mean
rank = 11.30) (Figure 13). Moreover, at
the significance level of p < 0.05 with 2
degrees of freedom, the chi-square
value (9.240) indicated a significant
difference between the groups.



In the recall and recognition
scopes of knowledge of the target
words, group C showed the highest
score and mean rank (23.40) in the
productive recognition post-test,
followed by group A (mean rank =
13.00) and group B (mean rank =
10.10) (Figure. 14). At the
significance level of p < 0.05 with a
2 degrees of freedom, the chi-
square value (12.892) indicated a
significant difference between the
three groups.
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In the productive recall post-test,
group C again showed the highest
score and highest mean rank (19.55),
followed by group A (mean rank=16.05
and group B (mean rank = 10.90)
(Figure. 15). However, in this
comparison, the chi-square value
(5.031) at the significant level of p <0.05
with 2 degrees of freedom indicated
that the difference between the groups
in the productive recall post-test was
due to other unanticipated factors,

T
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FIGURE 15 Comparing the means of the post-

test productive (recall)

such as context, mind processes,
strategies etc. that will be discussed
later in this chapter, and that the
levels of involvement load played no
significant role in this regard.
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In the receptive recognition
post-test, group C was again
showed the highest score (mean o
rank = 22.90), followed by group B
(mean rank = 12.15) and group A
(mean rank = 11.45) (figure 16).
Moreover, at the significance level
of p < 0.05 with 2 degrees of
freedom, the chi-square value
(10.838) indicated a significant
difference between the groups.
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FIGURE 16 Comparing the means of the post-
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Finally, in the receptive recall
post-test, as in the previous test,
group C outperformed the other
groups (mean rank = 21.50), followed
by group (13.50) and group B (11.50)
(Figure. 17). The Chi-square value at
the significance level of p < 0.05) with
2 degrees of freedom indicated a
significant difference between the
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FIGURE 17 Comparing the means of the groups .m both the receptive and
post-test receptive (recall) productive post-tests and ranked the

highest in both suggest that the group
C participants’ high scores were due to their engagement with the digital game
task inducing a high level of involvement load. The statistical analyses also
showed significant between-group differences in performance at the different
levels of involvement load. Therefore, the superior performance of group C, in
acquiring the target vocabulary items, was probably mostly due to the nature of
the digital game task that had induced a high level of involvement load.
Furthermore, the results revealed that the Group B participants, who had
performed the digital game task with a moderate level of involvement load,
showed the lowest scores in both the receptive and productive post-tests. This
result was counter to expectations as, according to the involvement load
hypothesis (Laufer & Hulstijn, 2001), they should have shown the second-best
performance in the post-tests. However, group A, which had the lowest level of
involvement load, showed the second-best performance in the post-tests. Thus,
although these findings point to a possible positive effect of level of involvement
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load on the acquisition of the target vocabulary items in digital game tasks, they
also signal the possible existence of other contributory factors that might induce
unanticipated negative or positive influences on the expected outcome of such
tasks. I discuss these factors further in this chapter in connection with the results
of the qualitative analysis.

In previous studies, researchers have suggested that level of involvement
load is an important psychological determinant in vocabulary acquisition (Laufer
& Hulstijn, 2001; Tsubaki, 2007). The results of the present analysis were in line
with the majority of empirical studies in the literature (Jing & Jianbin, 2009; Kim,
2011; Huang, Wilson, Eslami, 2012; Xie, Zou, Wang, Wong, 2017; Zou, 2017).
Moreover, the performance of group B supported the findings of a study in which
it was concluded that “the operationalization of the levels of processing [...] needs
reconsideration” and “the involvement index may well not function
independently of the task type for vocabulary instruction. That is, the processing
load brought to bear by task type may well affect word retention” (Yaqubi,
Rayati, & Gorji, 2012, p. 104, 161). A more in-depth discussion of the results and
probable contributory factors is discussed in detail in chapter 6.

5.2 Qualitative Results

In this section, I report the findings of the inductive content analysis of the
collected concurrent think-aloud data. With respect to the controversial
quantitative findings of this study pertaining to the performance of group B in
the post-tests, the data gathered on the participants” mental online-processing
were explored to find out how each of the three levels of involvement load might
have affected their performance during their engagement with the digital game
tasks. The participants’ learning patterns might reveal factors that either
enhanced or hindered their vocabulary acquisition via the digital game task.

To explain the qualitative results, I have categorized the findings into two
sections, namely, universal moves, that is, moves that were not group-specific
and followed by all participants regardless of their task type, and exclusive
strategies, that is, strategies that were group-specific and hence task-related. I
start by discussing the universal moves. I then categorize and describe the
exclusive strategies used by each of the three groups. Moreover, I describe and
illustrate how the categories that emerged, i.e. universal moves and exclusive
strategies, were connected to each other and formed a group-specific problem-
solving model, or a learning approach, for each of the three digital game-based
vocabulary acquisition tasks. Finally, I compare the universal moves and
exclusive strategies to identify the probable reasons why the results of this study
partially support previous findings in the literature.
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5.2.1 Universal Moves

The data analysis revealed that all the participants repeated five moves in
completing the digital game tasks. These moves were performed by the
participants in almost every phase of the task. The five universal moves were
labelled 1) information search, 2) negotiation, 3) turn-taking, 4) trial-and-error,
and 5) review. Among the categories that emerged, those were the most iterated
moves. As mentioned earlier, | named the categories based on their internal
attributes and similarities to such concepts in Applied Linguistics as input
enhancement, inferencing, and feedback requests. Below, I explain them in detail.
Their frequency of occurrence is shown in table 21.

TABLE 21  Frequencies of the Categories of Universal Moves

Group A Group B Group C
Information Search 156 106 132
Negotiation 81 150 59
Turn-taking 38 61 43
Trial-and-Error 40 49 24
Review 56 18 59

5211 Information Search

To complete any task requires explanations and instructions (Ellis, 2017). If the
digital game task is considered as a combination of relevant tasks, participants
need instructions, explanations and information to develop strategies and plans
for completing each task. Although the present participants were given a general
instruction on how to complete the digital-game task, the only detailed sources
of information they had were the game guide and the digital game; thus, to
complete the in-game tasks and to progress in the game, they had no choice but
to search for information in both the game guide and the game itself. Hence, they
checked both the game guide and the game for information about the target
words or to monitor their current situation. These instances when the
participants referred to the text or the game for the purpose of either moving on
to the next task or obtaining more information about their current task were
coded as information search
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Shirin Shadi Shirin Shadi
Sz Ko o> So, what does it
Click on the read?
BROKEN DOOR Click on the
BROKEN DOOR
Click on the Click on the
BROKEN DOOR BROKEN DOOR
$3/12.3/1 .4z o What is this 3/2.3/17
P393 3 & One third, two
third?
IS (ihos e el s Maybe, you should
attach them
[ could... I could...
iy el {information from
the game}
Aha, glue
o)l oz & No, glue is the next
O S wb ¥l os one
e Ok, now you should
return back there
{028 emd Jl o} o Eh... {testing the
glue}
Now I can Now I can repair...
repair ... {game info}
Ali 2 Alireza Ali2 Alireza
TS b 125 5, 55 oS s But it noted where to
find the glue
oS o g dmioo nl 5 5k Look at this page
once more
Click on the Gals oS ol 4 b Click on the LADDER | We must have glue
LADDER b Does ladder mean somewhere
25t 03l b o2l Gushase curtain door?
click on the glue click on the glue
{ytir 5 SIS 55} oS3k oslay {In-game information | Open that door
search}

EXAMPLE1 An excerpt showing examples of information search

As it is evident in the two examples, the participants referred to both the game
and the game guide in order to understand how to find and apply the “glue” in
order to complete one of the game tasks.

5.21.2 Negotiation

As mentioned earlier, the digital game task was completed in pairs. After
finding the correct information, the participants had to develop either
strategies or plans for solving the in-game tasks. Because the digital-game
tasks were completed in pairs, the participants negotiated their choice of
strategy and implemented it. Thus, their joint involvement and negotiation in
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finding the best solution to the problems in the tasks was inevitable. The
proposals of one participant were either accepted or rejected by the other, who
might then offer alternative solution. The purposes of negotiations were either
explanations or justifications. The participants negotiated over words and
proposed solutions. In the following example, the participants are negotiating
over the target word “ladder”. They were trying to find the Persian definition
of the word but in this example were unsuccessful.

Tara Negar Tara Negar
Click on the LADDER Click on the
LADDER
Pog o) | e e s 00 What was I can imagine the
ladder? shape
Wi prr b S w393 0 9y H e sl psb Mal gy sl Wasn't it I don’t remember
“leather”? “ladder”
e ol b b« oo Sy 0 Lol What is this? Aha, these leaves,
found it!
212y 5l Slad el s 2 5 Y1 1 don’t know, So, what is
collect this ladder?
Go into the house. ar ol Gughire ) s {she reads the Maybe, by ladder
The door will close b game guide} it means first-aid
fast kit

EXAMPLE 2 An excerpt showing an example of negotiation over target words

In the next example, the participants negotiate a plan. One wants to ensure that
they understand of the instruction for completing the task.

Minoo Mihdieh Minoo Mihdieh
Click on the ladder; then, Click on the ladder;
Click on the 3 planks; then, Click on the 3
Click on the 6 nails in planks; Click on the
your bag 6 nails in your bag

FerSo b gaska | Sl Baw ool patl axtls Baw sl o Are you sure We must have three

ol 5 on this? of them, where
should we find?

L B gy iS00 Look, it says we
must have three
planks

P9 I know
Click on the LADDER in Click on the
your bag LADDER in your
bag
20w &5 By S s> (s S} Maybe, it says | {Click ... Click}
o5 S click when you
have all three

EXAMPLE 3 An excerpt showing an example of negotiation over planning future actions
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5.21.3 Turn-Taking

After finding the correct information, the participants negotiated and agreed on
their strategies, solutions, and ideas for solving problems. They evaluated their
new ideas and strategies by taking turns. Turn-taking was done either by
controlling the game with mouse clicks or by interacting with the game guide
text. Because there was only one device for each pair, they needed to take turns
to test their ideas and strategies. In the following example, the group B
participants take turns by swapping possession of the mouse to test their
constantly evolving ideas for solving a problem.

Ali Moein Ali Moein
92 95 92 Go, g0, 80
S 035 ogeh o b Give it to me {exchanging
(oS
the mouse}
e I 53 SIS S5} {Click... Testing his idea}
{oss
& E bl oz Nothing What did you
oo It didn’t work take?
Click on the kbt Click on the HAMMER So, you must click
HAMMER i on the hammer
Pt S )8 o Sa g b Aaha, do you know what it asks
(S5 SUSHousS Ju8 (5 us to do?{Exchanging the
0358 e Jl s mouse}{Clicks for testing his
idea}

EXAMPLE 4 An excerpt showing an example of turn-taking in controlling the game

5214 Trial-and-Error

When none of the plans or hypotheses had succeeded, the final option for the
participants in each group was trial-and-error. In this move, the participants
benefited from the immediate feedback (Kiili, 2005) feature of digital games. As
previously mentioned, digital games provide gamers with immediate feedback
if their actions have not previously been programmed into the game. For
example, in the scene in this game where the participants must find a specific
object, such as a door sign, in order to progress to the next level or task, the gamers’
clicks on every other object is ineffective and the game does not progress. In this
case, clicking and lack of progress constitute immediate feedback for the gamers.
Thus, the gamers know that their actions were wrong, and that they need to
continue trying and clicking on other objects in the scene. They repeat the act of
clicking until they click on the correct object and are allowed to progress to the
next task. I labelled this move trial-and-error. This move was often implicit and
found by watching the participants” in-game gameplay videos. The following
excerpt clarifies the notion of the trial-and-error move. In the following excerpt,
Shirin and Shadi were trying to find the door sign and all their attempts so far
had failed. Consequently, they relied on trial-and-error.
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Shirin Shadi Shirin Shadi
click on the door EU‘L’J)’ s click on the door Where is the door

sign S il o s sign sign?
Isn’t that the door

sign?

LS5 e S8} g3 sl {Clicking doooor siiiign
frequently...} (thinking aloud)

£ cadle b 0l Isn’t that the door

sign?

@ nope

EXAMPLE 5 An excerpt showing an example of a trial-and-error move

Moreover, in the exit interview, when asked “Do you use any tricks, when
playing a video game, to help you with unknown words? What about in this
game?” some of the participants affirmed that trial-and-error helped them to
solve problems in their digital game tasks.

Do you use any tricks, when playing a video game, to help you with unknown words?
What about this game?
Ali2 Alireza
o P a9 0583l b ma3g ab Moty ags oigid S gls aalS sy b 5 093l
oS
We found some words that we didn’t read or Trial and error
know by trial and error.

EXAMPLE 6 Participants mentioned using trial-and-error

5.2.1.5 Review

Finally, participants reviewed previously solved problems regularly to obtain a
better understanding of their current situation and reorganize their minds. By
review, I mean they returned to completed actions either in the game guide or in
the game. The extent and scope of reviewing was mostly limited to the problem
before the last one. For instance, in the following excerpt, the participants were
reviewing the number and the places of the nails that they needed to find.

Ali 2 Alireza Ali 2 Alireza
Go back =uif oy Well, it said
down. Go back down
= Then

Click the Click the

HAMMER in your HAMMER in

bag, click on the your bag, click

portrait on the portrait

Tog xS What was
portrait?
oS {Persian definition}
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Behind that, Click b Behind that, Click Aha
also on the PLANK also on the PLANK
1/3 and ISAAC’'S 1/3 and ISAAC’'S
REEL REEL
ity n It mentions behind
S el ol g Ok, we removed its
nails either
S a3kl 156162 2/6, you need
more
L R R Behind that...,
ol Isaac...., We found it
as well

EXAMPLE 7 An excerpt showing an example of reviewing

All five moves, i.e. information search, negotiation, turn-taking, trial-and-error,
and review, were universal moves made by all the participants in every group.
Although universal, their frequency of occurrence differed depending on the
group’s task. In a later section of this chapter, the probable reasons for the
frequency of these moves and why they varied across the groups is discussed.

5.2.2 Exclusive Strategies

To induce three different levels of involvement load, three tasks with different
structures were designed. Although each group’s tasks were different and had
different levels of involvement load, universal moves were evident and frequent
in the participants’ think-aloud data regardless of the differences in the task
structures. However, the differences in the task structures led each group to
employ strategies that were task-/group-specific. These strategies were
specifically for overcoming either target or new word-related challenges such as
tinding, recalling, and guessing their definitions. These strategies were exclusive
to each group, that is, each task, with its different level of involvement load.
Below, these strategies are categorized and explained.

5.2.21 Group A (Lowest level of involvement load)

Scrutiny of the group A participants’ online processes showed that they
employed a specific strategy, known as the input enhancement strategy, when
they encountered the target words. This strategy was exclusively used by this
group. In using the strategy, they either voiced the target words that they
encountered, or they enunciated the Persian definition given in the English
language game guide. For example, in the following excerpt, Mahdieh, who was
reading the game guide in English, enhanced the input by enunciating the
Persian definition instead of closet, the English target word. Minoo, who was
listening, repeated the definition.
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Minoo Miéhideh Minoo Mihideh
5 | Click on the {Persian Click on the HAMMER
HAMMER in your definition} in your bag; click on
bag; click on the red the red {Persian
el definition of Closet}

EXAMPLE 8 An excerpt showing an example of the input enhancement strategy using the
Persian definition

Moreover, in the following example, Soheil, was the reader at that moment, and
Artin enhanced the target word, embers, by pronouncing it loudly and
spontaneously. After input enhancement, they searched the marginal gloss for its
Persian meaning.

Artin Soheil Artin Soheil
Click on the Click on the Click on the embers | Click on the
embers embers embers
Fodls iyl Faden 7 el il Embers, sign? Embers? What is
embers?
glo JUS atn jral Ll & headle No, that's {Persian | Sign!
definition}
oyt wibgl Lkl Sk 9> 09 It's written there on | Isn’t that for the

margins plank?

EXAMPLE 9 An excerpt showing an example of input enhancement strategy by
pronouncing the target word aloud

The exit interview confirmed the strategy. For example, when Minoo and
Mihdieh were asked “What do you think you have learned about the words in
this game? Meanings? Pictures? Spelling?” their answers emphasized the effect
of the input enhancement strategy that they had used. They both mentioned
pronunciation and definition as two salient aspects of the target words they had
acquired after completing their digital game task.

What do you think you have learned about the words in this game? Meanings? Pictures?
Spelling?

Mihdieh Minoo
Lils g pme i i b « Bailb on
Definition and pronunciation more than Both pronunciation and the definition
anything else

EXAMPLE 10 The exit-interview data indicate the implementation of the input-
enhancement strategy

In addition to the input enhancement strategy, the group A participants utilized
a move called planning, as a problem-solving strategy. This move was also used
by group C. In the move, after reading the game guide, analyzing the situation
in the game and negotiating, the participants planned how to deal with and
overcome a current problem. I labelled the move planning, as, unlike the group
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B participants, neither the group A or C participants needed to guess the meaning
of the target words from among the various options or need to create hypotheses
about their definitions and test them. Thus, they could have planned their moves
instead of hypothesizing them. For example, in the following example, Minoo
and Mdhdieh read the game guide and planned their further actions without any
doubts or second thoughts.

Minoo Maihdieh Minoo Madhdieh
Go out of the yard 09 37 bl 5| Go out of the yard | Go out of the yard
from the main door. from the main
door.
Click on the HAMMER e Click on the We must click on
in your bag HAMMER in your | the hammer
bag
click on the door sign e il dle click on the door | Sign, this sign
sign
Click on the nails and Click on the nails Click on the nails | Click on the nails
plank and plank and plank and plank

EXAMPLE 11 An excerpt showing an example of planning

5222 Learning Approach by Group A Participants (Low Level of
Involvement)

The analysis of the think-aloud data indicated a relationship between the
universal moves and strategies employed exclusively by the participants in
group A. In this section, I describe the strategy cycle used by group A in more
detail and discuss what it reveals about the learning approach they applied in
seeking to learn the target words.

The participants, that is, gamers, interacted, in the first place, with the text
of the game guide in order to obtain the instructions. They then analyzed the
digital game on the computer screen to find match the game guide instructions
with the correct parts of the digital game. In other words, in their first move, they
searched for information. In searching for information, the group A participants
employed the input enhancement strategy to deal with the target words. Moreover,
they negotiated over the information that they obtained from the game guide and
their current situation in the digital game, in order to plan their future actions.
They took turns to control the problem-solving process by either playing the
digital game or searching for information in the game guide. After the success of
their current plan in solving the problem, they reviewed their actions and
completed tasks before moving to the next task. During the planning phase in the
later stages of gameplay, they reviewed their previous actions and completed
tasks to be able to reorganize their minds for finding the solution to their new
problem. Their plans and actions were not always successful. In these cases, the
participants performed their final option, i.e., trial-and-error. They clicked
frequently on the objects in the scene in order to find the correct objects and solve
the problem. If their trial-and-error moves failed, they either retried until they
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succeeded or occasionally referred to the game guide. When successful, they
reviewed the currently solved problem and the previous one to reorganize their
minds and regain control of the digital game task.

Moreover, the internal elements of the digital game were a source of
motivation for this group. In other words, aspects of the digital game such as
story, sense of winning, and visuals motivated them to complete the tasks,
progress in the game and solve more puzzles. This was confirmed by the
participants when they were asked “What do you focus on when you play a
video game? What about this game?” in their exit interview. This iterative pattern
of the mental steps taken by group A for solving the challenges in the digital
game task is illustrated in figure 18.

What do you focus on when you play video game? What about this game?

Mihdieh Minoo

a2z ol w2 o dloje 0 S gyl (oS o cpp aul 9y | i o p pilgtiae 0 T pigh Kie 4 5 b 4olS &S ol o 0y
P L

To win, to find the objects and move to the next To win, to find the target words in the game, to
levels, to see the end of the story find what will happen at the end

Artin Soheil

GBl s 392 5 Sl gl Loma S S i 9 Ol 3 Losa S

Trying to solve the mystery, whose skeleton was To solve the mystery, to see the end of the story
that in the room?

EXAMPLE 12 Participants indirectly indicated the role of motivation in their exit
interview

The reasons for the input enhancement strategy for dealing with the new target
words employed by the participants in the group A can be speculated. One
reason might be the type of instructions given. The task instructions, although
not visible in the data, may have encouraged them to behave as they did during
the task (Saravia, 1995, p. 30; Ericsson & Simon, 1987). The participants were told
that the target words were presented in bold and that understanding them is
important for proceeding in the digital game and completing the task. They
might thus have developed a feeling for the bolded target words and prioritized
them in their minds as very important in comparison with other new and
unknown words in the game guide. Thus, they enhanced the bolded target words
them by emphasizing, highlighting, and differentiating them from the rest of the
words and the text either by pronouncing them loudly or by reading aloud the
Persian definition in the English language guide. During the task, the group A
participants never employed input enhancement for any other words than the
target words in the game guide.

Another speculation is that the nature of the task as such prompted the
group A participants to enhance the target words. Although this was not directly
stated, the aim of the task was intentional vocabulary acquisition and the
participants understood that they had to learn the target words by playing the
digital game. Thus, their input enhancement strategy was an attempt at
intentional learning. Employing the input enhancement strategy was an effort to
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pay more attention to the target words. Furthermore, because the task was being
performed cooperatively, the input enhancement strategy was either a hint or a
signal to one’s partner that the bolded words were important and needed more
attention.

Yet another speculation concerns the pre-test effect. Although the
participants were not informed that they were expected to learn the target words,
exposure to the target words in the pre-test might have made the participants
suspicious of them in the sense that they viewed the target words as critical.
Hence, they deployed the input enhancement strategy to satisfy their feeling
about the target words and to practice them by repeating and emphasizing them.

A final speculation could be the Hawthorne Effect, although I think this
might not be as strong as the previous potential reasons for the use of input
enhancement strategies by the participants in group A. The Hawthorne effect is
defined as alteration in the behaviors of research subjects owing to their
awareness of being observed (Seliger & Shohamy, 1989; Mackey & Gass, 2005).
Thus, owing to the pre-test effect and their awareness of the recording devices,
the participants alertness to the target words was heightened and they began to
consider them as important to the researcher as well. Thus, they used the input
enhancement strategy to indirectly notify the researcher that they were aware of
the importance of the target words.

5.2.2.3 Group B (Moderate level of involvement load)

The group B participants showed the poorest performance of all three groups in
the post-tests. Their task induced a moderate level of involvement load (index 9)
and hence, theoretically, they were expected to show the second-best
performance after group C. Surprisingly, however, this was not supported by the
statistical results, which indicated group B’s performance to be the poorest.
Analysis of the group B participants” verbalized thoughts and online processes
showed that, aside from universal moves, they employed an exclusive strategy
and an exclusive move when they repeatedly encountered the target words. I
labelled this strategy inferencing from context, and the move hypothesizing. In
the strategy inferencing from context, the participants were actively looking for
contextual clues. Here “context” refers to two contexts, i.e. the game guide text and
the digital game. In applying the inferencing strategy in the game guide, the
participants read the text and considered the surrounding textual information in
order to guess at the best meaning. For example, in the following excerpt, Ali and
Moein found the target word closet by searching for contextual clues.
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Ali Moein Ali Moein
Click on the Click on the Click on the Click on the
HAMMER in your | HAMMER in your HAMMER in your | HAMMER in
bag; click on the bag; click on the red bag; click on the your bag; click
red closet closet red closet on the red closet
SRS ge Red means {Persian
i definition}
IS oS (pgs} e i 4 Go g0 g0
{oass .o
Give it to me
{Mouse handed
over}

EXAMPLE 13 An example of participants employing inferencing strategies

The use of the inferencing strategy (textual clues) was also confirmed by the exit-
interview when the gamers were asked “When playing a video game, do you use
any tricks to help you with unknown words? What about this game?”

Do you use any tricks, when playing a video game, to help you with unknown words?
What about this game?

Ali Moein
S5y iSn Mo sy e o (S S s digiene oS gl 50 | S ety 4503 (7 Bgs 4 e 5l il oS dhex 5 S 0l ols Do
s 0508 o 2,500 o150 o5 55 ¢t Win 0500 S jaB e gy | 2905 wgee o e 4elS > 0l LR eetine 5 B 0] S g

R 4
For example, when we read, in the beginning, | Maybe, for example, a word is in a full
it said click on something; then, it said it was sentence, if I know some words in that
red, yellow; it was helpful to guess what it sentence, I can guess what the unknown word
means; then we looked for red things only in means.
the screen.
Negar

Pgé)sdo salaw! 3)3 515 o:.a)'l

I used the walkthrough (the game guide) text.

EXAMPLE 14 Inferencing strategies mentioned by participants in exit interview

Seeking contextual clues also applied in the game context. Monitoring of the
participants” actions in their in-game gameplay videos revealed that they
hovered the mouse cursor over the objects on screen to test whether the object’s
name would appear. In this game, if the cursor is left on an object for almost 20
seconds, the game reveals the object’s name. This feature of the game was also
new to me. The exit-interview confirmed that guessing from the game context by
hovering with the mouse cursor showed that the inferencing from the context
strategy was a successful effective for the group B participants.
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Do you use any tricks, when playing a video game, to help you with unknown words?
What about this game?
Tara Negar

Custats mietd 58 ¢ B 0 9y Ol o) 0 3L 9y ple 59 o ol b 4 lS'E eoslinsl 0 o S 09,
>

We hovered the mouse curser over the game We hovered the mouse over the objects to show
objects, it showed the name, then we could the name of the objects
understand what it means.

EXAMPLE 15 Inferencing strategies used by participants in the game context

The Group B participants also performed an exclusive move, i.e. hypothesizing.
This move was labeled hypothesizing as, for each target word, the participants
selected one of three options. Thus, they hypothesized their future actions in
every encounter with the target words. They manipulated and restructured their
hypotheses using contextual clues and the inferencing strategy. For example, for
the word sign, Ali and Moein had three options. Thus, based on those three
options they developed hypotheses that determined their future actions.

Ali Moein Ali Moein
Click on the HAMMER Click on the
in your bag, click on the HAMMER in your
door sign; Click on the bag, click on the
nails and plank door sign; Click on
the nails and plank
Sl am (S SIS S 59y S It says click on the
w359 05 hammer, then on the
door ...
Sl slam c cudle gls JLd Ember, sign, or
i O3 S5 sla ) fence
Click on fence to
check
(5. s} {Click ... click}
shax maneed Lo ¥ g Now, we know that
o S5 it is not fence
wgls Jis Check with embers
O3 sRl e U O Click, click on this
one.

EXAMPLE 16 Participants” use of the hypothesizing move by participant

Thus, through the hypothesizing move and testing their hypotheses, they
eliminated the options for each target word until found the correct one.

5224 Learning Approach by Group B Participants (Moderate Level of
Involvement)

As with group A, analysis of the data showed that the group B participants’
moves and strategies were dynamically related and indicated a learning cycle. In
this section, I describe group B’s cyclical employment of exclusive strategies and
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universal moves and discuss how this cycle formed the group B participants’
learning approach.

The participants in group B first searched for in the game guide in an effort to
infer the correct meaning of the target words. They also searched for contextual
clues in the game by hovering their mouse cursors on the objects in the scene. After
their searches, they negotiated on their guesses and developed hypotheses for their
future actions. They then tested their hypotheses in turns although turn-taking was
not done in a pre-arranged order. Sometimes, turn taking did not happen at all. If
their hypotheses were successful, they reviewed their current and previous actions
to organize their minds and proceed to the next task. In the case of failure, they
either tested the rest of their hypotheses, referred to the contexts of the game guide
and the game to develop new hypotheses or they relied on the trial-and-error move
as their final option. As with group A, the digital game was also a motivator for
the group B. this was found when the group B participants were asked “What do
you focus on when you play video game? What about this game?” The iterative
pattern in the mental steps taken by the group B participants to solve the
challenges in the digital game task is illustrated in figure 19.

What do you focus on when you play video game? What about this game?

Ali Moein

Sigm | oS 2 U S eolitul oygie ez 4 090 Seiin juzr 4 ST 45 Skl g 590 X
5)4l>)‘

To win I was looking carefully into the scene to find
suspicious things and use them to solve the
problem

Tara Negar

o> iy 5 @S U 9y 5L slolese s o pia 9 )3 53,5 5L g alema >

To solve puzzles and progress in the game Solving the problems and puzzles, opening the
doors, to see the ending

EXAMPLE 17 The motivational role of the digital game indicated by participants in their
exit-interview

Reasons can be proposed for the group B participants’ employment of
inferencing strategies and the hypothesizing move, which formed their learning
approach. The first reason might be lack of access to external sources such as
dictionaries, internet etc. They were engaged in a task with unknown words and
three marginal definitions for each word. Given their lack of access to facilities
like dictionaries, internet etc., the participants had no choice but to makes
inferences and guesses, while testing their hypotheses was an inevitable next
move in finding out if their guesses were correct (Hulstijn, 2001; Rott, 2005).

The second reason might be the nature of the task. As already described,
the group B participants had to infer the best definition from the context of use
in the game. Therefore, unintentionally, they were encouraged to make
inferences and to hypothesize.

The third, and final reason might be the instruction given. The participants
in group B were asked to read the game-guide text, select the correct definition,
solve the problem, and proceed in the game. To do this, they might have
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employed the inferencing strategy and hypothesizing move to follow the
instructions as they understood them.

5.2.2.5 Group C (High level of involvement load)

Group C experienced learning the target words by interacting with the digital
game task, a procedure which induced the highest level of involvement load
(Index 12). Based on the statistical findings, group C had the highest mean rank
in the post - tests and outperformed groups A and B in both post-tests. Scrutiny
of their approach to the digital game task yielded two main recurring themes that
could be categorized as exclusive strategies: these were labeled memory search
and feedback request. Moreover, like group A, the group C participants also
implemented the plan move.

The participants in group C attempted memory search when they
encountered the target words for the first time. For example, when they met the
word latch for the first time, both participants kept silent and started thinking.
They thought aloud as follows:

Shirin Shadi Shirin Shadi
click on the latch click on the latch
Poe Py What was the latch? | What was the latch?
N {“’S"“ ) é'éd {Silently Thinking} | Latch, latch, latch
it e Aha! It means (Persian Definition)
(Persian Definition)

EXAMPLE 18 Participants employing the memory search strategy

This was one of their very first encounters with one of the target words. The same
process occurred for most of the other target words. This excerpt shows both
participants engaged in an in-depth memory search. Their memory searches
displayed two frequent patterns: thinking silently and gazing at either the screen
or the game guide and repeating the word that they were thinking about.

However, in some situations the participants either were not sure enough
of the outcome of their memory search or were incapable of recalling the Persian
definitions. In this case, they relied on their partner’s knowledge and requested
feedback. For instance, when trying to find the word hook in the game, Shirin was
not sure of what she had recalled about the word. She requested feedback from
her partner Shadi to either confirm or reject the recalled Persian definition.

Shirin Shadi Shirin Shadi
P o Soo - g“jg"f What was the hook? Hook?
. M::i: st abadsl {Silently Thinking} Yeah, I think it was
e I am not sure, does it (Persian Definition)
mean (Persian
Definition)?

EXAMPLE 19 A participant’s request for feedback (confirmation)
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In the case of the word Portrait, for example, Alireza was unable to recall

anything. He asked Ali for the definition.

Ali2 Alireza Ali2 Alireza
«5 o> | Click the HAMMER Well, it said Click the HAMMER
Go back down. | in your bag, click on Go back down. in your bag, click on
the portrait the portrait
oS Por T en {Persian What was the
Definition} portrait?

EXAMPLE 20 A participant requesting feedback (recall)

The exit-interview data validated these findings. When the participants in group
C were asked “What did you do if you couldn’t remember/recognize the
meaning of the unknown words in the game guide?” they answered by trying to
recall them or by asking their partners for help. In below, you can find their

answers:

What did you do when you met an unknown word/selected words in the game guide of this
video game?

Shirin

Shadi

02 Ui 59395 45 oy (5308 T sl pol B o8 S8 s pogr sonma Mt b of paane paigium giuta By 4503 Dha 59y w3 55 glazsS 4 (yadien 1 Dk

Ot ob Wy s S5k 4 s b by axiS S 0l

I must either think a lot about that to recall its
definition or ask Shadi to progress

For example, I have a small piece of information
about any of them. Therefore, when I read the
instructions and I saw the words, I remembered
them. Otherwise, I asked my partner, Shirin.

Ali2

S oSS S5 5

We asked partner for help

EXAMPLE 21 Memory search strategies mentioned by participants in their exit-interview

The group C participants, like those in group A, planned their future actions. This
move is considered planning, rather than hypothesizing, as the participants had
been exposed the definitions at least once before they began their main task.
Thus, they might have planned their actions rather than hypothesizing. For
instance, in the following excerpt, Shirin and Shadi are planning their moves.
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Shirin Shadi Shirin Shadi

Take the STONE and RING Take the STONE and RING

s Then,
Click on the old shack Click on the old shack
kil Ok, {Persian definition}
ol This one, yes

e Then,

Use the STONE and click on Use the STONE and click on

the window 2 times the window 2 times
S5 S5} w5 {Click ... Click} Ok,
good

EXAMPLE 22 Participants planning their future actions

Moreover, regarding unknown words, other than the target words bolded in the
game guide the group C participants used a strategy, which could be labeled the
word association strategy. That is, they referred to the semantic association of
contextually known words to infer either what an unknown word meant or
which on-screen object they had to use. The following excerpt from exit-
interview exemplifies this strategy.

What did you do when you met an unknown word/selected words in the game guide of this
video game?

Ali2 Alireza
o5 53 9 e ety o093 9 ¢ L 9 03a3l b gy il g2 a9 &S Sl Sl et S0 & ol oS Gl (7 mieisd o 5 bl 9 dzke (89 M
23S o o oo Ll 5 LS 8.8 L L e R
Other than the words we read, we found the new For example, when we didn’t know what to do
words by trial-and-error, reading the rest, and with the shovel, when we found soil, we guessed
considering the other words and objects. “yeah, we must use the shovel”.

EXAMPLE 23 The word association strategy mentioned by participants in the exit-
interview

5.2.2.6 Learning Approach by Group C Participants (High Level of
Involvement)

For group C, exploring the data as a whole and analyzing them from a wider
perspective indicated a pattern that generated a distinctive learning approach.
Moreover, unlike in the other groups, the holistic analysis of data showed a
dichotomous relation between memory search and a feedback request. In other
words, when memory search was conducted feedback requests were absent. In
contrast, feedback requests were prevalent when the memory search had been
unsuccessful. Therefore, with respect to universal moves and exclusive
strategies, the mental steps that participants followed in performing the digital
game task, showed a pattern that can be described as follows. In this group, as in
group A, the main source of information search was the game guide. When the
participants encountered the target words, they either employed memory search,
in the first place, or requested feedback. If there were other unknown words in the
text, they tried to infer them using the word-association strategy. After interacting
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with the game guide and analysing the situation in the game, the participants
negotiated in order to develop plans for their future actions. If, after implementing
their plans, they succeeded, they reviewed their previous actions and moved to
the next task. In the case of failure, they took turns to read the game guide and
play the game for implementing their upcoming actions again. They rarely tried
solving problems or finding the bolded target words by trial-and-error; however,
as mentioned, they occasionally employed this move for other unknown words.
The digital game was also a source of motivation for the participants in this
group. For instance, when asked what they had focused on the most during their
interaction with the digital game their answers indicated the motivational appeal
of the game. Thus, the manner in which the digital game presented problems
encouraged the participants to solve them can be viewed as the motivational
factor that powered the iterative cyclical pattern for solving each task. In other
words, the digital game made problem-solving interesting by via internal
elements, such as the story.

What do you focus on when you play video game? What about this game?

Shirin

Shadi
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I wanted to see the ending and find out what will
happen

I was trying to find the clues that the game needed
us to find to see the end of the story.

Ali2

Alireza
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What happens in the end

What happens in the end, what was behind the red

garage door?

EXAMPLE 24 The digital game as a motivational source indirectly referred to in the exit
interview

This iterative pattern found as the mental steps taken for solving the challenges
in the digital game task by group C is illustrated in figure 20.

There are many possible reasons for the use of memory recall, feedback
request, word association strategies, and planning by group C. For instance, in
the first place, as in the other groups, the group C participants had no access to
external sources such as dictionaries or the internet. Hence, their reliance on their
memories and recalling the definitions was inevitable. They had no choice but to
dig into their memories to solve the target word-related problems in the game.

Another reason might be the nature of the instructions. The participants,
in this task, were asked to memorize the definitions of the target words.
Moreover, they were told that they would need to recall them during gameplay
in order to proceed in the game. To do this, they might have prioritized memory
search and memory recall as their first strategy to overcome the challenge of
knowing a target word.

A further possible reason is the cooperative nature of task performance.
As already mentioned, the lack of external information sources confined the
participants to searching their own memories. Moreover, each partner was aware
that the other had tried to memorize the word list and the definitions. This idea
may have persuaded them to trust each other’s memory and request feedback
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from each other. This is supported by the fact that they called the researcher for
assistance very few times throughout the gameplay session. Moreover, because
the task was done cooperatively, one’s partner was also considered a source of
information to be consulted, when the memory recall strategy had failed. Thus,
lack of access to other sources such as the internet and dictionaries, the nature of
the instructions, and cooperative task accomplishment were factors motivating
them to compensate for their memory failures by requesting feedback.

A final speculation concerns the style and structure of the game guide.
Unlike the other groups’ game guides, group C’'s game guide contained no
definitions, glosses, in the margins. Therefore, in addition to the influence of the
instructions given, the game guide itself was a persuasive factor in encouraging
the participants to search their memories, request feedback and use associative
word strategies.

It is noteworthy that group C performed the actions and turn-takings in an
orderly manner. In other words, because their problem-solving strategies, such
as turn-taking, negotiating, and planning were well organized and not
overwhelmed by a flood of plans and hypotheses, they had a better
understanding of the text. Thus, trial-and-error was a rare move in this group.

5.2.2.7 Learning Approach Models

The dynamic relations between moves and strategies are illustrated in the
following flowcharts. It should be noted that the learning approaches were
iterative in every stage of problem solving in the digital game task In the figure
20, the trial-and-error move is shown by dashes, for the group C, in order to
indicate that it was rarely applied for the purpose of finding target words.
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5.2.3 Comparing and Contrasting the Emerged Categories (Moves and
Strategies)

Content analysis of data has indicated interesting factors that have played
significant roles in groups’ performance for the digital game task
accomplishment. Besides, these factors have the potential to reveal important
information for the research if they are compared and contrasted. Because
“Comparing has the capacity to reveal the link between codes [...] it should
rather capture something important in relation to overall research” (Vaismoradi,
Jones, Turunen, & Snelgrove, 2016, p. 105). Thus, comparing and contrasting
those categories might elevate our understanding of the outperformance of the
group C, the poor performance of the group B, and why the quantitative results
did not support the theory. The performance of the groups can be compared on
their universal moves and exclusive strategies. Therefore, the comparison was
done in two dimensions and from two different perspectives.

In the first dimension, the groups showed noticeable differences in the role
of the universal moves. One way to compare themes and categories is by their
frequency of occurrence in the coded data (Vaismoradi et al., 2016). Thus, in this
dimension, I compared and contrasted the groups by the frequencies of the
different universal moves.
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TABLE 22  Table of Frequencies for the Categories of Universal Moves

Group A Group B Group C
Information Search 156 42% 106 27 % 132 42%
Negotiation 81 22% 150 39% 59 19%
Turn-taking 38 10% 61 16% 43 13%
Trial-and-Error 40 11% 49 13% 24 7%
Review 56 15% 18 5% 59 19%
Total 371 384 317

The frequency table shows a significant between-groups difference in the
information search move. Groups A (156) and C (132) searched for information
more frequently than Group B (106). In other words, A and C showed a more
intensive engagement with the context, allowing them more exposure to the text
and the target words. Although information search was performed in both the
game guide and game, the recorded video clips showed that the game-guide text
was primary for seeking information, especially for groups A and C. Thus,
because the group A and C participants experienced more engagement with the
text, their chance of exposure to the target words was higher, and then, which
also raised their possibilities of acquiring the target words. This inference is in
line with previous findings emphasizing the role of frequency of exposure and
its significant effect on the acquisition of new vocabulary items (Huckin & Coady,
1999; Nation, 2001; Webb, 2007b). The frequencies of the review move also
support the above reasoning. Groups A (56) and C (59) reviewed their previous
actions significantly more often than the group B (18). Hence, the frequency of
exposures to the text and target words was higher in groups A and C. Piirainen-
Marsh and Taino (2009) suggest that these types of exposures encourage
language learners to analyze the second language more deeply, thereby revising
and developing their linguistic competences. Thus, the frequency of exposures to
the target words might have been a defining and significant factor in superior
performance of groups A and C in comparison to that of group B.

Furthermore, group A had probably outperformed group B because their
task accomplishment approach was almost the same as that of the group C. The
superiority of group A performance in task accomplishment and the post-tests
might also be due to their more frequent exposure to the target words. However,
in comparison to group C, group A’s performance was poorer. This difference
may also be explained by exposure frequency. Owing to group C’s task design,
this group was exposed to the target words before they addressed their main
task. Thus, it possible that group C’s frequency of exposure to the target words
was greater than that of group A. Moreover, they had studied the target words
two days before commencing their main task, a procedure known as the spaced-
repetition effect. In the literature, spaced-repetition has been shown to be a
significant factor in acquiring new vocabulary items; furthermore, the effect is
even superior to that of high frequency of exposure (Nation, 2001; Nation &
Webb, 2010). According to the Technique Feature Analysis checklist (Nation &
Webb, 2010), spaced-repetition is one of the factors that increases the task-
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induced level of involvement load. Thus, due to spaced-repetition and high
frequency of exposure, the group C participants were more involved with the
target words than the other two groups. It can be assumed, therefore, that their
memory traces of the target words were deeper and consequently that their target
word acquisition was superior. Thus, the information search and review moves
might have been the contributory factors that leveled the differences in
performance between the groups in the digital game tasks.

Another move which can be considered as a factor contributing to
differences in performance between the groups is negotiation. According to the
table, negotiation was iterated far more often by group B (150) than groups A (81)
and C (59). This higher frequency might, for two main reasons, also explain the
poor performance of the group B. First, the higher number of negotiations might
have produced too many options owing to the participants’ uncertainty over
their choices of definitions (Rott, 2005). Thus, it can be argued that the
participants did not have a clear understanding of the game-guide text, as also
found by Rott (2005) in the case of multiple-choice gloss readers. Thus, in their
efforts to understand the text and proceed further in the game, the participants
worked with too many ideas and hypotheses. By the same token, since the text
and its comprehension were their major problems, they might not have had
enough time to consider and to process the target words. They may also have
carefully searched the game guide and the game for information and to control
and balance the flood of ideas, thereby hampering the development of new ones
before they had tested their currently developed online hypotheses.
Consequently, they relied on negotiating and then hypothesizing more than on
the other universal moves. A reason that suggests this interpretation is the
frequency of the trial-and-error (49) move, which was less than expected given the
participants’ uncertainties about the definitions. Therefore, owing to their mental
load, lack of proper comprehension of the game guide text, and the large amount
of online ideas and hypotheses, they did not employ the trial-and-error move as
often as expected.

The second potential main reason for the group B’s lower number of
exposures to the text is that they relied more on their negotiations and follow-up
hypotheses for solving the problems in the task than on the information search
move and the game guide, which were discussed as the probable factors r
boosting the performance of group C. Therefore, the negotiating and
hypothesizing possibly negatively affected group B’s vocabulary acquisition
negatively. Several reasons can be advanced for this. First, because the group B
participants engaged deeply in negotiation and hypothesis development, they
might have skipped or overlooked the form of the target words in the game guide
text (Rott, Williams, & Cameron, 2002). In other words, because all the three
definition options were there in the margin then, why would they bother with
the form of the target word? Had they done so, they might, after negotiation,
have developed three different hypotheses and solved the problem by just testing
them. Thus, the word form-meaning link might not have even formed; or maybe
it formed loosely, which might explain their poor performance in the post-tests.
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In contrast, for the group C, the development of the word form-meaning link was
essential because they needed to recall the definitions based on the target word
forms. Consequently, they might have invested a lot of attention in the target
forms and might have endeavored to strengthen the link so that they could recall
the definitions and successfully complete the task. Furthermore, like group B,
group A might have also overlooked the target word forms; however, their
performance was better because their minds were probably not so busy storing
and processing numerous ideas and hypotheses during their engagement with
the game guide text. It is possible that just one exposure to the target word forms
was enough for them to develop the form-meaning link. Their performance was
poorer than that of the group C, also because they had probably developed a
weaker form-meaning link than group C.

In addition to word-form skipping, the nature of the task might be another
reason for the performance differences in this study. The nature of the task could
lead to the unnecessary depletion of attentional sources (Rott, Williams,
Cameron, 2002). In other words, the higher frequency of negotiation moves in
group B might indicate that the participants probably invested very little
attention in learning the target words because the nature of the task encouraged
them to make inferences, negotiate and hypothesize. As a result, they might have
depleted most of their attentional sources, thereby impairing their drawing of
successful inferences the usefulness of their negotiations, and the effectiveness of
their hypothesizing. As attention and observation are the preliminary stages of
learning (Truscott, 1998), the group B participants probably did not effectively
learn the target words because did not invest enough attention in the target
words. In contrast, the nature of the group C’s task might have persuaded the
participants to invest most of their effort and attention in learning the target
words, leading them to a better learning outcome than that of group B.

The second dimension of comparing the groups was addressed the groups’
different vocabulary learning strategies yielded by the qualitative analysis. It is
possible that the specific strategies the participants had employed to deal with
the challenges presented by the target words explained their relative success or
failure in acquiring the target words.

In this study, the three groups applied different strategies, for solving the
target word problem in their digital game tasks. In the same vein, Rott (2005)
compared vocabulary acquisition tasks and investigated the effect of first-
language single glosses and first-language multiple-choice glosses on vocabulary
acquisition. She also identified the participants’ strategies when they approached
the text in both conditions using a concurrent think-aloud protocol. She also
considered level of involvement load and found that the multiple-choice group
was far superior in immediate vocabulary gain and in retention four weeks later
despite their poor performance in comprehension of the text. She discussed her
tindings with respect to strategy use and level of involvement load. She observed
that the multiple-choice group employed strategies like inferencing and
hypothesis-testing while the single gloss group simply used a meta-cognitive
strategy, i.e. glancing at the definitions in the margins. She suggested that the
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multiple-choice gloss group experienced a higher level of involvement load in
their vocabulary acquisition task. Moreover, the search and evaluation
components of the level of involvement load hypothesis indexed as greater;
consequently, the traces of the new target words were deeper, the form-meaning
link developed more strongly, and hence the group B participants learned the
target words better. In contrast, the group A participants only received scores for
the need component of the level of involvement load hypothesis; thus, the form-
meaning link was markedly weaker for group A with only single glosses, and
hence their vocabulary acquisition was inferior. These findings had previously
been reported by Fraser (1999), who found that the inferencing strategy was a
superior and efficient lexical processing strategy for learning unknown words in
reading contexts. However, in the present study, the results indicated a reverse,
as group A was superior to group B. The contradiction between the present and
Rott’s (2005) findings may be explained by strategy selection, as discussed by Gu
and Johnson (1996). According to Gu and Johnson (1996), the type of strategy that
language learners choose for learning vocabulary items depends highly on the
person, context and task at hand. Therefore, the main reason for the discrepancy
between the results might be the context. Although the present task implicitly
prompted the participants to employ the same strategies, owing to the
multimedia-enhanced context rather than text-only context, the rate of
vocabulary acquisition was poorer in group B despite the fact their route was the
same as that of Rott’s (2005) participants.

Why the multimedia context reversed the outcome merits discussion.
According to deHaan, Reed, and Kuwada (2010), the process of vocabulary recall
is hampered by cognitive overload. In their study, the participants, whose tasks
demanded a higher level of interactivity, experienced cognitive overload. For this
reason, they recalled fewer words than their counterparts in the low-level-
interactivity-task group. Based on this finding, the inference may be drawn that
the digital game task and context might also have overloaded the participants’
minds in the present study.

The objective of [cognitive Load Theory] CLT is to predict learning outcomes by taking
into consideration the capabilities and limitations of the human cognitive architecture
[...] taking into account the demands on cognitive resources induced by the
complexity of the information to be learned, the way in which the instruction is
presented to the learner, and the learner’s prior experience and knowledge, CLT aims
to predict what makes learning successful and how learning can be effectively
supported by teaching and instruction. (Plass, Moreno, & Briinken, 2010, p. 1)

In the same vein, Mayer and Monero (2003), after twelve years of
experimentation, emphasized the critical and defining role of CLT in learning
from multimedia materials. Moreover, they discussed nine distinctive sources
that may cause cognitive overload and thus hinder learning in multimedia
learning contexts.

Thus, drawing on Mayer & Moreno (2003), it is worth discussing group B’s
poor performance can be reviewed and discussed, from the perspective of the
sources of cognitive overload. Group B’s task and choices of strategies may have
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had features that could cause cognitive overload, such as the split-attention effect
(Mayer & Moreno, 2003). The group B participants had to read the game-guide
text, understand the instructions, and apply them in the digital game. In other
words, they had to split their attention between the game guide and playing the
digital game. However, the presence of multiple-choice glosses possibly caused
them to further split their attention between these and other sources of
information, such as their partners’ ideas and the digital game events, while
simultaneously running processes such as inferencing, negotiating,
hypothesizing, and hypothesis-testing. Consequently, because the processing of
multiple elements may have induced the split-attention effect and overloaded
their working memory overloaded. Thus, first, this would hamper their
understanding of the game guide; second, it would hinder their task
performance; third, the new information, that is, the target words, would not be
sufficiently processed in their working memory; and finally, it would slow down
the process of acquiring the target words.

Although the split-attention effect was probably inevitable and potentially
hindered acquisition of the target words for groups A and C, it was probably
prevented by their signaling (group A) and pre-training (group C)
techniques,(Mayer & Moreno, 2003). In the signaling technique, cues must be
provided to guide participants how to process the material effectively (Mayer &
Moreno, 2003, p. 46). Group A’s marginal glosses possibly acted as such cues and
elevated their understanding of the game guide text. Therefore, they did not, like
group B, need to split their attention between these and other information sources
and invoke processes for guessing, hypothesizing, and hypothesis-testing. Thus,
their cognitive processes might have been beneficial and effective for the
development of the form-meaning connection and subsequent acquisition of the
target words in the digital game-based vocabulary acquisition context. For the
group C, the pre-training technique, as the name indicates, probably assisted the
participants in how to process the new information, i.e. target words in the task.
Thus, the group C participants, who had processed the target words at least once
before they embarked on their main task, might not have needed to invoke extra
processes for finding the target words in the game guide because this was no
longer a challenge for them; therefore, they did not need to split their attention
between information sources other than the game guide and the digital game.
Moreover, they might also have used the target words and pretraining to better
focus their attention on memory recall and feedback request strategies, which
were more important for accelerating retention of the target words. Thus, groups
A and C might have been more successful in the post-tests because their tasks
and choices of strategies possibly led them to implement the appropriate
procedures, within the capacity of their working memory, for target word
retention in a multimedia learning context without the distraction of attending to
unnecessary sources of information. In contrast, group B’s task and choices of
strategies might have invoked improper or additional processes that overloaded
the participants’ working memory by splitting their attention between
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unnecessary information sources, and hindering their learning of the target
words.

Finally, based on the discussion by Gu and Johnson (1996) on the selection
of vocabulary learning strategies , the task itself was another effective factor in
group B’s choice and deployment of these strategies. Group B’s task encouraged
inferencing, guessing and hypothesis-testing (Hulstijn, 2001), probably because
of the multiple-choice glosses and the game guide instructions. Moreover, they
had the opportunity to employ them in two interrelated contexts, i.e., the game-
guide text and the digital game. Thus, the guessing strategies that were employed
in the digital game context, like hovering the mouse in addition to features of the
digital game such as immediate feedback (Kiili, 2005), gave them, unlike the other
two groups, an opportunity to avoid deeper analysis of and interaction with the
target words and the text. Hence, the participants might either have skipped the
target forms and just hypothesize-tested the multiple-choice options in the
margins of their game guide by abusing the immediate feedback feature, hovered
their mouse cursor over objects at random in the hope of hitting on the right one.
By abusing those strategies, they might not even have made the form-meaning
connection and not started the vocabulary acquisition processes at all. Thus,
another speculation is that malperformance of the task and its diversion from its
intended design and purpose - despite its adequate involvement load — and its
tendency to encourage the use of improper strategies were probable factors in
the poor performance of the group B participants in the post-tests.

In Rott’s (2005) study, both the choice and quantity of strategies used were
the defining factors in effective vocabulary gain in vocabulary acquisition tasks.
Accordingly, it can be inferred that, compared to the other two groups. the group
C participants might have employed strategies that improved the rate and
quality of vocabulary acquisition in the digital game-based vocabulary
acquisition task. Moreover, group C’s strategies might also have limited
cognitive overload by trimming processes to suit the participants’ working
memory capacities. The group A participants’ strategy choices had nearly the
same attributes as those of the group C participants, yet their strategies were not
as effective. Thus, choice of strategies and task design, which might affect the
strategy choice may explain the superior performance of group C and the poor
performance of group B.



6 DISCUSSION AND CONCLUSION

It has been argued in the vocabulary acquisition literature that level of
involvement load hypothesis (ILH) is a fairly reliable index that predicts the rate
of vocabulary acquisition tasks (Hulstijn & Laufer, 2001). This notion has been
put into practice by researchers and, despite mixed results on the predictive
success of the ILH (Keating, 2008; Yaqubi, Rayati, & Gorgi, 2010; Kim, 2011;
Tahmasbi & Farvardin, 2017; Zou, 2017), it is considered an important factor in
vocabulary acquisition tasks (Huang, Willson, & Eslami, 2012). In turn, digital
games, a relatively new phenomenon, are also considered a helpful learning aid
(Kirriemuir, 2002).It is, therefore, unsurprising that language teachers have
longed integrate digital games in language learning tasks in order to boost
learning of such aspects as vocabulary. However, digital games supply us with
new and uncharted contexts, features, and tools that can either hinder or
accelerate vocabulary acquisition. The role of task features, especially the effect
of involvement load on digital game-based vocabulary acquisition tasks is largely
uncharted territory. It is, therefore, necessary to explore and studied digital
games before using them in vocabulary acquisition tasks. The present study
investigated the effectiveness of different task-induced levels of involvement
load on the acquisition of target vocabulary items in a digital game-based
vocabulary acquisition context. Overall, the outcomes of this study, as stated in
the previous chapter, indicated that digital games are effective on the acquisition
of different dimensions and scopes of target vocabulary items, such as form,
meaning, reception, production, recognition and recall. Furthermore, such games
better accelerate the productive than receptive dimension of vocabulary
acquisition. However, the findings of this study also partially support the
premise of the ILH. In other words, the results showed that although the digital
game task inducing the highest level of involvement load enhanced the
acquisition of the target vocabulary items both qualitatively and quantitatively,
the outcomes of the other tasks were not in the predicted order. The task with
moderate involvement load did not assist the participants to acquire the target
words while the task with the lowest involvement load did. Moreover, the
qualitative analysis of the effect indicate that the effectiveness of the ILH, in



141

digital game-based vocabulary acquisition tasks, is conditional and depends on
factors such as the manner of vocabulary presentation, the strategies used for
completing the tasks, and the digital game context and tasks. In line with some
of the previous studies (Folse, 2006; Martinez-Fernandez, 2008; Yaqubi, Rayati, &
Gorgi, 2010; Jahangiri & Alipour, 2014; Zou, 2017), the findings of this study
challenge the predictive precision of the ILH and emphasize the complexity of
vocabulary acquisition.

In this chapter, the findings of this study are discussed and explained in
relation to previous studies and findings in the vocabulary acquisition literature.
Furthermore, possible pedagogical implications and directions for further
research are suggested. To fully discuss the findings of this study, I have divided
this chapter according to the research questions. In this study, in addition to the
findings on the ILH, other observations were made about the effect of digital
games on the acquisition of target vocabulary items. In the first section, I discuss
the effect of the digital game on the acquisition of the different aspects,
dimensions, and scopes of the target words. In the second section, I discuss which
dimensions and scopes of the target words were effectively acquired through
interaction with the digital game tasks. Finally, [ address in detail the major object
of this study, i.e., the effect of different levels of involvement load on the
acquisition of target vocabulary items in a digital game task.

6.1 Research Question 1: What is the effect of the digital game, in
different levels of involvement load, on the acquisition of
target vocabulary items?

First, I aimed to investigate the effect of the digital game on the acquisition of
target words; that is, to find out whether the novel mental construct, or in this
instance new vocabulary item, is the outcome of participants’ interaction with the
digital game tasks. I consider this a must-be-done analysis in every digital game
and vocabulary acquisition study owing to the multidimensional nature of word
knowledge: “the effect of DGBL on vocabulary learning may vary with game
design feature” (Chen, Tseng, & Hsiao, 2018, p. 73). The findings indicate that the
present digital game tasks promoted vocabulary acquisition, as the participants
showed improved performance in their delayed post-tests. Moreover, the results
support previous findings (Rankin, Gold, & Gooch, 2006a; Yip & Kwan, 2006;
Muhanna, 2012; Chiu, Kao, & Reynolds, 2012; Vahdat & Rasti Behbahani, 2013;
Chian-Wen, 2014; Ebrahimzadeh & Alavi, 2017; Chen, Tseng, & Hsiao, 2018). This
study adds to the literature in demonstrating the effectiveness of the digital game
tasks on the acquisition of such dimensions and scopes of word knowledge as
production, reception, recognition, and recall, as well as form-meaning
connection. This outcome can also be considered an important contribution to
the vocabulary acquisition literature because the nature of word knowledge is
multidimensional, and hence the acquisition of either form or meaning alone
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cannot be considered adequate vocabulary acquisition. In other words, based on
this new finding, it seems that digital games have the potential to overcome the
difficulty of acquiring word knowledge, which is both an interesting and
debatable notion.

The effectiveness of digital games on the acquisition of aspects of word
knowledge can be discussed from both cognitive and motivational perspectives.
From the cognitive perspective, the role of context in the process of encoding new
lexical items is paramount. In the vocabulary acquisition literature, especially in
the incidental model (Hulstijn, 2001), context is one of the major contributors to
the degree of success in the encoding and acquisition of target vocabulary items.
For instance, Webb (2008), found that the quality of the context is even more
influential on the lexical encoding process than frequency of exposure. Moreover,
Ramos and Dario (2015, p. 158) posited that “vocabulary learning largely
depends on the context surrounding each word and the amount of attention that
the learner places on both meaning and form”. In line with this, the digital game
tasks in the present study provided the participants with a rich and versatile
context in several ways. First, the participants had the opportunity to experience
the target words in two distinctive but relevant contexts, i.e., textual and
audiovisual. The importance of this feature of digital games for vocabulary
acquisition is tenable from a psycholinguistic perspective, namely, the “dual
coding theory”. In a situation where a concept can be stored in the mind both
linguistically and visually is an outcome of the “Dual Encoding” process (Nation,
2001). The digital game-based context of this study allowed the possibility of
encoding the target words into the participants’ lexicon via two channels, namely
the textual, and audiovisual channels, which, according to the dual coding
theory, leads to effective acquisition. This type of acquisition is effective because,
if various aspects of words are encoded in the mental lexicon, their retention will
be easier (Rott & Williams, 2003). Thus, the digital game task context enhanced
the acquisition of different dimensions and scopes of target words by enabling
the encoding of various attributes of the words, in this case textual /audiovisual,
into the mental lexicon, thereby facilitating their retention. Second, the provision
of the game guide and implementation of textual enhancement techniques gave
participants the opportunity of exposing to and of noticing both the form and
meaning of the target words, a necessary condition for generating form-meaning
links in vocabulary tasks (Ellis, 1994).

The second cognitive perspective, which can be advanced to explain the
effectiveness in this study of the digital game task on the acquisition of the target
words, is the strategies used. Vocabulary learning strategies are supported and
recommended for efficient vocabulary acquisition (Schmitt & McCarthy, 1997;
Nation, 2001; Schmitt, 2010) since they can “make learning easier, faster, more
enjoyable, more self-directed, more effective, and more transferable to new
situations” (Oxford, 1990, p. 8). In this study, the concurrent think-aloud data
showed that the participants employed both cognitive and social strategies that
suited their ongoing task, personal needs, contexts, and hence their attempts at
solving problems. They tried to recall the definitions, requested feedback,
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inferred meanings, applied their word-association knowledge, negotiated with
their partners about the target words, and emphasized them by using enhancing
techniques. The application of these strategies might have provided them with
opportunities for processing the form, meaning and connections of the target
words. It probably also enhanced their noticing of the dimensions and scopes of
the target words, which is the starting point of language learning (Gass, 1998, as
cited in Cross, 2002, p.3; Truscott, 1998). Thus, the encouragement to apply
vocabulary learning strategies offered by the digital game tasks may have
enhanced a deeper acquisition of different aspects of the target words as well as
their forms and meanings.

In addition to context and strategies, the digital game might have
cognitively enhanced the acquisition of dimensions and scopes of the target
words via other cognitive factors. For instance, the task persuaded participants
to use the target words both receptively for understanding the textual and in-
game commands and productively for negotiating with their partners for
planning or hypothesizing their future actions. In this case, Gass (1999) argued
that learning both productively and receptively elevates learning aspects of
vocabulary. Next, the target words were considered as tools for reaching a
specific aim, that is to say, the digital game task drove the participants to interact
with the target words to progress in the game. This created the feeling of
relevance between the target words and the task, a factor which guarantees
effective vocabulary acquisition (Laufer, 2001). Finally, due to the relation of the
target words to the tasks, both the task and the textual /audiovisual context were
meaningfully linked, further supporting long-term retention of the vocabulary
items (Ramos & Dario, 2015).

Overall, it can be put that the interaction with the digital game tasks allowed
the participants to experience contexts that presented the target word forms
through both linguistic and audiovisual channels, and that this facilitated the
encoding process of the target words by generating strong links between the
various aspects of form and meaning of the target words. Moreover, they were
encouraged to employ various strategies to process the target words. Therefore,
due to rich cognitive support from the digital game, the newly generated stimuli
might have been encoded richly into participants’ lexicon and different
dimensions and scopes of the vocabulary items might have been acquired
successfully.

The success of digital game tasks in assisting in the acquisition of target
words and their related aspects can also be discussed from a motivational
perspective.

Motivation has been widely embraced by both practitioners and researchers as a
critical determinant of success in language learning, and this belief is strongly
supported by a wide range of studies on L2 motivation ... hence, it is logical to assume
that motivation also facilitates vocabulary learning (Tseng & Schmitt, 2008, p. 385)

Motivating and engaging are qualities that have been attributed to digital games
(Figg & Jaipal, 2009). Garris, Ahlers, and Driskell (2002) indicate that desirable
learning is the outcome of motivation, which in digital games is increased by
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elements like control and confidence, it. Moreover, “interactivity, rules, goals,
challenge, risk, fantasy, curiosity, and control” (Pivec, Dziabenko, & Schinnerl,
2003, p. 220) increase motivation in a learner to a level that keeps the learner on
task and boosts the desire to continue. Also, digital games contain elements such
as challenge, fantasy and curiosity that enhance internal motivation (Dickey, 2006
as cited in Dondlinger, 2007). Among the different genres of digital games, the
adventure genre has been found to contain the richest motivation-enhancing
elements, especially challenge (Chen, Tseng, & Hsiao, 2018), and have been
discussed as the most effective genre for vocabulary acquisition (Laveborn, 2009;
Vahdat & Rasti Behbahani, 2013; Chen & Yang, 2013).

The sources of motivation in digital games have also be considered as
predictive factors that can measure language learning (Allen, 2014 as cited in
Ebrahimzadeh & Alavi, 2016), including vocabulary acquisition. Ebrahimzadeh
and Alavi (2016) found that challenge, feedback and immersion were correlated
with successful vocabulary acquisition through digital game tasks
(Ebrahimzadeh & Alavi, 2016). They concluded that the provision of appropriate
levels of motivation-enhancing elements increases the opportunity for
vocabulary acquisition in digital game tasks. Moreover, a recent study also found
that more interactivity-prone digital games can increase vocabulary acquisition
better than less interactivity-prone games (Zhonggen, 2018); hence, a high level
of interactivity can have a reverse result on vocabulary recall (deHaan, Reed, &
Kuwada, 2010). Accordingly, I can infer that also the adventure digital game
employed in this study might have provided proper levels of motivational-rising
sources, especially, challenge, immersion, interactivity, and feedback, for the
participants. Therefore, the multidimensionally motivating tasks might have
sustained the participants in task and facilitated acquisition of the target words
and their aspects. Otherwise, if the contributing factors in motivation, or the
sources, failed to support the participants’ emotion in order to sustain at the
optimal level of motivation, they neither continued the task nor acquired the
target words as well as their dimensions and scopes successfully (Kiili, 2005). The
validity of this idea can be confirmed by referring to the exit-interview data
where the participants told that elements such as story and gameplay, which are
the umbrella terms for sources of motivation in the digital games (Ang &
Zaphiris, 2006), were driving and motivating factors for them to sustain in the
tasks; hence, sometimes, tasks were difficult and frustrating for them.

Various other factors, such as the role of feedback, noticing, controllability,
repetition and word frequency, and instantiation, to name a few, can contribute
to the effectiveness of vocabulary learning. However, as this was not the main
purpose of this study, I limit this part to the above discussion.
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6.2 Research Question 2: Which dimension and scope of word
knowledge, either receptive (recall/recognition) or productive
(recall/recognition), are acquired significantly better after
completing digital game tasks in different levels of
involvement load?

Unexpectedly, the results showed that the participants performed better in the
productive post-test than receptive post-test. In other words, participants’
productive knowledge of the target words was acquired better than their receptive
knowledge after their interaction with the digital game tasks. Jasso (2012) found
that a commercial digital game may assist in the acquisition of productive
knowledge of words. However, he was testing domain-specific nouns, like
hairstyling-related words such as brush, hair dryer etc. In a recent study,
Sundqvist (2019) also found that frequency of gameplay, in the long run, could
effectively assist in the acquisition of productive knowledge of vocabulary items.

As already mentioned, the precedence of productive knowledge acquisition
in this study contradicts the previous findings indicating the precedence of
receptive over productive knowledge (Morton, 1977 as cited in Barcroft, 2004;
Meara, 1997; Nation, 1990, 2001; Schmitt, 2008, 2010a). However, there might be
reasons for the superiority of productive over receptive learning in digital game
tasks. To explain this phenomenon, I draw on an analogy between the current
study and some earlier studies on vocabulary acquisition and in psychology. In
the vocabulary learning literature, Mondria & Wiersma (2004, p. 82) state that
“equivalence of type of learning and type of test [...] yield[s] better results than
non-equivalence of learning and testing”. This premise is in accordance with the
“transfer-appropriate processing” hypothesis in psychology, which “emphasizes
that the value of particular acquisition activities must be defined relative to
particular goals and purpose. Furthermore, assumptions about quality and
durability of the resulting memory traces can only be determined relative to
appropriateness of testing situations” (Morris, Bransford, & Franks, 1977, p. 528).
Based on these premises, it is possible that the approach to vocabulary acquisition
in the present digital game tasks, might have been more productive-oriented than
receptive-oriented. With respect to the transfer-appropriate processing
hypothesis, since the present participants performed better in the productive test,
the acquisition and testing protocols might have been evoked processes that
favored the acquisition of productive rather than receptive knowledge.
Otherwise, the participants’ performance in the receptive post-test can be
expected to have been at least equal to their performance in productive post-test.
It has also been found that retention loss is greater for receptive than productive
knowledge in delayed tests (Mondria & Wiersma, 2004), a finding which also
supports my argument on the productive-oriented nature of the digital game
tasks.

However, how do I defend such a claim? I can answer this question by
drawing another analogy between the nature of the task in this study and the
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nature of the task in another study in the vocabulary acquisition literature. de la
Fuente (2002) compared input-oriented tasks, in which negotiation is not
necessary, to tasks that either require negotiation or negotiation and the
production of novel utterances. She found that the input-only tasks were not
effective enough in boosting the acquisition of vocabulary items. In turn, tasks
encouraging negotiation plus production promoted productive knowledge
better than receptive knowledge in vocabulary acquisition. In her study, the
negotiated interaction plus production group were able to both elaborate and
discuss the target words. In other words, they had the “opportunity to modify
their own output and produce the target words [by] giving instructions ...[and]
asking questions about target words by paraphrasing or elaborating” (de la
Fuente, 2002, p. 89). Clearly, the nature of her task and the nature of the task in
my study are almost identical. In my study, the participants were performed the
digital game tasks in pairs. In so doing, they had the opportunity to interact,
negotiate, discuss, paraphrase, ask questions, elaborate, and produce the target
words. In other words, experienced negotiated interaction plus production
indirectly. The participants in this study, like those in de la Fuente’s study,
performed better in the productive than receptive post-test.

The reasons why the digital game task boosted acquisition of the
productive aspect of the target words can also be discussed and explained. Ellis,
Tanaka, & Yamakazi (1994, as cited in de la Fuente, 2002, p. 86) “suggested that
negotiation may benefit productive acquisition of new words, provided that the
students have the opportunity to use items they have begun to acquire and
receive feedback from other speakers”. The nature of the present task clearly
meets the above-mentioned conditions of negotiation, using the items, and
receiving feedback. The participants had to interact with each other in order to
solve the problem in the digital game task and progress in the game. For instance,
if the problem was the meaning of the target word, they would need to negotiate
their understanding of the target words with their partner in generate new ideas
for their future actions, hypotheses, and plans. Furthermore, they had to test their
plans and hypotheses by playing the game. In so doing, they could receive
feedback from either their partner or the digital game itself. Therefore, the
participants’ engagement in a task which provided both feedback and
opportunities for using the item they had learned might have been one of the
reasons for the primacy of productive learning.

It can also be speculated that the nature of the encoding process invoked
processing of the new lexical items. Swain (1985) argued that production in
language learning tasks triggers a different type of processing from input.
Moreover, production concentrates the attention on the formal aspects of words
rather than their semantic features. Thus, the target words are internalized such
that the language learner can retrieve the form of the target word better than its
meaning. Accordingly, in this study, it can be assumed that after the participants
had recalled, inferred, or noticed the meaning of a target word, they might have
needed to check it with their partner by pronouncing it. This might have
prompted them with the to focus on form which in turn might have triggered
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different and deeper processes in their minds for both code-breaking, or
phonological analysis, and then decoding, or proper articulation (Swain, 1985; de
la Fuente, 2002). Thus “it is obvious that [...] discussion and negotiation, and
multimode exposure to target vocabulary, [such as offered by a digital game], are
all means of scaffolding and manipulating vocabulary that increased learners’
use of target vocabulary” (Lee & Muncie, 2006, p. 312), leading to the effective
acquisition of productive knowledge of the target vocabulary items.

Other possible reasons do not concern the nature of the task; instead they
are relevant to the data collection procedure and the nature of the target words.
Regarding the data collection procedure, a third speculation pertains to the order
of the post-tests. Mondria and Wiersma (2004) posit that preceding receptive tests
by productive tests might boost performance in in the former. In the present case,
as I administered the receptive test first, this might have had learning effects on
the participants and boosted their performance in the forthcoming productive
tests. This possibility might be considered and tested in future studies.

On the nature of the vocabulary items, the final speculation concerns the
issue of decay. It is often claimed that decay is greater in receptive than
productive knowledge. For example, Mondria and Wiersma (2004) reported that
Griffin and Herley (1996), in their experiment with the productive and receptive
nature of vocabulary acquisition, found that decay in receptive knowledge,
acquired from receptive learning, is greater than decay in productive knowledge,
acquired from productive learning. Accordingly, it could be speculated that due
to the rapid decay in receptive knowledge, participants might have forgotten the
target words after the three-week interval, leading to their poor performance in
the receptive post-test. To confirm this idea, the immediate effect of a digital
game task could be evaluated in future studies; however, this is, perhaps,
unnecessary, since later retention of target words is a more desirable learning
outcome.

Based on the above discussion and reasoning, it can be concluded that the
superiority of productive recall/recognition knowledge over other types of
vocabulary knowledge in a digital game-based vocabulary acquisition task may,
in the first place, be due to task features, such as the gamers possibility to interact
in pairs in performing the tasks, and the characteristics of the target words. A
digital game also may have a secondary or accelerating role in this process. In
other words, in this study, the digital game might have supplied the learners with
contexts that invoked relevant and responsible processes for learning the features
of words. If the invoked process leads to productive learning, as found in this
study, the digital game will boost productive knowledge acquisition.
Furthermore, if they are processes, the digital game elements will also accelerate
receptive-oriented processes. This may be another reason why the digital game
task was found effective for different aspects target word learning in this study,
despite the specific challenges presented by the three different tasks.
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6.3 Research Question 3: Does interacting with the digital game
tasks, in different levels of involvement load, make
significant differences in vocabulary acquisition?

The main intention of this study was to investigate the effect of digital game task-
induced levels of involvement load on the acquisition of the target vocabulary
items. Although discovering the optimal level of involvement load was not the
main goal, it was found that the group C participants, whose task required a high
involvement load (index 12), acquired and retained productive
(recall/recognition) and receptive (recall/recognition) knowledge of the target
words better than the participants in the other two groups. They also seemed to
generate stronger form-meaning links than the other two groups, namely, B
(index 9) and A (index 7). Therefore, these findings partially support the premise
of the involvement load hypothesis and support the part of the literature that
advocates the effectiveness and significance of the hypothesis in vocabulary
acquisition (Jing & Jianbin, 2009; Kim, 2011; Huang, Wilson, & Eslami, 2012; Xie,
Zou, Wang, & Wong, 2017; Zou, 2017).

However, with respect to the performance of group B, these findings also
draw our attention to that part of the literature that questions the validity of the
hypothesis (Folse, 2006; Martinez-Fernandez, 2008; Yaqubi, Rayati, & Gorgi,
2010; Jahangiri & Alipour, 2014). The group B participants, whose task-induced
moderate level of involvement load (index 9), showed poorer performance in the
post-tests than the group A participants. this outcome is counter to the premise
of the involvement load hypothesis according to which a higher level of
involvement load is a predictor of better vocabulary acquisition (Hulstijn &
Laufer, 2001). Opponents of the hypothesis (Folse, 2006; Keating, 2008; Kim, 2010;
Zou, 2017) have, as proposed by Hulstijn and Laufer (2001), criticized the original
method of quantifying task-induced involvement load, by referring to the lack of
precision in measuring its components, such as need, search and evaluation, and
especially the evaluation component. Thus, they assert that the predictive power
of the involvement load hypothesis is not reliable. In this study, a modified and
extended version of the task-induced involvement load index, namely Technique
Feature Analysis (Webb & Nation, 2010), was used to improve the precision of
the original indexing method (Hu & Nassaji, 2016; Chaharlang & Farvardin, 2018;
Gohar, Rahmanian, & Soleimani, 2018). Notwithstanding, the results showed
that the involvement load hypothesis remained inaccurate in predicting the
effectiveness of vocabulary acquisition tasks. In this study, the tasks assigned to
group A and C induced a higher level of involvement load than the tasks
assigned to group B; however, it may be that lack of precision in indexing had
misled me into believing that group B’s tasks induced a moderate level of
involvement load. The criticism of the inaccuracy of the indexing of the
evaluation component of the involvement load hypothesis supports my
reasoning. Therefore, it seems reasonable to argue that the performance of the
group B participants was poor because the induced level of the evaluation
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component, which is crucial for the initial learning of vocabulary (Kim, 2011),
was lower in group B’s tasks than in the tasks of groups A and C. However, this
was not revealed owing to the inaccuracy of the indexing method. On the other
hand, it can also be argued that the indexing was precise and that other factors,
like the split-attention effect, might have influenced group B’s performance.
Hence, we cannot place all the responsibility at the door of the involvement load
hypothesis or the indexing methods used, as it is difficult to encapsulate the
multidimensional nature of vocabulary acquisition in a single framework. Many
other factors can contribute to either facilitating or impeding vocabulary
acquisition. Thus, the poor performance of the group B participants and superior
performance of the group A and C participants can also be explained by a
number of other factors.

Poor performance of group B can be explained, for example, by such
contributory factors as context, the mental processes the tasks involved, and the
strategies the participants used. In regards with the role of context, previous
studies indicate the superiority of meaning inferred glosses over the meaning
given glosses (Rott, Williams, & Cameron, 2002; Nassaji, 2003; Rott, 2005).
However, Hulstijn, Hollander, and Greidanus (1996) found that contextual clues
are defining factors in the success of any inferring activities. From this point of
view, the group B task was an inferring activity and the group A task, a meaning-
giving activity. Accordingly, the poor performance of the group B participants
might be due to the insufficient provision of contextual clues. Although the
participants were supplied with a game guide to avoid them from missing in the
game and gave them the chance of exposure to the target words, the guide was
not contextually rich. To make it easily understandable, the game guide was
composed as an instruction manual. Thus, it did not provide the group B
participants with many clues to direct their inferring activity. Moreover, it
encouraged form processing before meaning processing, which has been
reported to be a negative factor in the acquisition of target words and its aspects
(Ellis & He, 1999). Thus, they had no alternative but either to interact with the
digital game context or to consult with their partners. Thus, although the context
of the digital game and the game guide were supportive enough to help them
learn target words, they were not so effective that could guarantee the acquisition
of the target words as rich as the other two groups, i.e., A and C.

Mental processes and strategy choices are other possible contributory
factors. As the qualitive data analysis revealed, the group B task encouraged the
participants to employ inferencing techniques. Inferring from context invokes
distinctive processes such as decision-making generators, or processes for
deciding which definition to use, and evaluators or hypothesis testing, to test the
selected definitions (Nassaji, 2003). Although these processes have been found to
support vocabulary acquisition (Hulstijn, Hollander, & Greidanus, 1996), they do
not explicitly initiate form-meaning links. Furthermore, due to multiple
alternatives in meaning-inferred glosses, these processes might have been
unnecessary and led to confusion (Martinez-Fernandez, 2008; Bao, 2015). Thus,
as the think-aloud data analysis seems to suggest, the participants may have been
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puzzled by the many alternatives and floundered in their decision-making and
hypothesis-testing. As a result, they did not manage to invoke the form-meaning
link. Furthermore, the existence of possibilities such as trial-and-error, and
cursor-hovering-name-reveal, in the digital game context, might have reduced
any chances of form-meaning link formation because the constant clicking or
hovering of the cursor over objects in the game could have assisted the
participants to overcome the difficulties they encountered in each section of the
digital game. Consequently, the participants did not feel the need to engage
inferring meanings and solving problems related to the target words. Thus, the
target words may not have been processed richly enough to be effectively
retained by the group B participants.

Next, the reasons for the superiority of the group C participants can be
speculated. The first possible explanation relates to the effect of frequency of
exposure. Frequency of exposure, or repetition, is always mentioned as a
facilitating factor in the process of either incidental or intentional vocabulary
acquisition (Schmitt & McCarthy, 1997; Nation, 2001; Folse, 2006; Schmitt, 2008,
2010; Webb, 2007b; Bao, 2015). In this study, the group C participants had a greater
chance of exposure to the target words than the other participants. They were
exposed to them once before their main task in their target word list and sample
sentences, and once more in the game guide. The nature of exposure was also
spaced repetition, or exposure to the same word after a specific time interval. In
the vocabulary acquisition literature, spaced repetition has been reported to be
more effective than frequent repetition (Nation, 2001; Webb, 2007b). The higher
frequency of exposure might also have increased their level of awareness, which
in combination with an appropriate level of involvement load could promote
vocabulary acquisition (Martinez-Ferndndez, 2008). Thus, the participants had
more opportunities to process the target words and to become aware of their
different aspects and features. This in turn could lead to deeper memory traces
(Craik & Lockhart, 1979; Ellis & Beaton, 1993a), generate stronger form-meaning
connections, and help the learners acquire the target words much more effectively.

Finally, the superior performance of group C can also be attributed to the
role of pre-teaching. Laufer (2006) found that focus on forms, that is, in the case
of vocabulary acquisition, receiving individual target words and their definitions
in a list before a main task produces more desirable vocabulary acquisition
outcomes than a focus on form or reading comprehension. Here, the group C
participants were pre-taught the target words via a word list. They had,
therefore, the opportunity to focus on both forms and form in their task. Given
Laufer’s findings, the group C’s superior performance was not surprising. Group
A may also have benefitted from a focus on forms as they received the target
words in marginal glosses. However, why the group C outperformed group A in
the post-tests can be explained by the presence of repetition, which may have
deepened the process of encoding new lexical items and helped in creating
deeper memory traces.

In the end, with respect to the involvement load hypothesis, the poor
performance of group B and superiority of group C, it can be concluded that, if
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we consider the indexing method as accurate, the task of group B, , failed to
induce the expected moderate level of involvement load due to contributory
factors such as context, mental processes, features of the digital game, and
strategies. Consequently. As a result, the premise of the involvement load
hypothesis was not met, in this study, for by the task designed for group B.
However, group C’s digital game task induced a higher level of involvement load
and achieved its aims by other means such as pre-teaching, focus on forms,
frequency of exposure, and spaced repetition. To conclude, involvement load is
an important factor in acquiring the target words in digital game-based as well
as traditional tasks. However, it lacks adequate predictive power for evaluating
the success rate of vocabulary acquisition, in either digital game-based or
traditional, tasks. Therefore, I believe that, although involvement load hypothesis
is an important factor in vocabulary acquisition, it must be approached with care
because it lacks adequate predictive power.

6.4 Conclusion

This study on the effectiveness of digital game tasks for vocabulary acquisition
revealed that in spite of the variation in the constructive elements of the tasks, in
this case cognitive elements, the chosen digital game supported vocabulary
acquisition processes. Although the tasks were performed at different levels of
involvement load, the target words were effectively acquired, if not wholly via
the expected route, as the productive knowledge was better acquired than
receptive knowledge. Thus, this study partially supported the involvement load
hypothesis, showing that the level of involvement load influenced the outcome
of the digital game-based vocabulary acquisition tasks.

A general conclusion that can be drawn from this study is that multimedia
contexts, especially the digital game-based context, cannot be treated in the same
way as the traditional pencil and paper contexts with regard to vocabulary
acquisition. While task involvement load is a defining factor in traditional
vocabulary acquisition contexts, it does not, owing to various factors such as task
design, cognitive load, target word characteristics, mental processes, and strategy
choices, play a major role in vocabulary acquisition in multimedia contexts. .
Therefore, despite relatively high levels of involvement load, distinct differences
can be found in participants’ performance in digital game-based vocabulary
acquisition tasks. Moreover, the use of inferencing techniques is not encouraged
in the digital game-based vocabulary acquisition tasks even though it induces
high level of involvement load and it is considered effective in traditional
contexts. The reason for this is that it seems to lead to confusion rather than
acquisition. Or, if inferencing is encouraged, it should be implemented carefully,
meaning the provision of enough contextual clues and selecting digital games
that support learning about the facilitating options Moreover, applying pre-
teaching techniques and introducing the target words, their meanings and their
uses plus higher exposures to the target words are highly recommended in
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digital game-based vocabulary acquisition tasks. This is unlike traditional
contexts, where inferencing has been highly encouraged for incidental
vocabulary learning (Hulstijn, Hollander, & Greidanus, 1996; Rott, 2005). It seems
that pre-teaching techniques can boost the effectiveness of digital game tasks and
result in more desirable outcomes. If pre-teaching is not possible, meaning-given
glosses are highly preferred to meaning-inferred glosses in vocabulary
acquisition digital game tasks as they increase the possibility of precise form-
meaning link generation and prevent confusion.

Finally, the most noteworthy findings of this study, such as the better
acquisition of productive knowledge and the poor performance of the group B
participants in the post-tests, are emphatic reminders of the multidimensional
nature of vocabulary acquisition, which that makes vocabulary more difficult to
acquire than other components of language. Furthermore, these findings indicate
that the multidimensional nature of vocabulary acquisition cannot be explained
from a single point of view, such as, in the present instance, the involvement load
hypothesis. Several other factors, such as context, frequency of exposure,
cognitive load and decay, to name a few, that can alter the expected outcomes of
every vocabulary acquisition task and the predictions of vocabulary acquisition
hypotheses and theories. The effectiveness of digital games in vocabulary
acquisition supports the multidimensional nature of vocabulary acquisition since
the digital game context offers multiple factors that promote learning processes
and facilitate acquisition. In this study, irrespective of the differences in task
types and constructs between different groups of participants, the digital game
was boosted the acquisition of vocabulary items.

6.5 Limitations of the study and suggestion for further research

Like every other study in the humanities, this study has its limitations. The main
limitation concerns the target words. In the present instance, the target words
were selected only from one lexical class, that is, nouns. More specifically, they
were all concrete nouns. Thus, caution is advised in generalizing the findings of
this study to other lexical classes and to abstract nouns. The influence of lexical
category is a possible topic for future studies.

The lack of a control group is another potential limitation of this study.
Although a control group might have increased the validity of the quantitative
results, I preferred not to include one because, as the topic of this thesis suggests,
I was investigating rather than measuring or evaluating the effect. To investigate
the effect, I collected the qualitative data that allowed me to track online mental
process and to observe how they were modified by the digital game tasks.
However, this study could be replicated, including a control group, and the
results compared to those of this study.

As discussed above, the superiority of productive over receptive target
word knowledge might have been due to the prior administration of the
receptive post-test. It seems that the order of administration could have
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positively influenced participants” productive knowledge. This study could thus
be replicated with the post-test administered in the reverse order. The results
should then be compared to the present to reveal if the higher scores on
productive knowledge was the outcome of either the digital game vocabulary
acquisition task or the order of administration of the post-tests.

Finally, the low number of target words and participants hinder the
generalization of the present results. Tis study comprised only 20 target words
and 30 participants. Increasing the number of participants and target words in
future studies would be very helpful in either confirming or rejecting the present
outcomes and what they add to our knowledge on the digital game-based tasks
and vocabulary acquisition.

6.6 Implications of this study

Previous digital game and vocabulary acquisition studies have mostly concluded
that digital games are better used in a complementary role as an extramural
vocabulary acquisition activity (Sundqvist & Sylvén, 2012). However, this study,
by simulating a commonplace language classroom task and integrating elements
such as text and peer interaction, endeavored to push digital game vocabulary
acquisition tasks a step closer to their integration in the language learning
classroom by including them as a classroom activity. In this regard, the present
findings of this study may benefit language teachers and researchers.

In light of the outcomes of this study, it is important that language teachers
are aware that integrating digital games into language courses, while possible,
must be done with care. They should know that the pre-teaching of the target
words, provision of a game guide offering the possibility of peer interaction, and
that implementing a high level of involvement load are prerequisites of both
quality and quantity in target word acquisition and retention. Furthermore, they
must be aware that the genre of the digital game is also important. The adventure
genre is highly recommended over other genres for boosting vocabulary
acquisition due to its functional mixture of gameplay and story. Thus, teachers
can ensure that both the motivational and mental requirements for high quality
task performance and efficient vocabulary acquisition are met. On the other
hand, teachers should perhaps avoid inferencing techniques in digital game tasks
as these strategies not only do not assist vocabulary acquisition but also confuse
language learners.

Finally, these findings also have implications for researchers. First, to
control for unintended factors, researchers should consider these findings in their
future digital game-based vocabulary acquisition studies. Moreover, these
results may help reveal novel aspects and features that help boost the impact of
digital game tasks and game designers in producing digital games that serve the
purposes of both education and entertainment.
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APPENDIX A: VOCABULARY SIZE TEST (PERSIAN)

First 1000

1. SEE: They saw it.

A.pnyp

b. yte yania

C.35 o5

doss gays

2. TIME: They have a lot of time.
a.Jy

b.i

Clo sl

d. glesss

3. PERIOD: It was a difficult period.
a. Jlgs

b. ol

C. Cpllss

d. s

4. FIGURE: Is this the right figure?
a. s>

b.

C. ol

d. s

5. POOR: We are poor.

A U =

b. a5 Jlmtigs

C. ooy Gl

d. goss o2l s 55

6. DRIVE: He drives fast.

A oo L

b. o550

C. 038 Clngs

d. 53,5 sslinal oasle 5l

7. JUMP: She tried to jump.
Al G35 5 ol 9y

| ARRIEPIRINS

C. oslo ad 5 il prils &5

d. o558 S g

8. SHOE: Where is your shoe?
A cosles il S S

b. Sa s 5 55 9y e S sz

Co pmgine ok oS (G5

d. ool g o iz

9. STANDARD: Her standards are very high.

A skt S S S Sz oS lr
b. 88 sy 5565 o sy

C. 535 alyiygs S

At i s 93 oS0 S o

10. BASIS: This was used as the basis.

a. olsx

Second 1000

11. MAINTAIN: Can they maintain it?
a. il & ol

b. o535 5855

C. orblsy 8 5l e e

d. s

12. STONE: They sat on a stone.

b. R & o

C. Gl S 59y 0y 3ax

d. csps Sl gaed

13. UPSET: I am upset.

a. ws

b. 5t

C. )y

d. et

14. DRAWER: The drawer was empty.
Q. syghes o 85 (5| anr

b. sgins )& s catile S 2l

C. oxiols 55 3y sl ol

d. oblge o5

15. PATIENCE: He has no patience.
a. ke i

b. sl iy

C. ol

d. i § oy (yasl

16. NIL: His mark for that question was nil.
a.x s

C. oo A

d. e

17. PUB: They went to the pub.

A WS S g Mbghe p330 S ol

b. siSa 15 U 51 8 ol

C. optsls &G 3ps sl 2l

d. oblge <Y

18. CIRCLE: Make a circle.

a. gl o JSo

b. Js st

C. 58 JS

d. S5 #se

19. MICROPHONE: Please use the microphone.
Q. 158 035 )5 (sl s ahoss

D 1o 55 sisily sl oS0

C. Sspn 433 0 5835 g o 55 o5 a&rss

d. slyen 0dl5

20. PRO: He's a pro
A, s plaeiel Walome (8L sy 45 S
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b. ol sl lr

C. som psd

d. Lol cws

Third 1000

21. SOLDIER: He is a soldier.

a. b

b. 55l il

C. oS i oslinal o] il 51 &S oS

d. S s 25y o &S S

22. RESTORE: It has been restored.
Q. oty axiS 5ylLgo

b. oot 03y (5505 353

C. 488 (558 cand

d. o8 5 ks

23. JUG: He was holding a jug.
aA. ol isn ) slp 2l

b. ot e

C. gy yls a2

d.sps 0 it o S alows

24. SCRUB: He is scrubbing it.
. S 55 Sib sl ks s

b. 035 seess

Co s i sl oz oegle

d. st sz 5l sl sslu b

25. DINOSAUR: t-Rex is a dinosaur
a. bys plszs

b.gb s plst sl G b Ko sS wlsgrsa

C.oagh o gl Lasles 51 0T 8 Sy sl wlsgzga
d. Sl s i b Jls oS Slagge

26. STRAP: He broke the strap.
A, oy3ls sasy

bns?-y'% 3y

C. 13 o5 Olisy

Al Kosen & Ll 03813655 5 593 oo sl 53
27. PAVE: It was paved.

Q. iyt 3l xSl

b. sus g

C. 38 b)) ez 59

d. Gt slingy e mlaw

28. DASH: They dashed over it.

aA. o8 =S &

C. oS

d. os5 oK gy

29. ROVE: He couldn't stop roving.
a. O Camn

b. 435 e

C. o35 Sl glas b

d. (_,.315)5;“,\5:.4

b. st s

C. aiginn s 4als) (sl o5 oS

. 55K s 539 59 S5k sl S o5
Fourth 1000

31. COMPOUND: They made a new compound.

a. 38 Bl

D. ssts a5 cond as b 93 51 &S 5

C. sl °5)§

d. o5 o |y e 3835 Gyl elsly

32. LATTER: I agree with the latter.
A LS slias! 5l 559

b. oot al)l J¥s

C. ol

d. Cls

33. CANDID: Please be candid.
A. gy e

b. o5 RS

C. oos Jsle

d.omsls 03 53 amp 2iS

34. TUMMY: Look at my tummy.
A g sl S

b. s

C. glety S s 5l

d. s

35. QUIZ: We made a quiz.
Ay oiils &5 sl e

b. & slast

Co s Gy S

d. By 0¥ gl ol anem

36. INPUT: We need more input.
A 50 5z 5 Sz b Gy oledlbl (135 5yl
b. o5

C. oz o gl 0350 ly Sz

d. Js

37. CRAB: Do you like crabs?
AL oS o oS i 5148 2lys 3929

b. o555 S s slbo SIS

C. S g SxoS diy

d.ses salaols b 6 SorsS oy

38. VOCABULARY: You'll need more

vocabulary.
a. ols

b. &ylge

C. Jss
d. &Ll

39. REMEDY: We found a good remedy.

a. S J ln 2l

b. f5es 53 a9 132 sl ol
C. 13 3lo soll (510 0,

d. slssl uilgs



30. LONESOME: He felt lonesome.
- WO PR S

b.ss s

C.oS 2ol

d. w5050 »

Fifth 1000

41. DEFICIT: The company had a large deficit.
A oS gy el 5l i

b. ot o8 Sl sz G315

C. padls 0255 7% Gl sl aabip

d. asls b s ol Use

42. WEEP: He wept.

A s oS ples

b. oS Ag)f

C. oo

d. peg oS

43. NUN: We saw a nun

A WSn (Fu5) (e 53 S 65V 5 3ly5 39790

b. Sty ol

C. ol e sl S 35

d. Gll ys aslsl ootgy 49

44. HAUNT: The house is haunted.
A wlipp sl

b. 55 wls

C. o8 Js

d. #1551 »

45. COMPOST: We need some compost.
Al e slasiy

b.sss e e B eSS oS

C.ooads Coyd Sosed & oy (o 9 Koo 51 & o o
d. s0s alS sske

46. CUBE: I need one more cube.

A 35 0 o3litwl (i95 sl & S35 e

b. sl g s sSe

Co Sl (g0 iy (185!

. onts b g 51 3215 &S

47. MINIATURE: It is a miniature.
A iyl 5 S e S

b. 5y bl ovs sl sl domsy

C. o) 2y @3lgrga

A s Joata o & g 53y SIS S SorsS L
48. PEEL: Shall I peel it?

A, S Ol ys Sae gl

Co 038 b

d. o5 I

49. FRACTURE: They found a fracture.
a. - s 2 &?;

b, s
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40. ALLEGE: They alleged it.

A 538 ool Syae g

D. 5o sl oS ol s

C. lesl oLl gly ali> oo

L i Sty y sl il 2 525 Som
Sixth 1000

51. DEVIOUS: Your plans are devious.
a. ;L di>

b. colu guos

C. sy 43,8 (5 ymspms

d. Jgane s 51 518 Sl

52. PREMIER: The premier spoke for an hour.
. 20,5 55l sl bans 5 4 oS

b. s&asts st

C. y2lrla

d. <Jgs e

53. BUTLER: They have a butler.
aA. 5y ,Kuens

b. ks gy slaus

C. poya> plas

d. wls 5 oy 5 S5 )

54. ACCESSORY: They gave us some accessories.

Q. o 555 3yl Bl o O b S ) S

b. oy gz

C. L sl syl

d. Ly g Glal olaks

55. THRESHOLD: They raised the threshold.
a. pzp

b.ssion pss e bl 55 o s b aai

C. plesbo (ygys

d. s 085 28wz

56. THESIS: She has completed her thesis.
a. bbb

b aSlowa o Ll y3 26 Syt 31

C. elsa IS Jlu s

d. slr 5 Sloys Guigel Lol slagys

57. STRANGLE: He strangled her.

Q. xS ) oS 5l ool jLas b

D. osls 1y st diulgs o5 4l pls

C. 05590 sl @

d. 035 iy oS sl

58. CAVALIER: He treated her in a cavalier

manner.

b. slsge

C. diluyd g ne

d. o585k ol o aile

59. MALIGN: His malign influence is still felt.
a. ol

b. o=
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C. 8o
d. ol oS s>

50. BACTERIUM: They find a single bacterium

it.

A, Wigias gy Sl S S oS wlsgrge

b. 503 sle 5L LS

C. aSia Jox o iy 53 45 (g39290

d. sus w93 gl o3lan 4 g ooy 000350 &S (Siax
Seventh 1000

61. OLIVE: We bought olives.
A, gy sem

b. sss b iy o5

C. olaype sl b Gl

d. 530 LS 0aniS Loy sl &l

62. QUILT: They made a quilt.
aA. 4l cuoy

b. abs 53l

Cowds sl o8 9 ool Goa)

d. sl

63. STEALTH: We did it by stealth.
Al oS = ok Js

b. o558 Glsl o5 51 555

C. 038 =S (Sojs g dlidine

d. u.s)_‘f; oS 0 derlge i 3

64. SHUDDER: The boy shuddered.

Q. 535 oo 1S o b
b.ls

C. syl

d. s enilssls sl 4

65. BRISTLE: The bristles are too hard.
a. oYy

b. sbss anE slaga

C. 536 i

d. jus s

66. BLOC: They have joined this bloc.
Q. e 095

b. olsps 05,8

€l o ssliusd it 1 gk o 53l S5 098

d. s S s Sprta slaygts ogS

67. DEMOGRAPHY: This book is about

demography.

A T b by ol 5 (e e

D. slast Sy 5 i oS5 lallaa

C. Ul elalas

d. el olallas

68. GIMMICK: That's a good gimmick.
Q. il g0 O] 59y 2 il 55 5 plKn S (s

b. Uy /S sl 2l b S5 5

C. & azrgs Ll sl 538

C. W)Lu.u
d.j,
60. VEER: The car veered.

A oy Ko o 4 S

b. oadlys o)

C. oS sbaml iy sl sl

A Gos o i 51 b i g
Eighth 1000

71. ERRATIC: He was erratic.
a. s o

b. s Ls

C. 050 )l

d. Ssblgon s ols o

72. PALETTE: He lost his palette.
A ple o |y s

b. 15 oayss e

C. Ols= 9ol &

d. b ) 0,5 bskia gl ol ass

73. NULL: His influence was null.
A als g5 dn

b. 358 spsm

C. bl 5,6

d. pasls SY¥sb 3

74. KINDERGARTEN: This is a good
kindergarten.

A oS 0SS o SIS (0 Gegalyd o S alas

b. s, Sok sl Sl

Cooagds o Jom oniy 59y 45 1Sma 5 Sy S

d. s o 2 OS5l S ol

75. ECLIPSE: There was an eclipse.
a. s b

b. LTL e 5195 2k e

C. o el 51 goly sloss oy2iS

L sst ol sla cnty sty 55

76. MARROW: This is the marrow.
A, il g s

D. gl Loy pyp cand

C. Lglgn Jyus

d. Gy

77. LOCUST: There were hundreds of locusts.

a. b oyis

b. Jups sl s

C. g5 oo oS oS (50,3

d. Gl Kb g s U5

78. AUTHENTIC: It is authentic.
a. sl

b.15s 5 5 2 sl

C. i



d. whylsgs ai>

69. AZALEA: This azalea is very pretty.
A sl s gbo Sb Soo5olS

D. oot sl el slge 51 S S slsa

CoosS p it g ol S o sU

d. sies sl asle 8 bys slo Gas

70. YOGHURT: This yoghurt is disgusting.
A Sgiuelag b Glsgy & 13 &5 alus &

b. xilsg 5 Lot

C. gdun 438 s 51 S Jadi g ouds i oobe

d. o5 etsS L S i gua

Ninth 1000

81. HALLMARK: Does it have a hallmark?
. 558 ealinal S saime oLt & (g3

b. el el oLt oS i

C. uhbe gl ples

d. g5t o5 plas b cdls

82. PURITAN: He is a puritan.

A. 5)ls cwgs 4z g3 &5 WS

b oladlsl & sl sl 5353

C. ogo L Gl 58

d. s rmT

83. MONOLOGUE: Now he has a monologue.

A, pir S S

b. Sun 0s s diage p35 oo

C. )38 ot oYL

A ssdlsgmss Koses & Sy il b & oS
84. WEIR: We looked at the weir.
A, syls uxe ;8 &S WS

b. el o s S sle JS 6 55 JS sl

C. )ls)\ sy L L;.)L_a J)LAMSA)L\&

d. g & e ,;TU KYS I saniS 43&:5) S99 ‘66)*’
85. WHIM: He had lots of whims.
A, 208 b sls S

b. ssle |

C. 05Kl 2 5 e sla oyl

d. SBsys 503 slo Koy

86. PERTURB: I was perturbed.
A 8L caws 3355

b. o5

C. oaS cf)l.».v

87. REGENT: They chose a regent.
A cdgn o0

b. s

C. ol 0y Cgunita olisly sl> 45‘5)‘.’\§Q53l§

d. a.\&,gk}

88. OCTOPUS: They saw an octopus.
a. ))5@)\5;‘4&@&5;5)}4&&5)3
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d. e ke

79. CABARET: We saw the cabaret.
A, ling Sy byl 55 g

b. oy 9 e Jore

C. onips Sz S oyl

d. ool (Ll a3 ole dess oS 53550

80. MUMBLE: He started to mumble.
A 35 SB s

b. sl IS5 g 6lgs

C. ood B oS oty

d. s cumo sl

Tenth 1000

91. AWE: They looked at the mountain with awe.

a. SIS
b. @
C. oy g s
d. sl
92. PEASANTRY: He did a lot for the peasantry.
a. oy ol

b. csls oS

C. LBL Gl

d. s olysles

93. EGALITARIAN: This organization is
egalitarian.

A, 3,50 Gide 395 5 golyy el

b. sl el

C. 585 @yl wogliad cslgiys

d. 0355 ) lslus & LB Lo b

94. MYSTIQUE: He has lost his mystique.
a. Yo

b. )15 s 5,08 o ols GLiS 5 035 U5 | e

C. o9 yls 0y 90 S dBginn

d. ey sl

95. UPBEAT: I'm feeling really upbeat about it.
a. ool

b. e

C. ysls il

d. e a8

96. CRANNY: We found it in the cranny!
. wlgx b Lsl g

b. b o558

C. 6l 5 b o o 5Ll

d. 5 2oz wax

97. PIGTAIL: Does she have a pigtail?

A s 4l (590 i

b ot Gligl 65 ol S ety o (3l slo ol

Clsited oy 09 B2 59y 2 S s g0 SSL LS

d. gytae

98. CROWBAR: He used a crowbar.

Q. oai o= G L 3l ol 43
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b. kS 25

C. oS 0 5l b 4o (il L &S ble

d. b{ o b ﬁlg)é 9594

89. FEN: The story is set in the fens.
Q. ot osndigy ST b o g 0085

D o5 iy b st onsy 51 e

Co b g oS 2 b 1 L e 5l fand

d. 068 sl o ol

90. LINTEL: He painted the lintel.
Q. oy b 5o Y ol

b. iS5 255 5) Sis 4 oy sl S sS 255

C. s sl ogme g obj sl axlis b oy ey

d. w‘;w)AWaMQOL&JASGIAJ;'J

Eleventh 1000

101. EXCRETE: This was excreted recently.

A. ouds aob..a)é O L b ook ool )L‘;.é

b. Qé)s co‘j

C. Lole Giless]

. Sslaet plizr] 8 o

102. MUSSEL: They bought mussels.
A b sl Sass sl i oo

b.)l.s Bao sl

C. iy S sl 250

L asgs 152 plKia la ol 281365 5205 sl 53215 S5
103. YOGA: She has started yoga.

a. a)fb Sy 8

b. a5 oo sl Goins 55

C. psrae S5

d. B slyaiS 5l a8y £9

104. COUNTERCLAIM: They made a
counterclaim.

A sl s 5,00 0,9 b a8 uLiad sigyy o o 53,3 sl
b. Gl i 85 g sl

C. 38 azglan sl SaS 95 o 2l3yl3

d. s,

105. PUMA: They saw a puma.

A o5 5l onds aid Lo Sy oS G-

b. 05 5 Sis sl sips iy

C.oaly 0395 oy )3 oz 4en &5 593 5oL

d. o5 S5 a8

106. PALLOR: His pallor caused them concern.

A. Joeasl g o VL oo

b. s con & S

C. ;liwgs 05,5

d. s S

107. APERITIF: She had an aperitif.
A, sl wws SO Joio

b. osas jisl ples

C. st b Sy o)

b. e b

C. pyz 53 Ehaw slml sl (5525 Ay

d. S 53l slas

99. RUCK: He got hurt in the ruck.

AL Y5 oS o 5255

D. faysl jLed g gpols Jo

C. Sl sad goz 055 S0 593 oS SUSH3L 098

Al ols il o s S o

100. LECTERN: He stood at the lectern.
. dalllas sl QLS bls &5 gl sje

b. 55 o st LlS slo 53 sl 65 (s x5 L e

Coogh p Syl Sardys o 51 S ol

d. sy

Twelfth 1000

111. HAZE: We looked through the haze.
a. Mojf e

b. Gt glss

C. oy oling: sl Sl b gz b s

d. ol ey

112. SPLEEN: His spleen was damaged.
A, gl o gieinl

b. el oSt Sospp 45 S

C. oLl Jy)

d. 9> 4 (\‘)bl

113. SOLILOQUY: That was an excellent
soliloquy.

A i i sl Saal

b. sl e

C. hewsza 9 03 b 5 3lon

d. 6 wmo 55 145 55 =

114. REPTILE: She looked at the reptile.

b. gl Cadew g Spmigs 39294

C. b)f 0)99 a.\;.f:aj)é

d. 59t 0 cesys (K 215 sl K5 il b &S S
115. ALUM: This contains alum.

a. ‘55)13.4.@&31.;&)'\&4@3&

b. Ba Cawyd Sghan JL?]‘ 5! “5»5‘“)" sole

C. S 50 98 ()3 45 SLS yo9

d. sixes pgied] Jals Ygene 8 ol Sl

116. REFECTORY: We met in the refectory.

A. syp>las bl

b. sy Glys! Liaal (sl (51 0]
C. a5 v ali_;\,}

d. ol e sl

117. CAFFEINE: This contains a lot of caffeine.

A. 9l lgs esle
b. e sl sj).g )'| ool Sy SUWI
C. slasl sl oyl



d.1s 5 g sasy

108. HUTCH: Please clean the hutch.
A Ol als &5 5l sl 95

b. dlol sl patle cnty ol

C. doyzgo o gz b s pid] 1

d. S5 wlsgrsn sl s

109. EMIR: We saw the emir.

A il oaes sbap b (sl oy

b. 5 0 cudlie hSes 558 31 it slaysdS s & 5
C. 43@)51:‘- dLa),:.S)a C,..alg) 9 Q).Aé 6‘)‘" :)é

d.oss s lo o 5 31 S ol 0>

110. HESSIAN: She bought some hessian.
A. M9 Sye 2l

D. St a0 55 g e sl sl S lajer
C.old

dblie a5 fs s50 sl 558 o ol b 51 4,
Thirteenth 1000

121. UBIQUITOUS: Many weeds are ubiquitous.

Al 35 g 83 o 5l Gy
b. Y5k g il az; sls
C.o5gi o0 log bygaS iy yo
d. 9y QL:.MA)‘ >

122. TALON: Just look at those talons!
A, pleass gl

b. 6,58 By 55 5 somed b

C. (oS oy Uicligy

d. sl €0y g 8Sin Somias |y HLissgs oS g31,3)

123. ROUBLE: He had a lot of roubles.
Al Gyl bl 508 Ko

b. PSP

C. gy Js

d. i s Glgy b SN ISt

124. JOVIAL: He was very jovial.
Q. oy b ot S

b. Ql)iga RV:339)

C. o> 9 solo jl »

d. QL&J’:

125. COMMUNIQUE: I saw their communique.

Q. dsgn Sy 230 3 Wlakihe GyliS

b. ol csler S0 51 50l ol3l 4 Blazs &5 2L
C. slads sl

d. ey sl

126. PLANKTON: We saw a lot of plankton.
A stk o oS sy 4 85 poms 0LS
b. sites UT s 8 Sz 58 wllges 5 lalS

C. Dgd 0 ooliiw] cidew gbb Loz (Lo gl &S LSy
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d. 15 50 sl eole

118. IMPALE: He nearly got impaled.
Al b darpr igdS b

b. 1l ol s

Co o8 Ehgw i dawy b

d. o less S 1S

119. COVEN: She is the leader of a coven.
A, S g8 sailys 05,5

b. s o glas T 5 ples G5 S Gy

C. s dsals

d. st e sl o LS 005 5 295

120. TRILL: He practiced the trill.

A, Ewge dolad S 5l o dakad

b. 5 ooy 255

C. o9 Slpoged

d. Sl ss) 3 G5 5 28y 58

Fourteenth 1000

131. CANONICAL: These are canonical
examples.

A ol sty 48t ly 5l b T 53 &S oo Gges

. ol s il oaa DS K 516 s Sl

C. zhs Jyeme sl Jlie

d. 9l sus a8 1l S s ge3

132. ATOP: He was atop the hill.
A, Sz & o

b. s YU 5

C. Sz 4US 5o

d. oos sz 31 5 Bk o

133. MARSUPIAL: It is a marsupial.
A e sl b 39790

b. 552 o idgia oty S pLE

C. x3yz 0 adiygs a0 S S LS

d. a e slp S b 53990

134. AUGUR: It augured well.
A, sl sl ot sols sasg g slager

b. (o @dlge xtls Ul 4o oS i b

Co ol y3 597 5 S L8 K

d. Ly s s shao b (Sl

135. BAWDY: It was very bawdy.
Q. G o S

b. N CIRURY)

C. sozles

d. ;s

136. GAUCHE: He was gauche.
a. By
b. i Glaw!

Cocnf g uns
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e gt o ey S5580 b iy b S a8l IS
127. SKYLARK: We watched a skylark.
a. leylss Lisles

D. e o oy 595 oS i s o axLs dlonsg
[GRRVINES] ):\A‘-)A.E syls &8 g008

d. s5lss o 51T il 53 Slap e 53 45 oS sl si

128. BEAGLE: He owns two beagles.
A, yls g5 his 45 9,05 sl il

b5 Sl lajan 505 sloyss S5 0 o iy K8
Cshs slo osS b S g8 S

d. Sl a8 15 ot o S y3 65 e wls

129. ATOLL: The atoll was beautiful.
A ooty il Uys 45 gite 4> Bbl 5 68 loys oy o5
. ilisa slo o 5 1o Sy b ST LI 3l s a8l sy 5]
C. 3538 0y 0 yae b o) S 5y0l52 51 2 Sz 2

d. 55 o pss o 51 6lsg, & Ko 3l s Sy sl

130. DIDACTIC: The story is very didactic.

Al 5ols Gad oS @ ly S5z B 03,5 GO e
b. 55k Syt Sl

C. e Jbosl & sy

A o x5 pnn 5 peials

d. s

137. THESAURUS: She used a thesaurus.
A 5piSos £9

C. o8 cozo o> oy

d. sy 25 505

138. ERYTHROCYTE: It is an erythrocyte.
A. 3y s alS syl

b. 5> 505 cami

C. a8 — b k8

d. o Jis 655 5l 5

139. CORDILLERA: They were stopped by the cordillera.
b. alus s

C. 555 ai,

d. an.)l:g )»S/)).v),w.;

140. LIMPID: He looked into her limpid eyes.
a. sl

b. <5l

C. Ky sl oged



APPENDIX B: RECEPTIVE TEST

1. Match the words with their meanings by numbers:
A:
1. Debris

2. Shack ) Jaz
3. Latch M9 >
4. Hook o\

5. Skull

6. Matches

B:

1. Fragments

2. Portrait

3. Ember ¢ Jley
4. Sign 03)> aSui
5. Magnifier U)o

6. Carpet

2. Choose the best meaning for the given words

Portrait means:

a) yuSe b b) Ly €) Ly S
Drape means:

a) s3lo ) Lo b) o 0)3 €) S)99 023
Magnifier means:

a) ou 0)d b) guisS c) €y Jl&j
Closet means:

a) gy yw b) juse L €) )
3. Translate the following words into Persian

Skull

Matches
Cover

Sign
Fence-barriers
Chain

Gears

Drawer

Shack

Burner

175
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APPENDIX C: PRODUCTIVE TEST

1. Match the words with their meanings by numbers:

A:

1. L\s

2. iy

3. J)° L_LQ.?
4. =8

5. 31935
6. 03y5> S

B:

1. w 0)d
2. Ginys

3. =)

4. LS_}J.é _)Lo?
5. G)gi 03y

6. gisS

C:

1. by 220>
2. &iliu
3. axi8
5. ¢S

CRVES])

2. Fill in the blanks with appropriate words.

- They were poor; they were living in a small sh
- I got a big fish with a long ho .

of my grand-father is on the wall of living room.
Alice puts her money and golds.

- A por

-Inhercl

3. Translate the following words into English.

dozo>
IR

Sy S 58
b Jlej
6_}.1.6 _)L;.Q?

Fragments
Latch
Debris

Carpet

Drape

Magnifier

Chain

Sign
Gears

Cover
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APPENDIX D: THE GROUP A GAME GUIDE

1. Click on the door. Click 3 times to clean the debris; Take the NOTE. 1) 93>
2. Click the NOTE again in your bag

3. Take the STONE and RING; read the note.
4. Click on the old shack. auls

5. Use the STONE and click on the window 2 times; click on the latch; click on the door to open. 3D Cua>
6. Now, try to find things in the list.

7. Click on the hook H
8. Now, click on the skull; click on the key. doxo>
9. Find and click the matches; RITRNS
10. Now, click on the burner; Find and click the Kettle, then, click the burner again Sy _-)lg
11. Click on the hot water
12. Click on the things in the picture with yellow arrow ()

- . E 1

 TASKSLIST

13. You get a KEY
14. Go out.
15. Click on the door, Click on the key cover; Click on the key in your bag and put it on the Ulgd sw
door.

16. The door is open, go in.

17. Click on the LADDER; click on the leaves 4 times; click on the glue

18. Go into the house. The door will close fast.

19. Click to zoom on the door. Click on the BROKEN DOOR HANDLE 1/3,2/3
20. Click on the carpet. Click on the BROKEN DOOR HANDLE 3/3 Uiyd

21. Click on the GLUE in your bag; Click on the broken door handle, fragments stick together. 03> aSui
22. Take the DOOR HANDLE

23. Click on the fixed DOOR HANDLE in your bag, click on the door hole.
24. Click on the it. There is a puzzle
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AL B C B E F‘*
iz 8l s .uL‘H-

,L 1=l "ful'ﬂﬁ'ly“'ﬂ*u :‘J|,,-

Je= "4 § W) - :
i‘[bfhlr'plll #Hz m|

C D E? _|:L |

A~ B, |
| H’”}fii’ll[:lH“hL‘h-l"

. d 1.h. M alann B
"IJ I'Ij Htu %] | :‘d " i‘ }.l

Ll A

Solutlonpartl(Kl) ChckBC CD AB A-G, BC AB GH AG GH DE CD B-C, A-B.
Solution part 2 (K2). Swap K-L, J-K, ], J-K, F-L, E-F, K-L, F-L, D-E, E-F, K-L, J-K

Solved (K3)

25. Go inside

26. Click on the JAMES'S HAT

27. Click on JAMES'S HAT in your bag again. click the ribbon; read the note; click on the
JAMES'S HAT

28. Click on the SHOVEL

29. Click on the plank on the fire, Click on the stairs to go up.

30. Click on the HAMMER, on the right wall, 3 times.
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31. Go back down.
32. Click the HAMMER in your bag, click on the portrait osSe wls
33. Behind that, Click also on the PLANK 1/3 and ISAAC’S REEL
34. Go outside to the yard

35. Click on the HAMMER in your bag; click on the red closet, Click on the nails =8
36. Click on that; it opens; Click on the sack inside

37. Click on the SHOVEL in your bag; Click on the sack to get a SCOOP OF SAND
38. Go out of the yard from the main door.

39. Click on the HAMMER in your bag, click on the door sign; Click on the nails and plank Colle
40. Click on the main door, click on the house’s door, you go into the house
41. Click on the SCOOP OF SAND in your bag, Click on the embers; Click on the PLANK 3/3 ey Ji&y
42. Click on the LADDER in your bag

43.Click on the ladder; then, Click on the 3 planks; Click on the 6 nails in your bag, Click on
ladder

44. Click on the HAMMER in your bag; then Click on the LADDER 3 times.

45. Click on the French door on the left

46. Click on the LADDER in your bag; Click on the fence-barriers sils Lo
47. Click on the 2 small doors above the French door; Click on the DIARY and the LENS
48. Click on the drape; Click on the projector; Look at the picture and click and drag the parts. Sy 033
49. Click on the LENS in your bag; Click on number 2 in the picture.

50. Click on the REEL in your bag; Click on the number 8 in the picture. Click on the DOSSIER.
51. Click on DOSSIER in your bag; Click on the CODE

52. Go back to the yard

53. Click on the DIARY in your bag.

54. Upper button is C and lower button is D
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55. Solution. Click C-Dx4-Cx2-Dx3-C-D-C-D-Cx2-Dx3-Cx2-Dx2

56. Read the diary; Click on the MEDALLION

57. Click on the MEDALLION and CODE in your bag. Click on the box in the yard. Code is: 1-8-
9-5

58. Click on the POUCH

59. Click on the POUCH in your bag. Click on the magnifier and tag;

60. Now, you have a CHAIN

61. Go inside the house, first floor, in front of the French door.

62. Click on the CHAIN in your bag. Click on the gears above the French door.

63. Click on the stairs to go to the second floor, the dining room

64. Click on the pocket on the skeleton; Click on the note

65. Click on the SMALL KEY

66. Click on the SMALL KEY in your bag; Click on the drawer; Click on the RUST-AWAY and
RUBBER GLOVE

67. Go back to the yard

OH 0)3
)

>y 634D



183

APPENDIX E: THE GROUP B GAME GUIDE

als
1. Click on the door. Click 3 times to clean the debris; Take the NOTE. ) 93>
)d Lz
2. Click the NOTE again in your bag
3. Take the STONE and RING,; read the note.
als
4. Click on the old shack. ) 93>
)d Jaz
s
5. Use the STONE and click on the window 2 times; click on the latch; click on the door to 374099 );
open.
)) Lz
6. Now, try to find things in the list.
doxoz
7. Click on the hook s
<y S
doxo>
8. Now, click on the skull; click on the key. o\ls
TRV
doxo>
9. Find and click the matches; Sy Sy 8
VRV
oo
10. Now, click on the burner; Find and click the Kettle, then, click the burner again als
Sui S 58
11. Click on the hot water
12. Click on the things in the picture with yellow arrow ()
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TASKS LIST

[=

13. You get a KEY
14. Go out.

15. Click on the door, Click on the key cover; Click on the key in your bag and put it on the
door.

16. The door is open, go in.

17. Click on the LADDER; click on the leaves 4 times; click on the glue

18. Go into the house. The door will close fast.

19. Click to zoom on the door. Click on the BROKEN DOOR HANDLE 1/3,2/3

20. Click on the carpet. Click on the BROKEN DOOR HANDLE 3/3

21. Click on the GLUE in your bag; Click on the broken door handle, fragments stick
together.

22. Take the DOOR HANDLE
23. Click on the fixed DOOR HANDLE in your bag, click on the door hole.
24. Click on it. There is a puzzle

U)o
03> aSyi

UG W

U0
03)> aSy
U9 W

=8
03)3 aSyi

Sy Sy 8



185

P A =Ba:CriDiiEniEs T
{9 1T T LT nL‘M-"---—-!.

g 1\ ht.ﬂ'ﬂ—r b ].r—|—|
i m -,'.|-"f

3 S

B A B C D“ E' FL
o I'T'{Tiilli[:l Full -

juge=- ﬂg -

Solutlonpartl(Kl) SwapBC CD AB A-G BC AB G-H, A-G, G-H, D-E, C-D, B-C, A-
B.

Solution part 2 (K2). Swap K-L, J-K, ], J-K, F-L, E-F, K-L, F-L, D-E, E-F, K-L, J-K

Solved (K3)

25. Go inside

26. Click on the JAMES'S HAT

27. Click on JAMES’S HAT in your bag again. click the ribbon; read the note; click on the
JAMES'S HAT

28. Click on the SHOVEL

29. Click on the plank on the fire, Click on the stairs to go up.

30. Click on the HAMMER, on the right wall, 3 times.

31. Go back down.

32. Click the HAMMER in your bag, click on the portrait

33. Behind that, Click also on the PLANK 1/3 and ISAAC’S REEL
34. Go outside to the yard
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35. Click on the HAMMER in your bag; click on the red closet, Click on the nails

36. Click on that; it opens; Click on the sack inside
37. Click on the SHOVEL in your bag; Click on the sack to get a SCOOP OF SAND

38. Go out of the yard from the main door.

39. Click on the HAMMER in your bag, click on the door sign; Click on the nails and plank

40. Click on the main door, click on the house’s door, you go into the house

41. Click on the SCOOP OF SAND in your bag, Click on the embers; Click on the PLANK
3/3

42. Click on the LADDER in your bag

43.Click on the ladder; then, Click on the 3 planks; Click on the 6 nails in your bag, Click on
ladder

44. Click on the HAMMER in your bag; then Click on the LADDER 3 times.

45. Click on the French door on the left

46. Click on the LADDER in your bag; Click on the fence-barriers

47. Click on the 2 small doors above the French door; Click on the DIARY and the LENS

48. Click on the drape; Click on the projector; Look at the picture and click and drag the
parts.

49. Click on the LENS in your bag; Click on number 2 in the picture.

£ls Jles
S)gd 01y

sl
O 0)d
$)9d 03y

V9L W
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50. Click on the REEL in your bag; Click on the number 8 in the picture. Click on the
DOSSIER.

51. Click on DOSSIER in your bag; Click on the CODE

52. Go back to the yard

53. Click on the DIARY in your bag.

54. Upper button is C and lower button is D

55. Solution. Click C-Dx4-Cx2-Dx3-C-D-C-D-Cx2-Dx3-Cx2-Dx2

56. Read the diary; Click on the MEDALLION

57. Click on the MEDALLION and CODE in your bag. Click on the box in the yard. Code is:
1-8-9-5

58. Click on the POUCH

OH 0)3
59. Click on the POUCH in your bag. Click on the magnifier and tag; S)gd 03y
H2)
& 035
60. Now, you have a chain oisS
H2)
61. Go inside the house, first floor, in front of the French door.
& 000>
62. Click on the CHAIN in your bag. Click on the gears above the French door. guisS
H2)
63. Click on the stairs to go to the second floor, the dining room
64. Click on the pocket on the skeleton; Click on the note
65. Click on the SMALL KEY
& 00>

66. Click on the SMALL KEY in your bag; Click on the drawer; Click on the RUST-AWAY giaS
and RUBBER GLOVE

OH 0)d

67. Go back to the yard
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APPENDIX F: THE GROUP C GAME GUIDE

1. Click on the door. Click 3 times to clean the debris; Take the NOTE.

2. Click the NOTE again in your bag

3. Take the STONE and RING; read the note.

4. Click on the old shack.

5. Use the STONE and click on the window 2 times; click on the latch; click on the door to open.
6. Now, try to find things in the list.

7. Click on the hook

8. Now, click on the skull; click on the key.

9. Find and click the matches;

10. Now, click on the burner; Find and click the Kettle, then, click the burner again

11. Click on the hot water

12. Click on the things in the picture with yellow arrow (|

 TASKS LIST

[=

13. You get a KEY

14. Go out.

15. Click on the door, Click on the key cover; Click on the key in your bag and put it on the door.
16. The door is open, go in.

17. Click on the LADDER; click on the leaves 4 times; click on the glue

18. Go into the house. The door will close fast.

19. Click to zoom on the door. Click on the BROKEN DOOR HANDLE 1/3,2/3

20. Click on the carpet. Click on the BROKEN DOOR HANDLE 3/3

21. Click on the GLUE in your bag; Click on the broken door handle, fragments stick together.
22. Take the DOOR HANDLE

23. Click on the fixed DOOR HANDLE in your bag, click on the door hole.

24. Click on it. There is a puzzle
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Solutlonpartl(Kl) ChckBC CD AB A-G, BC AB GH AG GH DE CD B-C, A-B.
Solution part 2 (K2). Swap K-L, J-K, ], J-K, F-L, E-F, K-L, F-L, D-E, E-F, K-L, J-K

Solved (K3)

25. Go inside

26. Click on the JAMES'S HAT

27. Click on JAMES’S HAT in your bag again. click the ribbon; read the note; click on the
JAMES'S HAT

28. Click on the SHOVEL

29. Click on the plank on the fire, Click on the stairs to go up.

30. Click on the HAMMER, on the right wall, 3 times.
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31. Go back down.

32. Click the HAMMER in your bag, click on the portrait

33. Behind that, Click also on the PLANK 1/3 and ISAAC’S REEL

34. Go outside to the yard

35. Click on the HAMMER in your bag; click on the red closet, Click on the nails

36. Click on that; it opens; Click on the sack inside

37. Click on the SHOVEL in your bag; Click on the sack to get a SCOOP OF SAND

38. Go out of the yard from the main door.

39. Click on the HAMMER in your bag, click on the door sign; Click on the nails and plank
40. Click on the main door, click on the house’s door, you go into the house

41. Click on the SCOOP OF SAND in your bag, Click on the embers; Click on the PLANK 3/3
42. Click on the LADDER in your bag

43.Click on the ladder; then, Click on the 3 planks; Click on the 6 nails in your bag, Click on
ladder

44. Click on the HAMMER in your bag; then Click on the LADDER 3 times.

45. Click on the French door on the left

46. Click on the LADDER in your bag; Click on the fence-barriers

47. Click on the 2 small doors above the French door; Click on the DIARY and the LENS

48. Click on the drape; Click on the projector; Look at the picture and click and drag the parts.
49. Click on the LENS in your bag; Click on number 2 in the picture.

50. Click on the REEL in your bag; Click on the number 8 in the picture. Click on the DOSSI
51. Click on DOSSIER in your bag; Click on the CODE

52. Go back to the yard

53. Click on the DIARY in your bag.

54. Upper button is C and lower button is D

ER.
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55. Solution. Click C-Dx4-Cx2-Dx3-C-D-C-D-Cx2-Dx3-Cx2-Dx2

56. Read the diary; Click on the MEDALLION

57. Click on the MEDALLION and CODE in your bag. Click on the box in the yard. Code is: 1-8-
9-5

58. Click on the POUCH

59. Click on the POUCH in your bag. Click on the magnifier and tag;

60. Now, you have a chain

61. Go inside the house, first floor, in front of the French door.

62. Click on the CHAIN in your bag. Click on the gears above the French door.

63. Click on the stairs to go to the second floor, the dining room

64. Click on the pocket on the skeleton; Click on the note

65. Click on the SMALL KEY

66. Click on the SMALL KEY in your bag; Click on the drawer; Click on the RUST-AWAY and
RUBBER GLOVE

67. Go back to the yard
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APPENDIX G: THE GROUP C WORD LIST

Debris:

Example: workmen were clearing the roads of the leaves and garden debris.

Shack:

Example: In a shack, friends gathered together for a night camp outside.
Latch:

Example: Push the latch to open the door.

Hook:

Example: Tom used the hook to take a box out of water.
Skull:

Example: He had a bad accident. He damaged his skull badly.
Matches:

Example: He started a big fire with matches.

Burner:

Example: He used a burner for cooking eggs.

Carpet:

Example: I always hide my keys under the door carpet.

Fragments:

Example: John fixed the glass by attaching the broken fragments together.
Portrait:

Example: Grandfather’s portrait hangs on the wall in the living room.
Cover

Example: When it rains, I put a cover on my car

Closet:

Example: My personal things are in my commode.

Sign:

Example: we cannot have dogs with us because “No Dog” is on the door sign.

Ember:

Example: In the house fire, Eddy burned his hand by a falling ember
Fence-barriers:

Example: Soldiers couldn’t move ahead because of poisonous fence-barriers.
Drape:

Example: The poor man’s door was covered with a drape

Magnifier:

Example: Sherlock Holmes looked into his magnifier for analyzing the blood.
Chain:

Example: She had a gold chain around her neck.

Gears:

Example: There are a lot of gears in robots and clocks.

Drawer:

Example: Maggie pulled her desk drawer out to take her pen.
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APPENDIX H: THE INTERVIEW QUESTIONS

Personal Experience & Background

¢ How often do you play video games? On what platform (Mobiles, Tablets,
PCs, or Consoles)?

e What do you focus on when you play video game? What about this game?
Why?

e Have you ever tried to learn new words from video games? Describe it.
e Are there words that you have learned from video games? Like what?

e Is there anything, in the video games, to help you understand unknown
words? What about this game? Describe it.

e Do you use any tricks, when playing a video game, to help you with
unknown words? What about this game?
Digging Out the Processes & Strategies

¢ Do you think you have learned any new words from playing this video
game? For example, what?

e What do you think you have learned about the words in this game?
Meanings? Pictures? Spelling? Why?

¢ How do you think you have learned them?

e Can you remember them easily? For example, What? Why?

e Has this video game helped you to remember / learn them easily? How?

e Did the game guide help you to learn the selected words? Why? If yes, How?

e Did it help you to remember or learn the new words or did the video game?
Why?

¢ What did you do when you met an unknown word/selected words in the
game guide of this video game?

e What did you do if you couldn’t remember/recognize the meaning for the
unknown words in this game guide?

Monitoring the Cognitive Load

e What was difficult about playing this video game? What bothered you the
most?

How did you overcome it?
What was easy about playing this video game? What helped you the most?
How?

o How is it easier to play this video game and learn new words?

e Was there anything else like the interface, mouse, keyboard, font size, font
style, etc. that made it hard for you to play the game or stopped you from
playing the video game easily?

Other

e Is there anything else you want to add about the game, word learning, and
remembering them?
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SUMMARY

Vocabulary acquisition and teaching are among the major activities in every
second or foreign language classroom. However, vocabulary acquisition and
teaching are challenging because acquiring vocabulary demands the acquisition
of many bits of information. For instance, Ringbom (1987) sees vocabulary
acquisition as a process of developing a complex interconnected matrix of
knowledge systems that are accessed for both comprehension and production.
He posits that when an L2 language learner wants to acquire a word, he faces
different linguistic tasks such as learning the internal form (morphology), the
meaning (semantics), the use of the word in a sentence (syntax), the words that it
can be combined with (collocation), the words that are related to it (association),
and finally, the extent to which the word can be accessed (accessibility). Thus,
vocabulary acquisition is a multidimensional process. To reduce the demands
and challenges that an L2 learner may face during his attempts at vocabulary
acquisition, many teaching and acquisition techniques have been proposed,
studied and applied. Among these, methods of incidental vocabulary acquisition
have been encouraged over other methods as incidental vocabulary acquisition
is considered an influential way of acquiring vocabulary from context, a
motivator for extensive reading, and a promoter of deeper mental processing
(Ahmad, 2001). Schmidt (1994, as cited in Laufer & Hulstijn, 2001) refers to
incidental vocabulary acquisition as the unintentional acquisition of vocabulary
items when learning, for instance, how to communicate.

In addition to incidental vocabulary acquisition, it had been proposed that
the structure of vocabulary acquisition tasks may influence the rate and the
quality of vocabulary acquisition. Hulstijn and Laufer (2001) found that
vocabulary acquisition tasks that provide the opportunity for more deeply
processing vocabulary items qualitatively and quantitatively assist incidental as
well as intentional vocabulary acquisition. Their idea derives from the memory
studies by Craik and Lockhart (1972) and Craik and Tulving (1975). In a seminal
paper, Craik and Lockhart (1972) introduced the concept ‘depth of processing’.
They argued that “memory trace is a by-product of perceptual analysis. The
persistence of that trace depends on how deep the stimulus has been analyzed”
(Craik & Lockhart, 1972, p. 671). They continue that more elaboration is
associated with longer persistence of the trace. In other words, “rich (qualitative)
and numerous (quantitative) associations with existing knowledge [...] increases
the chance that the new information will be retained” (Hulstijn & Laufer, 2001,
p. 541). Hulstijn and Laufer (2001) termed this notion the levels of involvement
load hypothesis (ILH) The ILH offers a method for indexing the effectiveness of
a vocabulary acquisition task. In this method, proposed by Hulstijn and Laufer
(2001), an index of the involvement load of a vocabulary acquisition task is
constructed based on three components, namely need, search, and evaluation, in
which need is a motivational and search and evaluation are cognitive
components. The higher the index for each component, the more effective the
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vocabulary acquisition task. Although the original indexing method helped
researchers in designing, knowing and predicting different vocabulary
acquisition tasks, it was criticized for lack of precision (Folse, 2006; Keating,
2008; ; Martinez-Fernandez, 2008; Kim, 2010; Jahangiri & Alipour, 2014; Zou,
2017). Nation and Webb (2010) later expanded the concept and introduced a new
indexing checklist, based on their term, technique feature analysis, which was
found to be more precise in indexing vocabulary acquisition task-induced levels
of involvement load (Hu & Nassaji, 2016; Chaharlang & Farvardin, 2018; Gohar,
Rahmanian, & Soleimani, 2018; Zou & Xie, 2018).

Although many vocabulary acquisition techniques have been proposed and
studied, no optimal method for efficient vocabulary acquisition has yet been
found. Recently, however, researchers have recognized the educational potential
of digital games. In language learning, the emergence of new terms such as
Digital Game-Based Language Learning (DGBLL) indicates the importance of
this phenomenon for language teachers and researchers. However, the
integration of digital games in language learning classrooms and tasks, especially
vocabulary acquisition tasks, remains uncharted territory. Much of the existing
literature on digital game and language learning is devoted to experimental
studies assessing the effect of digital games on vocabulary acquisition. Meta-
analyses (Chiu, Kao, & Reynolds, 2012; Chian-Wen, 2014) have substantiated
claims that digital games facilitate vocabulary acquisition. A by-product of these
studies has been the emergence of discussion on precisely how digital games
enhance vocabulary acquisition. It has been proposed that the internal elements
digital games have a cognitive-motivational effect on the vocabulary acquisition
process. Digital games commonly provide rich visuals and audio that support
factors known to be effective in vocabulary acquisition, such as high frequency of
occurrence, variation in mode of presentation and authentic contexts (Sundqvist
& Sylvén, 2012; Hwang & Wang, 2016; Zhonggen, 2018; Janebi Enayat &
Haghighatpasand, 2019). Although the motivational aspect of digital games has
supported vocabulary acquisition (Ebrahimzadeh & Alavi, 2016), the cognitive
aspect been found to be conditional on other factors and even, sometimes, a
hindrance. For example, the effect of interactivity, one of the internal elements of
digital games that has cognitive effects on vocabulary recall, was found to be
conditional (deHaan, Reed, & Kuwada, 2010), although, Zhonggen (2018) found
that interactivity-rich games facilitated vocabulary acquisition better than less
interactivity-rich digital games. deHaan, Reed, and Kuwada (2010 investigated
the effect of interactivity in a musical digital game on second language
vocabulary recall. They asked one group to play a musical rhythm game and
another group to watch the gameplay. A t-test comparison of the results of two-
week delayed vocabulary recall post-tests revealed that the watchers, who had a
low level of interactivity, recalled more vocabulary items than the players. They
concluded that the high level of interactivity common in digital games leads to
cognitive overload and, consequently, lower vocabulary item retention and
recall. This finding is important as vocabulary acquisition is a complex and
multidimensional process that can be affected by many, especially cognitive,
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factors. Reynolds (2017), in researching the suitability of mobile digital games for
incidental vocabulary acquisition, studied internal elements in DGBL in order to
find out what factors contribute to cognitive-motivation in digital game-based
vocabulary learning tasks. He found that when digital games were used in
vocabulary acquisition tasks, gamers adopted such components of involvement
load as search, need and evaluation. Accordingly, he concluded that involvement
load was an important cognitive factor in selecting a digital game for vocabulary
acquisition, stating that “how useful one particular game can be for inducing
vocabulary acquisition depends on the amount of task-induced involvement”
(Reynolds, 2017, p. 482). Finally, he recommended the involvement load
hypothesis as a precise touchstone for analyzing digital games and their
suitability for DGBLL purposes.

Although Reynolds (2017) emphasized the importance of digital game-
based task-induced involvement load, he did not evaluate its effect on
vocabulary acquisition, leaving a gap in the digital game-based vocabulary
acquisition literature. This study contributes to filling that gap by investigating
the effect of different levels of involvement load (Hulstijn & Laufer, 2001) on the
success and quality of vocabulary acquisition tasks performed using a digital
game. The research questions were as follows:

1. What is the effect of the digital game, in different levels of involvement

load, on the acquisition of target vocabulary items?

2. Which dimension and scope of word knowledge, either receptive

(recall/recognition) or productive (recall/recognition), are acquired

significantly better after completing digital game tasks in different levels of

involvement load?

3. Does interacting with the digital game tasks, in different levels of

involvement load, make significant differences in vocabulary acquisition?

To achieve the aim of this study, 30 Persian speakers (14 males, and 16
females, 13 - 15 years old) were randomly recruited. Their homogeneity was
evaluated by the Vocabulary Size Test. It was found that selected participants had
a knowledge range of 2700 to 3000 word families. This study followed a semi-
experimental design. In other words, there was a pre-test, treatment, and post-
test. After sitting for both the pre-test and Vocabulary Size Test, participants were
randomly assigned to three groups, tagged, A, B, and C. Each group comprised
10 participants who were asked to play a digital game in pairs. Two pairs were
randomly selected from each group for the purpose of collecting concurrent
think-aloud data. The digital game tasks for each group were designed so that
group A’s task induced the lowest (index 7), group B’s task a moderate (index 9)
and group C’s task the highest level of involvement load (index 12). The task-
induced levels of involvement load were measured using technique feature
analysis (Nation & Webb, 2010). After the pre-test, the concurrent-think-aloud
participants attended a warm-up session to learn how to think aloud. Next, all
participants performed their main task, playing the adventure commercial digital
game Haunted Hotel: Death Sentence in pairs. They were instructed to read a game
guide tailored to their group task and solve the murder mystery in the game. The
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game guide foregrounded 20 target words. The target words were the names of
inanimate objects, lexically nouns, knowledge of which was necessary for
completing the game. The target words were not repeated more than twice in
the game guide. Three weeks after they had finished played the digital game,
they sat a delayed post-test. The concurrent-think-aloud participants were
interviewed immediately after completing their task.

Collecting both qualitative and quantitative data provided an opportunity
to investigate more precisely the effect of digital game-based vocabulary tasks on
the acquisition of the target words. The quantitative data analysis showed that
although the digital game-based vocabulary acquisition tasks were effective in
the acquisition of different dimensions and scopes of a word, i.e. productive and
receptive recall and recognition, the order of learning was as reported in previous
studies. In this study, participants scored higher on all scopes of productive
knowledge (mean rank = 17.33) than receptive knowledge (mean rank =17.03) of
the target words. Moreover, although group C, with the highest level of
involvement load, outperformed other two groups in the post-tests, group B,
with the moderate involvement load, showed the poorest performance, thus
contradicting both the ILH and previous findings. The qualitative data analysis
showed that, in multimedia contexts like digital game-based tasks, factors such
as task structure, context, and strategy selection can play a crucial role in
vocabulary acquisition. Accordingly, each group followed a distinct learning
approach that included universal moves and exclusive strategies in performing
their digital game tasks. For example, universal moves, i.e. moves common to all
three groups, included information search, negotiation, turn taking, and trial-and-
error. Exclusive strategies applied by group A included input enhancement
strategies, exclusive strategies applied by group B inferencing and hypothesis testing
strategies, and exclusive strategies applied by group C memory search, feedback
request and word association strategies, and a group-specific move termed planning.

Based on the differences in learning approaches, it was speculated that
these factors might have caused the poor performance of group B in this study.
Group B’s task encouraged the participants to employ inferencing techniques.
Inferring from context invokes distinctive processes such as decision-making
generators, or processes for deciding which definition to use, and evaluators, or,
hypothesis testing, which test the selected definition (Nassaji, 2003). Although
these processes have been found to support vocabulary acquisition (Hulstijn,
Hollander, & Greidanus, 1996), they do not explicitly initiate form-meaning links.
Furthermore, due to multiple alternatives in the task of inferring meaning from
glosses, these processes might have been counter-productive and led to
confusion (Martinez-Fernandez, 2008; Bao, 2015). Thus, as the think-aloud data
analysis seems to suggest, participants may have been puzzled by the many
alternatives, causing them to feel lost in their decision-making and hypothesis-
testing. As a result, they were unable to invoke the form-meaning link.

These findings indicate that prospective language teachers must be aware
that integrating digital games in language-learning courses, while possible, must
be done with care. They must know that the pre-teaching of target words,
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provision of a game guide, possibility of peer interaction, and tasks that induce a
high level of involvement load can enhance both quality and quantity in target
word acquisition and retention. Furthermore, they must be aware that the genre
of the digital game to be used is also important. The adventure genre is highly
recommended over other genres for boosting vocabulary acquisition due to its
functional mixture of gameplay and story. Thus, teachers can ensure that both
the motivational and mental requirements for high quality task performance and
efficient vocabulary acquisition are met. On the other hand, teachers should
perhaps avoid inferencing techniques in digital game tasks, as these strategies
not only do not assist vocabulary acquisition but also confuse learners.
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