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Abstract—As Artificial Intelligence (AI) systems become increasingly widespread, we have begun to witness various failures highlighting issues in these systems. These incidents have sparked public discussion related to AI ethics and further accelerated the on-going academic discussion in the area. High-level guidelines and tools for managing AI ethics have been introduced to help industry organizations make more ethical AI systems, but we currently know little about the state of industrial practice. Have these guidelines been adopted by the software industry for developing AI solutions? Are these failures that make the news just the tip of the iceberg? We provide insights into the current state of practice by presenting the results of a survey of 211 software companies.
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1 INTRODUCTION

Another technologies related to Artificial Intelligence (AI) have been at the top of the Gartner Hype Cycle for Emerging Technologies for years. Organizations from across industries are looking for ways to reap benefits from utilizing AI in different ways. During our recent visit to Slush, the world’s leading startup and tech event with 25,000 attendees, we saw the booths of the AI startups downright flooded, with lines forming on occasion. In general, the hype surrounding AI has long since reached a fever pitch.

As AI technologies become increasingly widespread, they start to exert a society-wide influence. Most of us interact with AI systems every day as consumers and customers, mostly without even realizing it. As the number of AI systems grows, so does the number of AI system failures we witness.

Various high-profile incidents have made the global news and sparked public discussion on AI ethics. A growing number of voices, both from researchers and media, as well as governments, have called for more ethical AI systems in the wake of these failures. Sometimes these incidents are a result of simply not knowing better, as was the case with the Amazon recruitment AI that became biased against women [15]. Having been trained using past recruitment data, the AI saw mostly men hired, and learned thus that they were preferable hires.

On the other hand, sometimes these incidents are simply about intentional misconduct. While it was more of a lesson in relation to data handling in general, the case of Cambridge Analytica is one such example. Cambridge Analytica utilized data from the users of Facebook without their consent to use for political advertising purposes [18]. Even though they were not the ones misusing the data themselves, it resulted in Facebook taking a publicity hit as well. With AI systems typically handling vast amounts of data, questions of data governance are important. The temptation to gather any and all data that may or may not be useful one day can be high when dealing with AI.

Yet, despite all the talk in the area recently, outside these incidents highlighting failures, we know little of the current state of practice of ethics in AI. Software engineering researchers have recently begun to understand more broadly how artificial intelligence and machine learning are changing the way the software is being developed [13]. Has the public and academic discussion in the area motivated smaller industry players to develop more ethical AI?

To the best of our knowledge, no surveys utilizing data from company respondents on the current state of practice in AI ethics exist. Existing surveys have relied on document data, for example from guidelines or project documents. Such surveys have been conducted on tools and methods [14], AI ethics guidelines [12], Artificial General Intelligence projects [3]. Various such document-based surveys also exist on the technical side of AI development, such as on machine and deep learning techniques and tools. Respondent data have been utilized in surveys on public opinions [8], as well as surveys on evaluating AI ethics guidelines [16], but not the state of practice AI ethics specifically.

To provide needed insight into the current state of practice in the industry, we present survey data from 211 software companies. Our data provides some context for this special issue by helping us understand where we currently are as an industry in terms of AI ethics. For practitioners, the data can also serve as a way to benchmark where your organization stands.
2 WHAT IS AI ETHICS?

Much of the research on AI ethics up until now has been predominantly theoretical and conceptual; valuable work aiming to define what is AI ethics (e.g. [5]). This has mostly been done by focusing on key principles [11]. These principles focus on specific categories of practical issues related to AI ethics, such as accountability. In our survey here, we focused on transparency, accountability, and responsibility, as well as predictability as a subset of transparency. Except for predictability, these three principles comprise the so-called ART principles for AI ethics.

Transparency is about understanding how the system works [7]. This is both about transparency of algorithms and data, the technical side of the system, but also transparency related to the development of the system [1], [10]. Transparency in terms of data and algorithms is related to the idea of explainable AI systems. Aside from being able to understand the system, we should also be able to understand who made the system into what it is today, and why.

Predictability can be considered a subset of transparency. It is about having a system that does what we expect it to do [2]. We certainly expect our autonomous thermostat in a smart home to keep the room temperatures in comfortable levels despite what it learns about our habits.

Accountability refers to liability issues related to stakeholders: who is liable to whom, for what, and why? To this end, laws and regulations can also be considered to fall under accountability. [1], [7], [10].

Responsibility is vaguer. It is about acting ethically or doing what we feel is the right thing. It is not tied to any specific idea of morality. [7]

Finally, Fairness, though not touched upon in our survey, is about equality in AI systems. Fairness has been discussed in terms of fairness in data or bias, as well as in terms of who benefits from AI systems [9], [10]. For example, do AI systems widen the societal gap between technologically skilled individuals and those less skilled?

Though these principles have focused on recently, various others have also been discussed. For example, the recently published European Union (EU) Ethics Guidelines for Trustworthy AI [1] considered trustworthiness to be the goal AI systems should aim for. The guidelines treat trustworthiness as a higher-level principle that principles such as transparency are required to achieve. Other principles include, for example, data-related ones such as privacy [11].

Fig. 1 portrays the relations between the principles we focus on. We have focused on the highlighted themes in our survey. Moreover, transparency is only considered in terms of data and algorithms in the figure.

Bringing this discussion and these principles into practice has been an ongoing challenge in the area [4]. For the most part, attempts at bridging this gap have been made by producing guidelines for AI ethics. The most prominent ones have been IEEE's Ethically Aligned Design (EAD) [10] guidelines. Other notable AI ethical guidelines include the European Union (EU) Ethics Guidelines for Trustworthy AI [1]. Overall, various guidelines have been produced by larger industry players, standardization organizations, academia, and governments alike [11]. These guidelines have various other principles than the ones we have chosen to focus on as well, such as data privacy, non-maleficence, and human well-being [11].

We currently have no knowledge of what impact these guidelines have had in the industry, however. Similarly, the current state of practice of AI ethics in general remains unknown, which is something we now shed some light on in this article.

3 AND WHAT IS ACTUALLY HAPPENING IN THE INDUSTRY?

![Fig. 1. Relations of key principles in AI ethics [19]](image)

![Fig. 2. Demographic description of the companies](image)
Has the public and academic AI ethics discussion had an impact? Have these guidelines been adopted by the industry? To provide insights into the current state of practice in AI ethics, we conducted a survey, gathering responses from 211 software companies. The respondents were largely individuals capable of influencing the development in their companies: 68% of the respondents answered 4 to 7 in response to the question "how much can you personally affect the functionalities of the software developed in your organization and decisions made on them?".

A little more than half of these companies (Fig. 2) were either developing or deploying an AI system. However, the responses did not notably differ between the companies that did not develop AI and the ones that did. We therefore included all responses. This is an interesting observation in and of itself: AI is currently simply treated as a feature in terms of ethics. This is in line with a study that argues that 90% of the activities we do in AI projects are the same as in any software project [17].

Overall, the responses indicated mixed maturity in implementing AI ethics. Responses to some of the questions directly indicated immaturity in relation to AI ethics, while some indicated some maturity. It would appear that the various AI ethics guidelines have not had a notable impact on practice, as has been suspected to be the case [4].

As many as 39% of the respondents skipped or answered "I don’t know" to the liability question (Q5)(Fig. 3). This points to this being an unfamiliar theme, and thus an overlooked issue from an ethical viewpoint. Moreover, the qualitative responses from the companies also indicated that they did not tackle these issues even as well as their responses to the likert scale questions would have made it seem otherwise.

On the other hand, in response to some questions, such as predictability, the companies indicated more concern towards AI ethics related issues. For example, half of the organizations (48%) had a fallback plan for irregularities. Many respondents nonetheless noted that they did not have a fallback plan in place for unexpected system behavior in place, or that they did not know whether they had one (Fig. 4). Interestingly, most organizations (51%), felt their system could not be misused.

The respondents felt that they could influence the development of the system(s) highly, but still outsourced responsibility to the users when asked whether the developer or user was responsible (Fig. 3). 36% of the ones that answered (Fig. 3) considered meeting mandatory regulatory standards sufficient in terms of responsibility; past that it was up to the (end-)user to stay safe. Aside from the responsibility of their company, 49% of the respondents (aside from the 16% who skipped the question) felt personally responsible for any harm caused by their software, even if they largely didn’t know that who was ultimately the one responsible.

Meeting the mandatory regulatory standards was also considered sufficient in terms of documentation by 43% of the respondents that answered (Fig. 4). On the other hand, 26% simply reported documentation being scarce or there being no documentation at all. The idea of being able to trace decisions back to individuals which is often discussed with accountability was reportedly achieved by 43% of the companies. However, the qualitative answers of many these companies made us doubt whether they really did address accountability to this extent with their work practices.

Their responses to documentation also somewhat conflicted with how the companies considered transparency important (Fig. 4). Transparency seemed to not be considered in terms of transparency of systems development. Moreover, transparency in terms of data and algorithms...
was mostly considered from the point of view of the development team and to some extent from the point of view of the user. Few companies considered transparency to public authorities, with 19% simply answering “I don’t know” to the question regarding it as well. Transparency to public authorities is one topic of discussion in AI ethics [6].

Despite machine learning being associated with an increased unpredictability, the responses between the AI companies and other software companies did not notably differ. By far the most respondents felt that their systems were predictable. Yet, 34% of the companies had also faced issues due to unexpected operations in the system, pointing to a possible contradiction.

As most of our respondents were either from Finnish or US companies, we also compared the data between these two locations. There were no notable geographic differences in the data. Primarily, the Finnish companies operated in more regulated industries, and consequently seemed to place more emphasis on adhering to industry regulations.

The Survey

We collected survey data from 249 respondents in 211 software companies, out of which 106 developed AI systems. All responses were included together in the figures, as we noticed during the analysis that the trends were very similar whether the companies developed AI. Indeed, the original idea of the survey was to compare how much more well-versed in AI ethics AI companies were compared to other software companies. Given the increasing ubiquitousness of AI systems, every software company is likely to soon be involved with AI.

The survey featured three types of questions: (1) demographic questions (organization size, name etc.); (2) Likert scale questions; and finally (3) open-ended questions. In this article, we focus on the Likert questions, which are covered in their entirety.

The survey focused on some of the central principles in AI ethics in the past few years. Namely, we discussed issues related to transparency, accountability, responsibility, and predictability. We have discussed the meaning of these principles in the second section of this article. Furthermore, we discuss the research model in detail in another research article [19].

In the Likert scale questions, we asked the participants to evaluate the importance of principles such as transparency. They were also posed some practical questions, such as whether they had faced issues with unpredictability in their software.

We collected data from both multi-national organizations as well as ones locally based ones. Most companies were either US (53) or Finnish (111). The rest were from 18 other countries. Responses were collected either as F2F structured interviews or via an online survey. US based company responses were obtained by purchasing the SurveyMonkey Audience service. Interviews were conducted when possible in terms of scheduling. Most of the responses were collected F2F.
4 WHAT SHOULD YOUR ORGANIZATION DO?

The data we collected points to AI ethics implementation still being in its infancy. This observation is mostly based on how the companies developing AI had largely similar responses to the survey as the ones not developing AI. AI seems to be considered just another feature, at least as far as the ethical side of things is considered.

AI ethics is closely tied to other emerging ethical mega trends. Ecological issues such as data center electricity consumption are tied to the larger trend of being environmentally conscious. Similarly, data privacy issues are highly related to AI systems as AI systems typically handle vast amounts of data [1]. Regulations such as the General Data Protection Regulation (GDPR) are already forcing industry organizations to act in terms of data handling and have highlighted the interest of governments to tackle AI ethical issues. As your users become increasingly conscious about privacy issues, being ethical in relation to data privacy for example can become a selling point.

If you wish to implement AI ethics, guidelines such as the IEEE EAD [10] ones, among others [11], can provide a starting point. However, utilizing these guidelines requires additional work from your organization as they do not come in the form of an off-the-shelf method. You need to first make them more practical for your developers, project teams, and product owners and customers.

On the other hand, various tools for implementing AI ethics also exist [14]. However, unlike guidelines, which focus on the bigger questions in the design and development of the system, the currently available tools focus on small portions of the development process. For example, various tools to manage unpredictability in machine learning exist, but they only cover a small subset of AI ethics. Project-level methods for software development do not yet exist for AI ethics [14]. This is something research in the area is currently working to tackle [12]. As a starting point, we recommend focusing on certain key practices rather than relying solely on values and principles.

Ultimately, AI projects are, at least currently, like any other software project. According to a study [17], 90% of what is done in AI projects is the same as in any software project. AI development is still software development, and for that reason, developers play an important role in AI ethics as well. Product owners’ responsibility is to make sure that sprint backlog items have ethical user stories included. From the software development viewpoint, ethics in AI could be viewed as a non-functional requirement of an AI-based software system. When it becomes tangible, it becomes more manageable.

Finally, in implementing ethics in AI, there are some anti-patterns to avoid:

- **Outsourcing ethics**, for example to a high-level ethics committee. Quality in software development cannot be outsourced and neither can ethics.
- **Assuming ethics** can be successfully implemented without doing so systematically. Leaving ethical issues for the developers to tackle is unlikely to work. With no methods to help them, developers are left to rely on their own capabilities.
- **Appointing one individual to implement ethics.** No one person can or should do it. AI ethics is a strategic matter. For example, the whole development team should be involved, going back to what we mentioned in the previous paragraph.

Currently, few laws and regulations that force the industry to implement AI ethics exist. However, with regulations such as the GDPR being drafted globally, preparing to tackle AI ethics issues already is insurance for the future. Much like how adding pipes to an already finished house is far more expensive than adding them while it is being built, ethical issues are much cheaper to tackle during design or even development than deployment.

Even without being forced to do so, devoting resources towards tackling ethical issues such as transparency can already be beneficial for your organization. When you increase the level of documentation in the name of transparency, you also support stakeholder communication. In this fashion, AI ethics can produce benefits. From the point of view of AI ethics, stakeholder communication is important particularly in relation to the general public and regulatory authorities. You can also learn valuable lessons from past incidents such as the two mentioned in the introduction.

As AI systems continue to become even more widespread, the number of such incidents, large and small, will only grow. The software industry is in a key position in preventing this from happening. Acting on AI ethics today will quickly pay back.
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