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IS Security Policy Violations:
A Rational Choice Perspective

Anthony Vance, Brigham Young University, USA
Mikko Siponen, University of Oulu, Finland

ABSTRACT

Employee violations of IS security policies are reported as a key concern for organizations. Although be-
havioral research on IS security has received increasing attention from IS scholars, little empirical research
has examined this problem. To address this research gap, the authors test a model based on Rational Choice
Theory (RCT)—a prominent criminological theory not yet applied in IS—which explains, in terms of a utili-
tarian calculation, an individual's decision to commit a violation. Empirical results show that the effects of
informal sanctions, moral beliefs, and perceived benefits convincingly explain employee IS security policy
violations, while the effect of formal sanctions is insignificant. Based on these findings, the authors discuss

several implications for research and practice.
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Encouraging employees to comply with IS
security policies is a major challenge for or-
ganizations. This is because no IS security
practice or technique, no matter how effective,
can be ultimately successful if improperly
implemented by its users (Aytes & Conolly,
2004; Ernst & Young, 2008; Puhakainen,
2006). Employees who are aware of their
organization’s IS security policies and yet
willfully disregard or violate them pose a
particular challenge, given that the existence
of IS security policies and security awareness
programs have little effect on these employees
(Siponen, 2000; Stanton, Stam, Mastrangelo,
& Jolton, 2005). Despite the clear need to
understand and respond to this problem, little
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IS research has investigated employee viola-
tions of IS security policies.

Although IS scholars have examined
IS security-related behavioral issues such as
computer “abuse” and “misuse” (D’Arcy,
Hovav, & Galletta, 2009; Lee, Lee, & Yoo,
2004; Straub, 1990), this body of research is
not explicitly designed to measure the factors
affecting intentional violations of IS security
policies. For this reason, an understanding of
computer abuse might not help to clarify a
situation in which employees are aware of their
organization’s IS security policies, yet willfully
choose to violate them.

Furthermore, IS research on computer
abuse in particular has focused on the cost of
a utilitarian deterrence approach: formal sanc-
tions. In turn, the perceived benefits of norm
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breaking, informal sanctions, and moral evalu-
ations have received little or no attention from
IS security scholars, even though recent studies
in the field of Criminology have highlighted
the important roles these constructs play in
decisions to violate. More importantly, these
perceived benefits have received no attention
in the study of employee IS security policy
violations. As a result, there is a need for stud-
ies that apply (a) informal sanctions, (b) moral
evaluations, and (c) benefits in the area of IS
security policy violation.

To address this need, we believe that
Rational Choice Theory (RCT)—a prominent
criminological theory that has not yet been ap-
plied to IS—is especially useful for studying
employee IS security policy violations. This
theory can be seen as a modern extension of
classical deterrence theory, which holds that
violations can be reduced by imposing sanc-
tions that are certain and severe. However, RCT
goes beyond deterrence theory by incorporating
individuals’perceptions of benefits of violations
and informal sanctions as well as espoused moral
beliefs. According to RCT, individuals perform
a mental utilitarian calculation involving each
of these factors when making a decision to
commit a violation. An empirical test given in
two organizations strongly supports our model,
showing that perceived benefits, moral beliefs,
and informal sanctions have a significantimpact
on employees’ intentions to violate IS security
policies. However, contrary to the findings of
several studies examining computer abuse, the
effect of formal sanctions is not significant,
suggesting that the contexts of computer abuse
on the one hand and intentional violations of
IS security policies on the other may be ap-
preciably different.

The remainder of this paper is organized as
follows: the second section contrasts previous
work on IS security behavior in general with
the specific problem of IS security policy viola-
tions. The third section develops our theoretical
model and hypotheses, and the fourth section
presents the empirical results. The fifth section

discusses the implications of these findings for
research and practice. Finally, the conclusion
summarizes the key findings and contributions
of the paper.

Previous Research on IS Security
Behavior and Compliance

Previous research in the area of IS security
behavior in an organizational context can be
divided into three areas: (1) IS security aware-
ness and training, (2) computer abuse, and
(3) information security policy violations. In
this section, we show below that while many
contributions have been made in the first two
areas, comparatively little research has directly
addressed the problem of intentional violations
of IS security policies. Next, we show that al-
though the first two streams of research have
made important contributions to IS security
research, they have addressed distinctly dif-
ferent research questions than those examining
factors that lead to deliberate violations of IS
security policies.

IS Security Awareness
and Training

Research on IS security awareness and training
programs (Lafleur, 1992; McLean, 1992; Pu-
hakainen, 2006; Siponen, 2000; Telders, 1991;
Thomson & von Solms, 1998; Vroom & von
Solms, 2002) offers important insights into how
employees’ awareness of IS security policies
and guidelines can be increased (Lafleur, 1992;
McLean, 1992; Thomson & von Solms, 1998;
Vroom & von Solms, 2002). Such research
also offers insights into how employees can
be motivated to comply with such policies
(Puhakainen, 2006; Siponen & livari, 2006).
Contributions to this research stream gener-
ally comprise conceptual frameworks (Lafleur,
1992; McLean, 1992; Siponen, 2000; Telders,
1991; Thomson & von Solms, 1998; Vroom &
von Solms, 2002) and qualitative studies on the
effect of IS security education on employees’ IS
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security policy compliance. Although valuable,
these studies do not examine the behavior of
employees who are aware of IS security policies
but who deliberately choose to violate them
(Aytes & Connolly, 2003).

Computer Abuse

Computer abuse has received considerable at-
tention in the area of IS security. This research
stream can be traced back to the research of
Parker (1976), who first studied and coined the
term “computer abuse.”’ This term has been
consistently defined in the field of information
systems as “the unauthorized and deliberate
misuse of assets of the local organizational
information system by individuals,” including
the misuse of hardware, software, data, and
computer services (Straub, 1990, p. 257; Har-
rington, 1996; D’ Arcy et al., 2009).

While Parker (1976) did not explicitly
apply theory in his work, subsequent studies
on computer abuse have generally applied
criminological theories, particularly deter-
rence theory (Grasmick & Bryjak, 1980). The
first to do so was Straub (1990), who applied
deterrence theory (involving the certainty
and severity of formal sanctions) to examine
whether information security investments deter
computer abuse. He applied formal sanctions
by linking the number of reported incidents to
various information security countermeasures
and found that these countermeasures reduced
the number of computer abuse incidents within
organizations. While Straub (1990) did not
measure computer abuse at the level of indi-
viduals, subsequent studies have addressed this
point. Harrington (1996) found support that
codes of ethics act as deterrents because they
induce a fear of punishment. Lee et al. (2004)
studied whether anumber of deterrents, such as
security policies and awareness programs, deter
computer abuse. They found that social norms
and involvement lead to increased computer
abuse. Finally, D’Arcy et al.’s (2009) study
of IS misuse extended the classical deterrence
theory to include preceding factors such as
computer awareness and education as well as

the formulation of security policies. They found
that user awareness of IS security policies, IS
security training, computer monitoring, and the
severity of formal sanctions deters IS misuse.

Information Security
Policy Violations

The third related research stream of IS security
behavior within the organizational context is
research on noncompliance with IS security
policies. Studies in this stream assume that it
is of utmost importance to measure and study
violations of IS security policies within organi-
zations. Emphasis is put on this simply because
security managers are interested in explaining
employees’ noncompliance with security poli-
cies as well as in what can be done to promote
compliance based on this information. Practi-
cally speaking, if the action in question is not
a violation of the IS security policies of the
organization, why should security managers
of the organization care?

Studies in this research stream include
Bulgurcu, Cavusoglu, and Benbasat (2010);
Chan, Woon, and Kankanhalli (2005); Hagen
(2009); Herathand Rao (2009a,2009b); Myyry,
Siponen, Pahnila, Vartiainen, and Vance (2009);
Ng, Kankanhalli, and Xu (2009); Pahnila,
Siponen, and Mahmood (2007); Siponen et al.
(2006); Siponen, Mahmood, and Pahnila (2010);
Siponen and Vance (2010); and Young (2010).
Common to all of these studies is that they
propose different models to explain or predict
employees’ adherence to IS security policies.
These studies have applied different theories,
from Protection Motivation Theory (Herath &
Rao, 2009; Pahnila et al., 2007; Siponen et al.,
2007, 2009) to health belief models (Ng et al.,
2006) and theories of moral judgment (Myyry
et al., 2009).

Although research has been conducted on
expected costs in the form of sanctions in the
area of computer abuse (D’Arcy et al., 2009;
Straub, 1990) and information security poli-
cies (Herath & Rao, 2009a, 2009b; Siponen et
al., 2010), an unanswered question remains
regarding the effect of expected benefits on
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individuals’ decisions to violate information
security policies. This is an important question
because abuses by organizational members in
other contexts, such as white-collar crime, have
been found to be strongly predicted by expected
benefits (Paternoster & Simpson, 1996). By
examining the impact of expected benefits
within the context of information security poli-
cies, organizations will gain an understanding
of how to better guard against and discourage
violations of information security policies.

Theoretical Framework

In order to better understand the impact of
expected benefits on IS security policy viola-
tions, we use Rational Choice Theory as the
basis for our theoretical model (Paternoster
& Simpson, 1993, 1996). Although RCT is a
prominenttheory in criminology (Cao, 2004), it
has not yet been used in the field of Information
Systems. RCT explains individuals’decisions to
commit crimes as utilitarian calculations based
on perceived benefits and both formal and in-
formal sanctions. Although commonly applied
to explain criminal behavior, RCT is designed
to be “sufficiently general to cover all viola-
tions” (Becker, 1968, p. 170) and, therefore,
is also applicable to the study of violations of
organizational IS security policies.

Rational Choice Theory adopts a classical
stance in Criminology in which individuals
weigh costs and benefits when deciding whether
to commit a crime. This view can be traced
back to Bentham (1748-1832), to Beccaria
(1738-1794),and, later, to Becker’s (1968) Eco-
nomic Theory of Crime. In this view, criminal
behaviorisrational and goal-oriented, based on
anassessment of the perceived costs, sanctions,
and benefits (Cao, 2004). To be more precise,
an individual will commit a criminal act if the
expected benefits are greater than the associated
costs. Although some have criticized RCT for
assuming a fully rational criminal (Cornish &
Clarke, 1986), proponents of RCT hold that
offenders’ decisions to commit crimes are sub-
jective assessments and “are often objectively
wrong, due to individuals’bounded rationality”
(Becker & Mehlkop, 2006, p. 197).

Because of its emphasis on a deliberate,
calculative decision process, it has been theo-
rized that RCT explains white-collar crime well
(Paternoster & Simpson, 1996). In fact, areview
of empirical studies using RCT found that it ex-
plains white-collar crimes better than it explains
street-level crimes (Cao, 2004). For this same
reason, and because RCT has been found to be
effective in the corporate context, we expect it
to be well suited for explaining intentional IS
security policy violations, which also involve
a deliberate violation of organizational norms.

Research Model and Hypotheses

In order to better explain IS security policy
violations in situations where employees are
aware of the IS security policies, we developed
a model, depicted in Figure 1, based on RCT.
Consistent with RCT, our model includes dis-
incentives (i.e., sanctions) as well as incentives
(i.e., perceived benefits) for violating IS security
policies. Further, the rational choice model
suggests both informal sanctions (i.e., unstated
social penalties) and formal sanctions (explicit
penalties for specific forms of misconduct).
Additionally, recent developments of RCT
have incorporated the effect of moral beliefs
into the utilitarian calculations that comprise
considering an act. Accordingly, our model,
too, incorporates moral beliefs. Each of these
elements and their associated hypotheses are
discussed below.

Formal Sanctions

Formal sanctions are explicit penalties im-
posed for specific forms of misconduct and
are the mainstay of deterrence theory, which
RCT extends. According to deterrence theory,
undesirable behaviors can be deterred by im-
posing formal sanctions. The more forceful or
effective the sanction, the more undesirable
behaviors will be deterred. Further, the severity
and certainty of sanctions are important factors
thatdetermine their effectiveness. Inresearch on
computer abuse, Straub (1990) found that sanc-
tions deterred users from committing computer
abuse. D’Arcy etal. (2009) similarly found that

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.



Journal of Organizational and End User Computing, 24(1), 21-41, January-March 2012 25

Figure 1. Rational choice model of IS security policy violations
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the severity of formal sanctions had a significant
effect on users’ intentions to commit computer
abuses. Given this theoretical and empirical
support, we hypothesize the following:

H1: Formal sanctions negatively affect inten-
tion to violate IS security policy.

Informal Sanctions

In the last several decades, criminologists and
social psychologists have extended deterrence
theory to include “non-legal costs” (Pratt &
Cullen,2000, p.367), suchas informal sanctions
(Piquero & Tibbetts, 1996). Informal sanctions
are unstated social penalties for undesirable
behavior, such as the disapproval of friends or
peers (Paternoster & Simpson, 1996), social
censure (Bachman, Paternoster, & Ward, 1992),
or embarrassment (Grasmick & Bursik, 1990).
Empirical findings regarding the effects of infor-
mal sanctions present mixed results, depending
onthetype of offense involved. Paternoster and
Simpson (1996) found that informal sanctions
had a significant effect on intentions to com-
mit white-collar crime, whereas the effect of
formal sanctions was insignificant. Hence, we
hypothesize that:
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H2: Informal sanctions negatively affect inten-
tion to violate IS security policy.

Moral Beliefs

Some commentators have suggested that tradi-
tional views of RCT do not take into account
the moral beliefs of individuals (Bachmanetal.,
1992). They maintain that offenders may refrain
from offending not because they fear sanctions
but simply because they evaluate the offense as
morally wrong. Bachman et al. (1992) review
prior research concerning the role of moral
beliefs and highlight two possibilities in this
respect. First, moral belief may be so strong
that other factors are irrelevant. This view is
consistent with the ethical doctrine of universal
prescriptivism (Hare, 1981), which explains that
moral beliefs override other concerns, such as
assessments of potential benefits and sanctions.
On the other hand, when moral beliefs are not
strongly held, formal sanctions are then needed
(Bachman et al., 1992).

Of these components, Paternoster and
Simpson (1996) note that moral inhibitions
were found to be the strongest predictor of
corporate crime. This finding with respect to
moral inhibitions is supported by various studies
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(Bachman et al., 1992; Elis & Simpson, 1995).
For example, Bachman et al. (1992) found that
sexual assault was inhibited not only by formal
sanctions but also by the perceived immoral-
ity of the act. In fact, Bachman et al. (1992)
reported that formal sanctions were irrelevant
for offenses regarded to be morally wrong.
Moral beliefs are relevant to the context of
information security because choices regarding
information security generally and security
policies specifically involve a moral compo-
nent (Myyry et al., 2009; Stahl, 2004). For this
reason, we expect moral beliefs to influence
noncompliance with IS security policies.

H3: Moral beliefs negatively affect intention
to violate IS security policy.

Perceived Benefits

Rational Choice Theory predicts that perceived
benefits positively affect decisions to com-
mit violations. Empirical studies have found
wide support for this relationship. Perceived
benefits might be intrinsic, such as the thrill
or excitement experienced by some when
committing a crime (Wood, Gove, Wilson, &
Cochran, 1997), or extrinsic, such as money
(Ducan, Lafree, & Piquero, 2005). In the area
ofinformation security policy compliance, time
saving has been identified as a major incentive
to violate policies. Puhakainen (2006) found in
a series of qualitative interviews that because
information security policies were perceived to
slow down work by the addition of procedures,
interviewees perceived saving time as a clear
benefit of avoiding IS security policies. Hence,
we hypothesize that:

H4: Perceived benefits positively affect inten-
tion to violate IS security policy.

Method

Scenario Method

To empirically examine IS security policy vio-
lations, we employed a hypothetical scenario

method, which presents respondents with a
hypothetical situation followed by a question
regarding the likelihood that they would behave
in the same way under similar circumstances
(Nagin & Paternoster, 1993). This method was
chosen for several reasons. First, IS security
policy violations, like other socially undesirable
behaviors, are difficult to measure directly via
conventional means due to respondents’ ten-
dency to conceal information or to respond to
questions in socially desirable ways (Trevino,
1992). In contrast, because of the hypothetical,
third-person nature of the scenarios, the scenario
method provides an indirect means of measuring
socially undesirable behavior, offering respon-
dents aless intimidating means of reporting their
intentions (Harrington, 1996). For this reason,
the scenario method is commonly used to re-
search ethical/unethical behavior in the social
sciences in general (O’Fallon & Butterfield,
2005) and in the field of Information Systems
inparticular (Banerjee, Cronan, & Jones, 1998;
D’Arcy et al., 2009; Harrington, 1996).

In addition to these methodological advan-
tages, the scenario method provides substantial
theoretical benefits when applied to RCT, which
holds that a potential offender weighs prob-
abilities of costs and benefits within a specific
context (Becker, 1968). Contextual details are
also thought to have bearing in this calcula-
tion, as both cost/benefit considerations and
contextual details are thought to be considered
simultaneously when making a decision to of-
fend (Bachman et al., 1992).

Because of these factors, RCT has most
often been examined in Criminology using a
hypothetical scenario methodology (Paternos-
ter & Simpson, 1996). This is because, first,
individuals’ decision-making is a rational and
calculated activity based on the specific char-
acteristics of the scenario, a key assumption of
RCT. In fact, Grasmick and Bursik (1990) state
that a study using RCT requires a hypothetical
scenario methodology to make this calculative
activity possible.

Second, the scenario includes context-
specific information widely thought to be im-
portant in deciding whether to commit deviant
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behavior. Bachmanetal. (1992) and Klepperand
Nagin (1989) strongly recommend including
contextual information in scenarios describing
anoffense, and they criticize traditional surveys
that use questions that are not connected to any
specific context. Thus, the scenario method is
particularly amenable to the application of RCT
because a specific offense is described within
a specific context that includes descriptions
of costs and benefits, allowing respondents to
make an intuitive calculation when reporting
their intention to violate the policy.

Scenario Design

To improve the generalizability of our findings
across a variety of IS policy violations, we de-
signed three scenarios describing different IS
policy violations. A key step in designing the
scenarios was to ensure that they are realistic
and commonplace to respondents (Piquero &
Hickman, 1999). To do so, we surveyed 111 IT
security practitioners using a belief-elicitation
process designed by Limayem and Hirt (2003).
This involved asking the practitioners, via an
open-ended questionnaire, to list four IS security
policy violations that were both common and
consequential. We obtained 54 responses, yield-
ing a49% response rate. We then categorized the
responses using content analysis (Krippendorft,
2004) and ranked the responses. The top three IS
security policy violations cited by practitioners
were (1) sharing or writing down passwords,
(2) failing to lock or log out of workstations
when not in use, and (3) copying sensitive data
to unsecure portable USB storage devices. We
then designed scenarios around each of these
common policy violations.

To ensure that the designed scenarios were
realistic in content, 15 IT security managers
reviewed each scenario. After three rounds of
reviews and revisions, a consensus was reached
that the scenarios were realistic in form and de-
tail. The final scenarios are listed in Appendix A.

Instrumentation

Items were drawn from previously validated
instruments where possible (Straub, 1989) and

are listed in Table A2 of Appendix A. In cases
where previous instruments used only a single
indicator foran independent variable, additional
items were derived to enable reliability testing.

For the deterrence constructs, each sever-
ity-of-sanction measure was multiplied by its
corresponding certainty-of-sanction measure.
This yielded several composite sanction mea-
sures that “reflected both the risk and cost of
perceived punishment” (Nagin & Paternoster,
1993, p. 481).

Forthe perceived benefits construct, previ-
ous research indicates that time saving is a key
motivator for violations of employee IS security
policy (Puhakainen, 2006). Because we could
not find measures that describe saving time by
violating IS security policies, we created four
new items for this constructbased on the qualita-
tive interview analyses of Puhakainen (2006).
Qualitative feedback on the content validity of
these items was obtained from two IT security
managers who acted as subject matter experts.
Reliability for these measures was assessed via
a pretest (described later), the results of which
showed that the measures exhibit excellent
reliability (Straub et al., 2004).

The dependent variable, intention to
violate IS security policy, was measured using
a single item: “What is the chance that you
would do what [the scenario character] did in
the described scenario?” The response scale
ranged from O (“no chance at all”) to 10 (“100
percentchance”). Although Cook and Campbell
(1979) caution against the use of single-item
measures to avoid mono-operation bias that
could prevent constructs from being reliably
measured, Straub et al. (2004) point out that
in certain cases a single-item measure is most
appropriate. Such is the case with the measure
of intention in scenario-based surveys in which
respondents are asked the probability of their
behaving similarly to the character in the sce-
nario (Pogarsky, 2004). Because measurement
error is not expected for this item, a single item
istypically used (Paternoster & Simpson, 1996).

In addition to questions relating to theo-
retical constructs in our model, we also asked
respondents demographic questions for age,
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Table 1. Descriptive statistics for samples

Average Work
Sample Response Experience in
Sample Frame Rate Average Age Years Male/Female %*
IT Services Company 300 134 (45%) 45 21.5 48% / 52%
Bank 400 69 (17%) 44 21 28%/71%
Total 700 203 (29%) 45 21 59% / 41%
* Note. Some respondents chose not to report gender.

gender, and length of work experience. Fur-
thermore, we asked respondents to rate how
realistic they found the scenario to be, from 0
(“not realistic at all”) to 10 (“100% realistic”).

Pretest

We pretested our instrument to evaluate the
psychometric properties of the items (Boudreau
et al., 2001). Data for the pretest were col-
lected from 39 part-time students at a Finnish
university who also had work experience. This
sample was chosen because students attending
the university are made aware of and are obliged
to follow the university’s information security
policy. Furthermore, formal sanctions are in
place for those found violating the policy. Thus,
respondents were familiar with the IS security
policies and the potential sanctions for viola-
tions. In addition, these were part-time students
who work in companies. Thus, as employees,
the students were likely familiar with IS security
policies. Item reliabilities were assessed using
Cronbach’s a. Items contributing to poor reli-
ability were rephrased or dropped.

Primary Data Collection

Primary data was collected from two Finnish
organizations: a high-tech services company
and a major bank, both of which handle sensi-
tive information. These organizations were
chosen to compose the sample frame because
both organizations use IS security policies
and have clear sanctions in place for policy
violations. Further, both organizations publish
their IS security policies within the company

and employ IS security managers in charge of
overseeing compliance with IS security poli-
cies. Thus, respondents were knowledgeable of
the survey subject matter. Descriptive statistics
for the data collected are shown in Table 1.
Given the difficulties in obtaining information
security-related data from companies (Kotulic
& Clark, 2004), the response rate in this context
can be regarded as quite good.

A web-based survey was used to collect
data within the organizations. When the survey
was accessed, each employee was presented
with one of the three scenarios selected at
random by the survey software. A total of 73
respondents received the “sharing password”
scenario, 66 respondents received the “failing
to log out of the workstation” scenario, and 64
respondents received the “copying sensitive
data” scenario.

To test whether respondents responded
similarly to the three scenarios, we performed
aone-way ANOVA comparing the effect of the
different scenarios on respondents’ reported
intentions. There was no significant difference
inintention across the three scenarios. Likewise,
we performed a f-test to evaluate whether there
was a difference in reported intention between
the two organizations. There was no significant
difference. Given these results, we used a com-
bined dataset to perform the analysis and used
control variables to test for possible effects of
the sample and scenarios in the analysis.

Results

We analyzed our model using Partial Least
Squares (PLS) by means of SmartPLS software

Copyright © 2012, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.



Journal of Organizational and End User Computing, 24(1), 21-41, January-March 2012 29

(Ringle, Wende, & Will, 2005). We chose PLS
because ofits ability to simultaneously evaluate
both the measurement and structural models
and because of its usefulness for exploratory
theory-building research (Chin, Marcolin, &
Newsted, 2003; Gefen, Straub, & Boudreau et
al., 2000). We have documented our steps to
test the reliability and validity of our model in
Appendix B; tests to assess common methods
variance are reported in Appendix C. The re-
sults of all of these tests met the standards of
high rigor for quantitative IS research (Straub
et al., 2004).

Assessing the Effects
of Control Variables

In testing our hypotheses, we controlled for the
effects of six variables: subsample, scenario
received, reported realism of the scenario,
gender, age, and work experience. To do so,
we followed an approach similar to hierarchi-
cal regression, in which we first tested a model
consisting only of the control variables and their
effects onintention to violate IS security policy.
Collectively, the control variables explained 7%
of'the variance in intention. Next, we added our
theoretical constructs and their effects to the
model. In this full model, explained variance
increased from 7% to 31%. To test whether
this increase was significant, we performed
the following analysis. First, the effect size of
adding the theoretical constructs to the model
was calculated as f* = (RzFull model RzPartial Modcl)/
(1-R?, e (Chinetal.,2003), which yielded
a large effect size of .35 (Cohen, 1988). Next,
the significance of this change in explained
variance was obtained by calculating a pseudo
F-test in which the effect size (f) was multi-
plied by (n - k - 1), where 7 is the sample size
and k is the number of independent variables
(Mathieson, Peacock, & Chin, 2001). This
yielded asignificantresult (F=69.73,p<.001),
indicating that the theoretical variables explain
substantially more variance in the model than
do the control variables.

In the full model, only realism and gender
had significant effects. Realism had a positive

effect (withapath coefficientof .19), while gen-
der had a negative effect on compliance (-.21).
For realism, this significant effect implies that
the more realistic or relatable that respondents
considered the scenario to be, the greater their
intention to behave similarly in that situation.
It may also imply that the more identification
respondents felt with the situation described
by the scenario, the greater their intention.
For gender, the item was coded 0 for “female”
and 1 for “male.” Thus, this negative finding
implies that men in this sample were less likely
to violate the information security policy than
were women.

Results of Theoretical
Model Testing

The results of our theoretical model testing are
depicted in Figure 2.

For the first two hypotheses, formal sanc-
tions had no significant effect on intention to
violate IS security policy. Thus, H1 was not
supported. The effect of informal sanctions was
significant, albeit at the .10 alpha level. Fur-
thermore, the size of the path coefficient for
this effect was -.10, lower than the .20 thresh-
old for what would be considered a meaningful
coefficient size (Chin, 1998). Therefore, al-
though informal sanctions had a significant
effect on intention, this effect was insufficient
to support H2.

In contrast to the insignificant effects
of sanctions, moral beliefs had a significant
negative effect on intention, with a path
coefficient of -.36 (p < .001). Thus, H3 was
supported. Similarly, perceived benefits had a
significant positive effect on intention, with
a path coefficient of 29 (p < .001); thus, H4
was also supported.

Discussion

Based on these results, we nexthighlight several
findings. First, we find that moral beliefs are
an excellent predictor of intention to violate IS
security policies. This finding is consistent with
studies in Criminology (Bachman et al., 1992;
Elis & Simpson, 1995; Paternoster & Simpson,
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Figure 2. Research model showing results of PLS analysis. N.S. = non-significant; *p < .10;

w8 < 001
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1996). In the area of IS security, this finding is
consistent with D’ Arcy etal. (2009), who found
that moral commitment had a similar negative
effect on IS misuse intentions (-.37, p <.001).
Furthermore, in IS security research, Siponen
(2000, 2002) postulated the possible role of
moral beliefs as a key motivational factor for
employees to comply with IS security policies.
However, to ourknowledge, the current study is
the first to have empirically examined the role
of moral beliefs with respect to employees’ in-
tentional violations of IS security policies. This
finding implies that if employees view viola-
tions of IS security policies as morally wrong,
they are unlikely to commit them; similarly, if
employees feel that it is morally acceptable to
violate the norm, they are more likely to do so.

Second, perceived benefits also had a sig-
nificant positive effect onintention, althoughin
the opposite direction to moral beliefs. Rational
Choice Theory describes amental calculation in
whichnotonly potential sanctions are taken into
account when considering an act of violation but
also potential benefits, which in our case was
savingtime. While the role of perceived benefits
has not been studied in the IS security literature
to our knowledge, this finding is consistent with

Perceived
Benefits

studies in Criminology (Ducan et al., 2005;
Wood et al., 1997). This finding suggests that
ifemployees see benefit in violating IS security
policy, they are more likely to do so. This impli-
cation may seem obvious, butitis important for
managers to take into account potential benefits
that may prompt noncompliance. For example,
security managers may wish to use IS security
training to address saving time as a perceived
rationalization for policy violations.

Third, the effect of formal sanctions was not
supported. While the results are consistent with
the RCT of Paternoster and Simpson (1996),
the research findings regarding sanctions in the
field of IS are mixed. For example, D’ Arcy et
al. (2009) found that only the severity of formal
sanctions effectively reduced IS misuse. Hu,
Xu, Dinev, and Ling (2010) found that formal
sanctions had little impact on employee inten-
tions to commit computer offenses. Finally, the
effect of informal sanctions was not supported,
though a small, somewhat significant effect (p
<.10) was detected.

These results may imply that formal sanc-
tions (such as penalties) and informal sanctions
(suchas lost respect in the eyes of management
and co-workers) do not work as deterrents in
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the context of employees’ compliance with IS
security procedures. One interpretation of the
findings regarding informal sanctions is that
employees do not care about penalties and the
loss of respect associated with security policy
violations. One reason for this may be that they
perceive penalties and lack of respect to be minor
issues. Another possibility is to interpret the
results as viewed through Kohlberg’s Cognitive
Theory of Moral Development (Kohlberg, 1976,
1984), which suggests that only people who are
in the initial stages of moral development are
influenced by sanctions.

Implications for Practice

Our findings suggest that organizations should
pursue other means of discouraging IS security
policy violations besides formal sanctions. For-
mal sanctions serve an importantrole in that they
“provide an important legal foundation allowing
organizations to take clearly defined actions
against those who violate policy” (Siponen &
Vance, 2010, p. 498). However, our findings
indicate that formal sanctions may notalways be
effective indeterring policy violations. Thus, in
addition to formal sanctions, security managers
should engage in positive means of enforcement.
Inpractice, this means that organizations should
arrange IS security training sessions in which
the IS security educator attempts to persuade
organizational members that the violation of
IS security policies is morally wrong and that
compliance with policies is morally correct.
However, it is important to note here that such
a strategy requires that the organization’s IS
security activities can withstand moral scrutiny
(Siponen, 2002).

With respect to the perceived benefits of
violating IS security policies, we suggest that
top management and supervisors communicate
a clear and consistent message stating that
saving work time does not justify violating
IS security policies and that adherence to IS
security policies is integral to employee job
descriptions and responsibilities.

Implications for Research

Previous studies in moral development litera-
ture suggest that people can gradually change
their moral judgment through well-designed
moral education and argumentation (Kohlberg,
1984). With this backdrop, and keeping in mind
our finding that moral beliefs have asignificant
effecton intention to violate IS security policy,
the key avenue for future research is to study
the effect of carefully designed moral persua-
sion techniques on employees’ compliance
with IS security policies. A number of strate-
gies may be pursued in such an educational
program. One is the Kohlberg-Blatt method
of inducing cognitive conflict (Crain, 2004).
Another method favored by Kohlberg (1976)
is role-taking opportunities, which refer to
opportunities to consider others’ viewpoints.
In the IS security policy compliance context,
considering others’ viewpoints could encour-
age discussion regarding the consequences of
noncompliance with IS security policies for
members of the organization and the organiza-
tion as a whole.

Such educational interventions can be
measured by traditional pre- and post-tests
with self-reports or objective measures. The
pretest measurement provides the baseline
for employee attitudes before the IS security
training. The post-test is administered after the
IS security training sessions in order to see the
effect on employees’ attitudes about the moral
discussion provided by the IS security training.
The pretest/post-test design can also be used in
the case of employees who donot have sufficient
knowledge to successfully answer the pretest
before the educational intervention. (For in-
stance, employees may notunderstand a pretest
question like, “Do you use email encryption to
encrypt confidential email messages?” or may
confuse it with the concept of encryption of a
remote login connection. As a result, they may
provide incorrect information in the pretest.) In
addition, experiments with control groups are
especially welcome (Greenberg, 1990).
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Similarly, pre- and post-tests are needed
to study how organizations can overcome
employees’ perceptions of benefits for violat-
ing IS security policies. Based on research in
other fields (Greenberg, 1990), we suggest
the implementation of carefully designed IS
security training sessions in which educators
provide persuasive messages arguing that
saving time does not justify violations of IS
security policies.

Limitations

It is important to consider two principal limita-
tions of'this study. First, as is the case with most
IS research, data were collected from within a
single country. It may be possible that the results
ofthis study will not generalize to other countries
and cultures. Aneeded avenue of future research
is to examine the effects of sanctions, benefits,
and moral beliefs across cultures.

Another limitation of the study is the
examination of intention rather than actual be-
havior. It is possible that respondents’ reported
intentions differ from their actual behaviors.
However, two considerations help to mitigate
this limitation. First, the informational value
of reported intention is not tied only to its use
as a proxy for actual behavior. Rather, in the
context of scenario studies, reported intention
is indicative of “a motivational state that exists
just prior to the commission of an act. We think
ofitasameasured reflection of a predisposition
to commit [an act]” (Paternoster & Simpson,
1996, p. 561). Thus, reported intention is a
measure of predisposition to violate IS security
policies, making it well suited as a measure of
prospective behavior.

Second, a large number of studies in the
social sciences have found that reported inten-
tions do correlate strongly with actual behavior
(Albarracin, Johnson, Fishbein, & Muellerleile,
2001; Notani, 1998; Sutton, 1998). Within
the field of Criminology, reported intentions
to offend have been found to correlate highly
with past offenses (Grasmick & Burisk, 1990;

Nagin & Paternoster, 1993), actual offenses in
the future (Beck & Ajzen, 1991; Green, 1989;
Murray & Erickson, 1987), and concurrent
offending behavior (Pogarsky, 2004). Thus,
strong empirical support exists that validates the
intention measure as a useful surrogate measure
ofactual behavior. Nevertheless, this limitation
should be kept in mind when interpreting the
results of this study.

CONCLUSION

While employees’ compliance with IS security
policies is reported to be a key concern for
organizations, little empirical research has
devoted attention to this concern. To address
a related problem, namely computer abuse, IS
scholars have applied utilitarian-based deter-
rence approaches that focus on formal sanctions.
In comparison, informal sanctions, perceived
benefits, and moral evaluations have received
less orno attention from IS security scholars. As
recent studies in Criminology have highlighted
the role of moral beliefs over formal sanctions,
it is important to study the role of moral beliefs
and benefits with respect to employees’ adher-
ence to IS security policies. To fill this gap in
the research, we have tested a model based on
RCT, which canbe seen as an extension of deter-
rence theory. It explains individuals’ decisions
to break norms as being utilitarian calculations
based on perceived benefits, moral beliefs, and
formal and informal sanctions. The results of
our tests mainly support our model, suggest-
ing that perceived benefits have a substantial
impact on employees’ noncompliance with IS
security policies. Inturn, moral beliefs also have
a substantial effect. The practical implications
of our study suggest that organizations should
focus on IS security awareness activities that
address moral beliefs and perceived benefits
of noncompliance. Finally, future research
should employ experiments and surveys to
study the effect of IS security training sessions
and campaigns.
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ENDNOTES

! Parker described his choice of the term “com-

puter abuse” in this way: “The first proposal
formy research was titled ‘Computer-Related
Crime.” Law researchers reviewed the pro-
posal, saying, ‘Parker, you are a computer
technologist. What are you doing, trying to
decide what a crime is? After all, there are
only six people in the whole world qualified
to address that subject.” I next changed the
name of the research to ‘Anti-Social Use of
Computers.” Sociologists who reviewed the
proposal came back to me and said, ‘Parker,
you are computer technologist. What are you
doing, trying to decide what is social and
antisocial? After all, there are only six people
in the whole world qualified to address that
subject.’ I thought to myself, ‘All right, you
guys, [ will play your game.’ I changed the title
of the research to ‘Computer Abuse’—a term
that had not been used or at least formalized
before” (Parker, 1976, p. xi).

N. B. These convergent validity tests were not
performed for the dependent variable, intention
toviolate IS security policy, because these tests
are not applicable for single-item measures.
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APPENDIX A. SCENARIOS AND INSTRUMENTATION

Table Al. Hypothetical scenarios

Violation

Scenario

USB drive

Pekka is a middle level manager in a medium-sized company where he has worked for several years. Pekka
is currently working on a sales report that requires the analysis of the company’s customer database. This
database contains customer names, phone numbers, credit card numbers, and purchase histories. Because
of the sensitive nature of corporate data, the company has a strict policy prohibiting the copy of corporate
data to unencrypted portable media, such as USB drives. However, Pekka will be traveling for several
days and would like to analyze the corporate database on the road. Pekka expects that copying the data
to the USB drive and taking it on the road could save the company a lot of time and money. The firm is
experiencing growing sales and revenues in an industry that is economically deteriorating. He also knows
that an employee was recently reprimanded for copying sensitive corporate data to a USB drive. Pekka
copies the corporate database to his portable USB drive and takes it off company premises.

Workstation
logout

Seija is a middle-level manager in a medium-sized company where she was recently hired. Her department
uses an inventory procurement software application program to make inventory purchases. To ensure that
only authorized individuals make inventory purchases, the company has a firm policy that employees must
log out or lock their computer workstation when not in use. However, to make work more convenient,
Seija’s manager directs her to leave her user account logged-in for other employees to freely use. Seija
expects that keeping her user account logged-in could save her company time. She also knows that keeping
the workstation logged-in is a common practice in the industry and an employee recently was reprimanded
for leaving the workstation logged-in. Seija leaves the workstation logged-in when she is finished.

Passwords

Hannu is a low-level manager in a small company where he was recently hired. His company has a strong
policy that each computer workstation must be password-protected and that passwords are not to be shared.
However, Hannu is on a business trip and one of his co-workers needs a file on his computer. Hannu
expects that sharing his password could save his company a lot of time. He also knows that the firm has
mandatory information security training. Hannu shares his password with his co-worker.

Table A2. Measurement items

Constructs

Item

Source

Formal Sanctions—

What is the chance you would receive sanctions if you violated

Nagin and Paternoster

tion security policy?

certainty 1 the company information security policy? (1993)

Formal Sanctions— | What is the chance that you would be formally sanctioned if | Derived from Nagin and

certainty 2 management learned that you had violated the company infor- Paternoster (1993)
mation security policy?

Formal Sanctions— | What is the chance that you would be formally reprimanded if | Derived from Nagin and

certainty 3 management learned you had violated the company informa- Paternoster (1993)

Formal Sanctions—
severity 1

How much of a problem would it be if you received severe sanc-
tions if you violated the company information security policy?

Nagin and Paternoster
(1993)

Formal Sanctions—
severity 2

How much of a problem would it create in your life if you were
formally sanctioned for doing what [the scenario character] did?

Derived from Nagin and
Paternoster (1993)

Formal Sanctions—
severity 3

How much of a problem would it create in your life if you were
formally reprimanded for doing what [the scenario character] did?

Derived from Nagin and
Paternoster (1993)

Informal sanctions—
certainty 1

How likely is it that you would lose the respect and good opin-
ion of your co-workers for violating the company information
security policy?

Nagin and Paternoster
(1993)

continued on following page
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Table A2. continued

Informal sanctions—
certainty 2

How likely is it that you would jeopardize your promotion
prospects if management learned that you had violated the
company information security policy?

Nagin and Paternoster
(1993)

Informal sanctions—
certainty 3*

How likely is it that you would lose the respect and good opinion
of your manager, if management learned that you had violated
company IT security policies?

Derived from Nagin and
Paternoster (1993)

Informal sanctions—
severity 1

How much of a problem would it create in your life if you lost
the respect and good opinion of your co-workers for violating
the company information security policy?

Nagin and Paternoster
(1993)

Informal sanctions—
severity 2

How much of a problem would it create in your life if you
jeopardized your future job promotion prospects for doing what
[the scenario character] did?

Nagin and Paternoster
(1993)

Informal sanctions—
severity 3*

How much of a problem would it create in your life if you lost
the respect of your manager for violating the company informa-
tion security policy?

Derived from Nagin and
Paternoster (1993)

Moral Beliefs 1

I feel that the [scenario] character acted wrongly by violating
company IT security policy.

Derived from Paternoster
and Simpson (1996)

Moral Beliefs 2

How morally wrong would it be to do what the person did in
the scenario?

Paternoster and Simpson
(1996)

Moral Beliefs 3*

It is morally right to violate company IT security policies.

Derived from Paternoster
and Simpson (1996)

Perceived Benefits 1

IfIwould do what[the scenario character] did, | would save time.

New measure

Perceived Benefits 2

If T would do what [the scenario character] did, I would save
work time.

New measure

Perceived Benefits 3

Noncompliance with the information security policies saves
work time.

New measure

Perceived Benefits 4

Noncompliance with the information security measure saves
employees’ time.

New measure

Note. *Dropped to improve reliability or construct validity.

APPENDIX B. MODEL VALIDATION

To establish factorial validity and reliability for the measurement model, we followed the PLS
validation procedures outlined by Gefen and Straub (2005). To test convergent validity, we
performed a bootstrap with 600 resamples and then examined the t-values of the outer model
loadings. Convergent validity is demonstrated when all indicators load significantly on their
respective latent construct. In our case, all indicators exhibited loadings that were significant at
the .001 level (Table B1), denoting strong convergent validity. An additional test of convergent
validity put forward by Fornell and Larcker (1981) is that the average variance extracted (AVE),
a measure of variance explained by a latent construct for the variance observed in its measure-
ment items, should be at least .50 or higher. The AVE values are shown in Table B2. Both tests
indicate a high degree of convergent validity?.

To evaluate discriminant validity, two tests were performed. First, the cross-loadings of
measurement items on latent constructs were examined. In this test, discriminant validity is
demonstrated when an item more highly loads on its intended construct than on any other con-
struct. Following Gefen and Straub (2005), this difference in loadings should be at least .10. In
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Table B1. PLS loadings for convergent validity

Construct Item Loading
Moral Beliefs MoralA 0.90%***
MoralB 0.88***
Benefits Benefits1 0.90%***
Benefits2 0.92%**
Benefits3 0.75%**
Benefits4 0.72%**
Formal Sanctions FormA 0.79%**
FormB 0.92%%*
FormC 0.86%**
Informal Sanctions InformA 0.81***
InformB 0.96%**

#ikp < 001

Table B2. AVE scores

Construct AVE
Formal Sanctions 74
Informal Sanctions 78
Benefits .68
Moral Beliefs .80

Table B3. Cross-loadings of measurement items to latent constructs

Construct Item 1 2 3 4
Benefits (1) Benefits1 0.90 -0.10 0.00 -0.14
Benefits2 0.92 -0.17 -0.05 -0.20
Benefits3 0.75 -0.10 0.06 -0.16
Benefits4 0.72 -0.23 -0.07 -0.18
Formal Sanctions (2) FormA -0.21 0.79 0.43 0.33
FormB -0.13 0.92 0.64 0.41
FormC -0.11 0.86 0.67 0.34
Informal Sanctions (3) InformA 0.03 0.48 0.81 0.24
InformB -0.04 0.68 0.96 0.32
Moral Beliefs (4) MoralA -0.09 0.36 0.29 0.90
MoralB -0.27 0.40 0.28 0.88
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Table B4. Correlation of the latent variable scores with the square root of AVE

Construct 1 2 3 4
Benefits (1) 0.83
Formal Sanctions (2) -0.17 0.86
Informal Sanctions (3) -0.02 0.68 0.88
Moral Beliefs (4) -0.20 0.42 0.32 0.89

Table BS. Reliability scores

Construct Composite Reliability Cronbach’s o
Formal .89 .82
Informal .88 75
Moral Beliefs .89 15
Benefits .90 .85

this test, all items showed excellent discriminant validity (Table B3). Therefore, the model
demonstrates high discriminant validity.

A second test of discriminant validity is to compare the AVE score for each construct. In the
AVE test of discriminant validity, the square root of a given construct’s AVE should be larger
than any correlation of the given construct with any other construct in the model (Chin, 1998).
All the results of this test were acceptable. Our results depicted in Table B4 again demonstrate
strong discriminant validity.

Finally, to test the reliability of measurement items, SmartPLS was used to compute the Cron-
bach’s o as well as the composite reliability score, which is evaluated in the same way as Cronbach’s
o (Fornell & Larcker, 1981). Both scores are reported in Table B5. All constructs exhibited a reli-
ability score well over the .60 threshold accorded to exploratory research (Nunnally, 1967).

APPENDIX C. ASSESSING COMMON METHODS VARIANCE

Because measures for the dependent and independent variables were taken from the same instru-
ment, we performed two tests to gauge the influence of common methods bias in our data. First,
we performed Harman’s one-factor test to see whether one factor accounted for the majority of
variance in the data (Podsakoff, MacKenzie, Lee, & Podsakoff, 2003). To do so, we entered all
items used in the instrument into an unrotated exploratory factor analysis. This yielded 41 fac-
tors, the largest of which accounted for 28% of the variance, showing no evidence of common
methods bias. As an additional test, we examined the latent variable correlations to see whether
any two latent constructs correlated highly (at .90 or more), another possible manifestation of
common methods bias (Pavlou, Liang, & Xue, 2007). No constructs were found to correlate so
highly. Given these results, and because evidence suggests that methods biases are not as serious
in the field of IS as compared to those in other disciplines (Malhotra, Kim, & Patil, 2006), we
conclude that there is little threat of common methods bias in our data.
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