Tarja Nikula

Pragmatic Force Modifiers

Study

in Interlanguage

Pragmatics



STUDIA PHILOLOGICA JYVASKYLAENSIA 39

Tarja Nikula
Pragmatic Force Modifiers

A Study in Interlanguage Pragmatics

Esitetddn Jyvaskylan yliopiston humanistisen tiedekunnan suostumuksella
julkisesti tarkastettavaksi yliopiston vanhassa juhlasalissa (5212)
huhtikuun 27. paivana 1996 kello 12.

Academic dissertation to be publicly discussed, by permission of
the Faculty of Humanities of the University of Jyvaskyla,
in Auditorium S212, on April 27, 1996 at 12 o'clock noon.

@

.
UNIVERSITY OF [I JYVASKYLA

JYVASKYLA 1996



Pragmatic Force Modifiers

A Study in Interlanguage Pragmatics



STUDIA PHILOLOGICA JYVASKYLAENSIA 39

Tarja Nikula
Pragmatic Force Modifiers

A Study in Interlanguage Pragmatics

@

S
UNIVERSITY OF H JYVASKYLA

JYVASKYLA 1996



Editors

Raija Markkanen

Department of English, University of Jyvaskyla
Kaarina Nieminen

Scientific publishing, University of Jyvaskyla

URN:ISBN:978-951-39-8072-6
ISBN 978-951-39-8072-6 (PDF)
ISSN 0585-5462

ISBN 951-34-0723-3
ISSN 0585-5462

Copyright © 1996, by University of Jyvaskyla
Cover
Design: Jorma Luotio

Ilustration: Jukka Heiskanen

Jyvéaskyla University Printing House and
Sisdsuomi Oy, Jyvaskyld 1996



ABSTRACT

Nikula, Tarja

Pragmatic force modifiers. A study in interlanguage pragmatics

Jyvaskyla: University of Jyvaskyld, 1996, 258 p.

(Studia Philologica Jyvéaskylédensia,

ISSN 0585-5462; 39)

ISBN 951-34-0723-3

Yhteenveto: Pragmaattistasivya modifioivatilmaukset kielenoppijoiden puheessa
Diss.

This study investigates a pragmatic aspect of language: speakers’ way of using
pragmatic force modifiers, i.e. expressions such as I suppose, sort of, or certainly to
modify (either to soften or to strengthen) the impact of their messages. Earlier
research has shown that modifiers can have important interpersonal functions,
especially in terms of linguistic politeness. This study explores how advanced
Finnish speakers of English use pragmatic force modifiers in a conversational
setting. The learners’ interlanguage performance is compared with that of native
speakers of both English and Finnish. The main empirical data consist of
conversations between Finnish and British speakers. The data also contain similar
conversations by native speakers of Finnish and native speakers of English.

The study has both theoretical and empirical aims. The theoretical aim is to
provide a descriptive model of pragmatic force modifiers that would account for
their specific nature, especially their potential multifunctionality. Thus, a model
is suggested that conceptualizes modifiers as a continuum from more explicit to
more implicit choices. The empirical aim is to study how and for what kinds of
pragmatic functions speakers use modifiers and to describe how contextual factors
affect their use. The study also investigates how speakers’ changing roles during
the encounters influence their use of modifiers. The focus is on non-native speakers
and on how they master the use of modifiers in relation to native speakers of both
English and Finnish.

Modifiers were used frequently throughout the data; they were especially
common in face-threatening contexts, which points to their interpersonal
significance. Even though also the learners used modifiers, they used them less
clearly in interpersonally motivated ways than the native speakers. The learners
were also less skilful in adapting their use of modifiers to changing role
relationships. The distinction between explicit and implicit modifiers seemed
worthwhile in that where the native speakers used implicit modifiers the most, the
learners favoured explicit modifiers. This can have interpersonal implications as
the native speakers used implicitness to create an atmosphere of shared
assumptions; the learners’ inability to do so can thus lead to problems inasmuch
as it is seen as intentional on their part. Overall, the findings indicate that the use
and interpretation of pragmatic force modifiers is affected by a complex
combination of linguistic, conversational, and social factors.

Keywords: pragmatics, politeness, involvement, interlanguage, explicit/implicit
strategies, roles, pragmatic proficiency
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Orientation

1 INTRODUCTION

1.1  Pragmatics and interlanguage pragmatics

Rather than considering language as an abstract system in a social vacuum, the
present study focuses on one aspect of language in use: the way speakers modify,
i.e. soften or emphasize, the impact of their messages in a conversational setting.
The study belongs to the linguistic tradition of pragmatics in that attention will be
paid to language as it relates to its users, and to functions of language in real-life
contexts. There is as yet no unanimous definition of pragmatics as a field of study.'
Mey (1993:45-46), however, points out that it is possible to talk about two
approaches to pragmatics. On the one hand, pragmatics can be regarded as a
component of linguistics, alongside other components with their own areas of
interests and points of focus, such as phonology, syntax or semantics. On the other
hand, pragmatics can be conceptualized as a perspective on language (e.g.
Verschueren 1991, 1995). The present study adopts a perspective view of
pragmatics in believing that it is possible to consider different levels of language
and communication — from morphemes to conversational organization — from a
pragmatic perspective, that is, bearing in mind the kinds of functions and purposes
for which speakers use them.

Research on pragmatics has brought into attention many aspects of
language which were earlier considered uninteresting or outside the domain of
linguistics proper. Pragmatics has also often succeeded in showing the importance
of features in language which traditional linguistics might have seen as futile and
best avoided. The present study focuses on one such feature: the use of words and
expressions which, on the face of it, seem to add little in terms of content value to
speakers' utterances but which, nevertheless, are often important in that they help
signal speakers' feelings and attitudes to their messages, their coparticipants and

For various definitions of pragmatics, see Leech 1983, Levinson 1983, Green 1989, Grundy 1995
and Thomas 1995.
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the situation as a whole. Previous research has indicated strong links between the
use of modifying devices and such underlying interpersonal motivations as
politeness and involvement (e.g. Brown and Levinson 1987, Holmes 1984a, 1990,
James 1983). That is, modifying expressions such as I suppose, maybe, you know and
kind of, which abound in language use, are usually there for a purpose. Therefore,
itis useful to investigate their interactional motivations and functionsbecause such
investigations can yield valuable information about the characteristics of everyday
language use.

Modifying expressions of the type mentioned above will be called pragmatic
force modifiers in the present study. It is useful to consider them from the viewpoint
of pragmatic proficiency which, broadly speaking, refers to speakers' ability to use
language not only correctly but also appropriately, so that it matches the social
situation in which it is being used. For native speakers of a language, being
pragmatically proficient does not, usually, pose problems: having internalized
their language and culture they know more or less automatically how to use
language in different situations. Even though native speakers can also encounter
situations that they are not familiar with, the fact remains that they are, on the
whole, better equipped than non-native speakers to adapt their language use in
ways that makes it pragmatically appropriate for different situations. For non-
native speakers, however, pragmatic appropriateness can pose big problems.
Previous research has indicated that mastering pragmatic aspects of a foreign
language is not an easy task and that non-native speakers' insufficient pragmatic
skills can lead to pragmatic failure (e.g. Holmes 1982, Thomas 1983). At their
worst, pragmatic problems reflect badly on the speaker as a person because, unlike
in the case of overt grammatical errors, speakers can easily be judged as
intentionally rude or offensive if they fail to abide by the pragmatic conventions
of the given society.

Interlanguage pragmatics is a subfield of pragmatics which studies how non-
native speakers produce and understand linguistic action (see e.g. Kasper and
Blum-Kulka 1993a).”> There is much demand for research in interlanguage
pragmatics as it provides valuable information about the types of problems non-
native speakers most typically encounter with pragmatic aspects of language,
about the way in which pragmatic skills develop, about the ways in which
pragmatic conventions of the native language influence learners’ interlanguage,
and about the communicative effects that pragmatic mishaps may have (see e.g.
Kasper 1989, Blum-Kulka 1991, Kasper and Blum-Kulka 1993b).

The present study resides within the scope of interlanguage pragmatics in
that its focus lies on how non-native speakers - Finnish speakers of English -
master the use of pragmatic force modifiers. Even though the growing interest in

Kasper and Blum-Kulka (1993b:3), however, suggest that considering interlanguage only in relation
to non-native speakers may narrow its scope. unnecessarily Especially in situations of language
contact, speakers fully competent in two languages may adopt an intercultural style that both bears
resemblance to and differs from the two languages involved.
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pragmatic aspects of language in general has resulted in a great number of studies
dealing with aspects of interlanguage pragmatics, there are a number of reasons
why the present study is of importance. Firstly, whereas much interlanguage
research has been based on elicited or role-played data, the present study draws
on authentic conversational data. Even though non-native speakers’ pragmatic
abilities and problems with using modifying expressions while performing certain
face-threatening acts have been well documented (e.g. House and Kasper 1981,
Olshtain and Weinbach 1987, Koike 1989, Takahashi and Beebe 1993), relatively
little is known about non-native speakers’ overall conversational success in this
respect. Secondly, rather than seeing pragmatic force modifiers in terms of a
narrowly defined set of expressions, the present study seeks to describe the
pragmatic modification phenomenon in broader terms. That is, attention will be
paid to various different types of expressions provided that they share similar
pragmatic functions: those of either softening or emphasizing the pragmatic force
of speakers’ messages. Thirdly, even though the use of pragmatic force modifiers
has often been associated with interpersonal motivations such as politeness,
further research is needed to highlight more specifically the ways in which
modifying expressions contribute to interpersonal aspects of communication in
general, and how non-native and native speakers compare with each other in this
respect in particular. The present study thus seeks to contribute to knowledge
about interlanguage pragmatics by focusing on one aspect of pragmatic
proficiency: the use and interpretation of pragmatic force modifiers during a
conversational encounter. The more detailed aims and research questions will be
introduced below.

1.2  Theoretical and empirical aims

The present study has both a theoretical and an empirical aim. The theoretical aim
is to come up with an account of pragmatic force modifiers that would be useful
in describing the phenomenon, and that would capture the essence of various
different, sometimes conflicting, approaches to the modification phenomenon that
can be found in earlier research. The model would also have to be one into which
choices at different levels — verbal and non-verbal — could be incorporated if they
share similar pragmatic functions, even if during the analysis attention is narrowed
down to specific realizations only. With these objectives in mind, an attempt will
be made in the present study to formulate a descriptive model of pragmatic force
modifiers that could be used as the analytic framework in the empirical part of the
study, and that would also be relevant for other areas of pragmatic research.

In terms of the empirical aim, the present study seeks to employ the
descriptive model developed in the theoretical section of the study and to answer
the following general research question: How do advanced Finnish speakers of
English master the use of pragmatic force modifiers in a conversational setting,
and how does their performance relate to that of native speakers of both English
and Finnish? More specifically, the use of pragmatic force modifiers will be
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approached from three different, though related, angles, the focus moving in each
case from the more linguistic to the more social aspects of communication as the
notion of context is broadened. The analysis seeks to address the following
research questions:

(1) How frequently do native and non-native speakers use pragmatic force
modifiers and what type of expressions do they favour? This level of analysis seeks
to investigate (a) how common a phenomenon the use of modifiers is in the
conversations studied, and the differences and similarities between non-native and
native speakers in this respect, and (b) to compare the use of different types of
pragmatic force modifiers in each set of data.

(2) What kind of interpersonal purposes are pragmatic force modifiers used
for? As was pointed out above, earlier research has indicated a strong link between
the use of pragmatic force modifiers and interpersonal motivations such as
politeness and involvement. Therefore, the functions of modifiers will be
approached from the broad perspectives of politeness and involvement. The
purpose is (a) to explore the ways in which speakers make strategic use of
pragmatic force modifiers for interpersonal purposes, (b) to explore the contexts
where modifiers most commonly seem to fulfil politeness and involvement
functions, and (c) to investigate the relative importance of different types of
modifiers for these interpersonal functions.

(3) How do speakers’ roles during the conversations affect the way they use
pragmatic force modifiers? This research question seeks to highlight the notion
that the type of pragmatic act performed is not the only contextual factor that can
affect how speakers use pragmatic force modifiers. The roles speakers occupy at
a given point of time can also constrain their use of modifiers.

Each of the research questions introduced above will be approached from
an interlanguage perspective. That is, the main focus will be on non-native
speakers’ performance, and the ways in which it resembles or differs from the
performance of native speakers of both English and Finnish.

1.3 Data and methods

As was briefly mentioned above, studies of interlanguage pragmatics have often
investigated data obtained from discourse completion tasks or elicited role-plays
(see Kasper and Dahl 1991 for an overview). These studies have provided a great
deal of valuable information about various pragmatic aspects of communication.
Nevertheless, there is also a need for analyses carried out on more authentic
encounters in order to determine whether the findings based on elicited methods
are applicable to other contexts as well. For this reason, the present study is based
on conversational data, with aslittle predefined constraints on speakers’ behaviour
as possible.

The conversations between advanced T'innish speakers of Inglish and
native speakers of English (henceforth NS-NNS conversations) form the most
important data for the present study. There are four conversations altogether, with
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four participants in each (two native speakers and two non-native speakers). In
addition to the NS-NNS material, the data contain four similar conversations by
native speakers of English (NSE conversations), and four conversations by native
speakers of Finnish (NSF conversations). This set-up makes it possible to compare
the non-native speakers’ interlanguage performance with material by native
speakers of both the target language (English) and the speakers’ native language
(Finnish). The subjects in all conversations are university students of roughly the
same age, and in each conversation there are both male and female speakers. All
the conversations can be described as unstructured and informal chats in that the
participants are not asked to follow any prescribed procedure. Instead, they are
free to conduct the conversations in the way that they want and in the direction
they want. The data collection and the conversations studied will be discussed in
more detail in chapter four.

It is clear that to answer the kinds of research questions introduced above,
qualitative research methods are called for. However, simple techniques of
quantification will also be used for illustrative purposes when dealing with the
frequency of pragmatic force modifiers and the relative distribution of different
types of modifiers in the data. In order to investigate the interpersonal functions
and pragmatic significance modifiers, however, it is necessary to adopt a
qualitative, descriptive approach which seeks to take into account the linguistic,
the conversational and the social context in which the speakers use pragmatic force
modifiers. Only by investigating the subtle interplay of these different but
simultaneous factors is it possible to assess the pragmatic functions of modifying
expressions and their interpersonal significance. The preference for qualitative-
descriptive methods implies a recognition of the contextualized nature of the
phenomenon studied. That is, it is important to try and make sense of pragmatic
force modifiers and their functions in their contexts of occurrence. To illustrate in
detail the principles according to which qualitative analysis will be conducted in
the present study, a sample analysis will be carried out on an extract from the data
in chapter four.

14  The structure of the study

After the present introductory section, the overall structure of the present study
is divided into three main parts with different points of focus. The first part of the
study seeks to illuminate the theoretical underpinnings of the study. Chapter 2 will
be dedicated to considerations involving the interpersonal nature of language in
general, and the interpersonal significance of modifying devices in particular. The
interdependency of pragmatic appropriateness and context will also be discussed,
because it is important also from the viewpoint of the appropriate use of modifiers.
As the use of modifying devices is an important aspect of pragmatic skills, the
notions of pragmatic proficiency and pragmatic failure will be introduced, with
special attention to non-native speakers. Chapter 3 has two aims. Firstly, the views
of modifying devices most prevalent in earlier research will be reviewed and



16

evaluated. Secondly, the descriptive model of pragmatic force modifiers adopted
in the present study will be introduced and discussed in detail, with special
attention to how it resembles and differs from the ones suggested in the earlier
research.

The second part of the study focuses on the empirical analysis of the data.
In chapter 4, the aims, the data, and the methodology will be introduced, and a
sample analysis will be carried out on an extract from the data to illustrate the
three angles from which the conversational data will be approached. The main
focus of chapter 5 will be on the frequency of pragmatic force modifiers in different
sets of data. The types of modifiers favoured by each group will also be described.
This information about frequencies and types of modifiers will provide the
background for the ensuing qualitative analysis. Chapter 6 will concentrate on the
qualitative analysis of politeness and involvement functions of pragmatic force
modifiers in the three sets of data, and chapter 7 investigates the interplay between
speakers’ roles and pragmatic force modifiers.

The purpose of the third part of the study is to integrate and evaluate the
findings. Chapter 8 will assess the findings of the study in terms of what they
reveal about the non-native speakers’ pragmatic proficiency. The discussion will
also be extended to those factors that are most likely to influence the non-native
speakers’ use of modifiers, and to the importance of awareness-raising for
pragmatic appropriateness. Finally, in chapter 9, limitations of the approach
chosen in the present study will be discussed and suggestions made for possible
points of departure for future research.



The theoretical framework

2 THE SIGNIFICANCE OF MODIFYING DEVICES IN
INTERACTION

For the purposes of the discussion in the present chapter, the general term
modifying devices' will be used as a cover term for both softening and strengthening
devices. A more detailed and thorough discussion of terminology and the way in
which modifiers are defined in the present study will follow in chapter three. This
chapter seeks to provide the background for the present study by discussing, in
general terms, what it means to adopt a pragmatic approach to modifying devices
as well as the significance of the phenomenon of modification in interaction as a
crucial part of pragmatic proficiency. The discussion will draw on relevant earlier
research, and the focus will move from the strategic significance of modifying
devices in interaction in general to considerations about their use in second
language interaction.

21 Modifying devices: preliminaries

211 A pragmatic perspective to modifying devices

Grice’s (1975) well-known theory about the maxims of the cooperative principle,
according to which cooperative speakers seek to be sufficiently informative
(maxim of quantity), truthful (maxim of quality), relevant (maxim of relation), and
to avoid obscurities (maxim of manner) has been widely influential in pragmatic

The term modification may evokecriticism on the grounds that it seems to imply a view of
language use where speakers first have in mind some core J)roposition which they, then,
garnish with modifiers. Such a view would fail to acknowledge that modifiers are as much
part of the message ‘proper’ as other aspects of it. However, as it has been common to
apply the terms modi)ger and modification in earlier research, the same terms, for want of
better ones, will be used in this study as well.



18

research, not least because of the necessity it opens up for explaining the
underlying reasons why, in fact, speakers often choose not to act according to such
maxims. The use of modifying devices such as the ones in the example below is
one way in which speakers seem to break the Gricean maxims:

Example 1

S3  well I mean, it has quite a good sort of comedy value, the house of lords
(NSE 2)

Firstly, when speakers use modifying devices they, in principle, say more
than is necessary for mere information transfer (a breach of quantity maxim).
Secondly, Brown and Levinson (1987:164) also point out that many softening
devices break the quality maxim because they signal that speakers are not taking
full responsibility for what they are saying (e.g. I suppose), i.e., these devices allow
speakers to say more than what they know is true. Thirdly, it may be possible to
argue that modifying devices are irrelevant to the point of the message and
therefore break the maxim of relation. And fourthly, abundant use of modifying
devices also adds to the indirectness of messages, and can thus be regarded as a
breach of the maxim of manner, according to which speakers should attempt to
express themselves in a brief and orderly way. Yet modified utterances such as the
one in example 1 abound in most everyday encounters, and it is a task for
pragmatics to explain why this is the case.

It was pointed out above that pragmatics is interested in language function
and use. Moreover, the view of pragmatics as a perspective means that any
linguistic phenomenon can be approached from a pragmatic, i.e. functional,
perspective. Verschueren (1995:13-14, emphasis original) defines pragmatics as “a
general functional perspective on (any aspect of) language. . . which takes into
account the full complexity of its cognitive, social, and cultural (i.e. ‘meaningful’)
functioning in the lives of human beings”. This definition places emphasis on
language choices being meaningful, and it is important to recognize that
pragmatic meaningfulness often extends “over and beyond the propositional
information” (Ostman 1995:4). That is, pragmatic explanations often need to go
beyond the language system itself when the objective is to explain why speakers
use language the way they do, often in ways that seem to run counter to such
principles as suggested by Grice.

The present study seeks to approach modifying devices from a pragmatic
perspective. The basic assumption is that even though modifying devices often
seem to make speakers’ messages unnecessarily vague and wordy, their
prevalence in interaction alone suggests that they must have some communicative
significance for language users, i.e. their use is probably motivated (see Thomas
1995:111). It will be argued in chapter three that attention to semantic properties
of modifying devices alone does not provide satisfactory explanations for why
speakers use them: there seems to be more to modifying devices than what they
strictly speaking ‘mean’ in semantic terms. Therefore, a pragmatic approach that
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pays attention to language functions is called for. Such an approach means that
social and situational constraints on language use are recognized and that
explanations for linguistic phenomena can also be sought from outside the
language system itself.

2.1.2 Motivations for modification

A common practice when explaining the reasons for maxim-flouting has been to
start from the assumption as, for example, Grice (1975), Brown and Levinson
(1978/1987) and Sperber and Wilson (1986) do, thatlanguage use is governed by
basically similar rational and goal-oriented principles as other forms of human
interaction and that, consequently, there must be some reasons why speakers
choose to express themselves in ways which run counter to the Gricean maxims
of efficient communication.? The same applies to the use of modifying devices as
well. As suggested above, their prevalence in interaction suggests — given that
speakers are rational agents — that there are some underlying purposes for their
use. Usually, such underlying motivations arise from outside the language system,
the basic assumption being that language as a social system is constrained by
factors similar to those operating in other forms of social behaviour. The most
commonly suggested reason for the use of modifying devices is that they help
language users express interpersonal meanings, or interpersonal functions, in
interaction.

The ‘interpersonal function’ of language means, in essence, that in addition
to conveying referential information (what Halliday (1973) calls the ideational
function of language), language is also used to express feelings and attitudes to the
topic, the coparticipants, and the situation as a whole. According to Halliday
(1973:66), this interpersonal function has to do with “language as the mediator of
our own personalities and personal feelings on the one hand, and forms of
interaction and social interplay with other participants in the communication
situation on the other hand”. Ochs and Schieffelin (1989:9), similarly, draw
attention to the affective functions of language by pointing out that

beyond the function of communicating referential information, languages are
responsive to the fundamental need of speakers to convey and assess feelings, moods,
dispositions and attitudes. This need is as critical and as human as that of describing
events.

Halliday (1973) also takes into consideration the textual function of
language, which refers to language as a means of constructing a text (see also

Kopytko (1995) criticizes ‘rationalistic pragmatics’ and its claims of pure rationality where
language strategies are seen as means for satisfying specific ends when linguistic actions
are, instead, often characterised by indeterminacies. However, even if specific goals and
Eure rationality are excessively tall orders, it is probably safe to argue that people usually

eha\];e the way they do for some purposes, however vague and complex those purposes
may be.
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Leech 1983:56). It is important to notice that language use always fulfils these three
functions simultaneously even though certain features of language use may be
closely connected to a particular function. Hence, even though all linguistic choices
that speakers make convey interpersonal functions alongside with ideational and
textual ones, modifying devices often ‘specialize’ in serving interpersonal
functions, one indication of which is that they, typically, contribute relatively little
to the ideational content of speakers’ utterances.

The most common interpersonal function which has been associated with
the use of modifying devices is linguistic politeness. Politeness will be dealt with
in more detail in chapter six, but for the purposes of the present discussion,
politeness can be preliminarily defined as strategic conflict avoidance (Brown and
Levinson 1987). That is, it refers to speakers’ wishes to use language in ways that
will not threaten the face wants of either themselves or of their coparticipants. It
is, furthermore, usual to make a distinction between two types of politeness on the
grounds of whether speakers wish to signal deference by respecting the
addressee’s freedom from imposition, or whether they wish to signal their
approval and liking of others. Drawing on Brown and Levinson’s (1978/1987)
research on politeness, these two types are called negative and positive politeness,
respectively.

There are various ways in which linguistic politeness can be expressed.
Brown and Levinson (1987) list numerous strategies which can fulfil politeness
purposes, ranging from those more specifically linguistic in nature (e.g. the use of
passive forms) to more general ones which can also be applied to other forms of
social behaviour (e.g. the giving of options). As regards modifying devices, they
have usually been considered from the viewpoint of negative politeness. This is
because politeness research in general has tended to concentrate on negative
politeness, or what Leech (1980, 1983) calls tact, both of which have to do with the
speaker’s motivation to protect the addressee’s face and to respect his/her privacy
and freedom of action. As regards research on modifying devices, this interest in
negative politeness has meant that scholarly attention has predominantly been
directed to modifying devices with a weakening function. This means that
expressions such as I suppose, probably, or sort of, for example, have been regarded
as means of mitigating and reducing the force of utterances, thus making them
more acceptable to addressees and less likely to be threatening to their negative
face wants (see e.g. Fraser 1980, House and Kasper 1981, Coates 1987, Skelton
1988). However, it also seems worthwhile to consider modifying devices from the
viewpoint of positive politeness. Brown and Levinson (1987) and Holmes (1984a),
for example, draw attention to emphatic expressions such as certainly or really and
their role in enhancing positive politeness, that is, feelings of solidarity and same-
mindedness (see e.g. Brown and Levinson 1987, Holmes 1984a). All in all, then,
earlier research has indicated that speakers often regulate the pragmatic impact of
their messages by resorting to modifying devices, and that the underlying reasons
for this have often to do with the expression of linguistic politeness.

In addition to politeness, some writers have also considered modifying
devices assignals of involvement (e.g. Chafe 1985, Arndt and Janney 1985, Ostman
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1982). The same applies to involvement as to politeness: it is a broad concept that
hasbeen defined in various ways. It is usually associated with speakers showing
emotional commitment to either the message that they are conveying or to their
interlocutors (for overviews, see Besnier 1994a, 1994b), even though it is also usual
to see involvement as a continuum from emotional detachment to emotional
attachment (e.g. Hiibler 1987). According to this view, modifying devices such as
maybe or I suppose can act as signals of speakers’ detachment from the message
and/or the coparticipants and devices such as I'm sure and really as signals of
attachment, both of which represent modes of involvement. The relationship
between politeness and involvement is not a straightforward one either, so that
drawing a clearly defined borderline between politeness and involvement is often
a difficult task. This, obviously, carries over to the interpretation of modifying
devices with the effect that it maynot always be easy to be very precise about their
interpersonal functions. This issue will be taken up in more detail in chapter six
when dealing with the interpersonal functions of modifiers.

It is also worth pointing out that modifying devices can serve as indicators
of the level of formality in interaction. Certain types of modifiers, for example sort
of, or whatever, and you know, seem to be associated with informal style in particular
(see e.g. Crystal and Davy 1975, James 1983, Channell 1994). As James (1983:201)
puts it, such modifying devices “contribute to a certain informality of style and
intimacy of relationship”. That is, speakers can use modifying devices to signal
that they regard the situation as informal; the absence of modifying material in
casual situations may, therefore, be interpreted as overt matter-of-factness.
Conversely, there are also modifying devices which are more likely to be used in
formal rather than informal situations, such as as it were or I presume. That there
seems to be a connection between modifiers used and the level of formality in the
situation suggests that context in general has a powerful effect on the use and
interpretation of modifying devices. This is why contextual constraints should
always be taken into account when assessing the interpersonal functions of
modifiers. The next section will give an overview of the contextual factors that are
likely to be of significance when pragmatic analyses are carried out. Suffice it to
say in this connection that factors pertaining to the type of situation and topic at
hand, and the type of relationship between the speakers, are all worth taking into
consideration when interpreting the functions of modifying devices.

There are two important points concerning the interpersonal functions of
modifying devices which earlier pragmatic research has brought up and which are
worth mentioning in this connection. Firstly, as was already mentioned in passing
above, even though it is possible to discuss different functions separately at a
theoretical level, it is not always possible to assign modifying devices to specific
well-defined functions when investigating their use in real contexts (see e.g.
Ostman 1981a, Coates 1987). On the contrary, modifying devices are often capable
of serving many functions simultaneously. Ochs and Schieffelin (1989:15) suggest
the same thing when pointing out that “it appears that linguistic structures more
often specify a range of affective meanings than pinpoint a precise affective
meaning”. Secondly, arguing that speakers make strategic use of modifying
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devices for interpersonal purposes may create an impression that speakers always
employ such strategies in a conscious manner, with full awareness of their
interpersonal impact. However, it is often the case that people use modifying
devices without much conscious attention, as a matter of course rather than
consciously calculating their interpersonal effectiveness (see e.g. Thomas 1986:255,
Schmidt 1993:22). That is, even though modification strategies can be brought onto
the level of awareness, they are not always under conscious deliberation. Rather,
as least as far as native speakers are concerned, they have internalized the
culturally-appropriate ways of using their language and know more or less
automatically what kind of modifications are called for in different situations.
Therefore, what Brown and Levinson (1987:85) say about politeness strategies
applies to the way in which the strategic use of modifying devices is seen in the
present study as well:

We continue to use the word ‘strategy’, despite its connotations of conscious
deliberation, because we can think of no other word that will imply a rational element
while covering both (a) innovative plans of action, which may still be (but need not
be) unconscious, and (b) routines - that is, previously constructed plans.

2.1.3 Universality of modifying devices

Given that the use of modifying devices is a strategy which speakers can employ
to signal interpersonal meanings, it is of course reasonable to ask whether their use
is a universal phenomenon, applying in the same way to all languages. As regards
politeness research in general, Janney and Arndt (1993) argue that, during the past
decade, there has often been a tacit assumption of universality concerning matters
of linguistic politeness. This seems to apply to research on modifying devices as
well: it is a widely held assumption that linguistically polite speakers tend to
modify — mainly mitigate and tone down — the force of their utterances. Brown
and Levinson (1987) are explicit about the assumed universality of the politeness
strategies that they cover in their research. They consider the use of modifying
devices as an important politeness strategy that pertains especially to negative but
also to positive politeness. Moreover, pragmatic research conducted on different
languages (mainly western) suggests that modifying devices do play a role in
politeness across languages. As with other areas of pragmatics, English is the
language which has attracted most attention (e.g. Holmes 1982, 1984a, James 1983,
Coates 1987), but there are also studies dealing with other languages which
indicate that modifying devices are often used for interpersonal purposes
including, for example, German (House and Kasper 1981, Kasper 1981), Hebrew
(Blum-Kulka 1982), Danish (Trosborg 1987), Spanish (Koike 1989), and Finnish
(Hakulinen 1989, Lampinen 1990).

It is probably safe to assume that the use of modifying devices is a
phenomenon that can be found in most, maybe all, languages. This does not,
however, guarantee that modifying devices have similar interpersonal functions
in alllanguages. Thus, what Janney and Arndt (1993:20) point out about speech act
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categories probably applies to the use of modifying devices as well: “the fact that
such activities are found in different languages . . . in no way proves that their
functions in politeness are universal”. Kasper (1994:3209) is along the same lines
in arguing the following:

The strategies composing specific speech act sets, and global modificatory dimensions
such as indirectness, minimization, and maximization of pragmatic force . . . have
been demonstrated to be valid across languages and communities studied so far. Yet,
the selections participants make from such repertoires vary between speech
communities, and these variations systematically reflect different cultural orientations.

It is, thus, worthwhile to investigate the extent to which there are
differences and similarities in the ways in which speakers of different languages
employ modifying devices for interpersonal purposes. Possible differences across
languages are also interesting form the viewpoint of second language research as
non-native speakers may transfer modification strategies inappropriately from
their native language over to their L2. This, in turn, can cause problems for
successful communication in foreign language situations. Moreover, in the light
of the arguments by Janney and Armndt (1993) and Kasper (1994) above, it is
possible that even if two languages have similar modifying devices, the
interpersonal functions of those modifiers need not be the same across those
languages. This is a factor that can easily remain unnoticed by non-native speakers,
who may use L2 modifiers in L1-influenced ways, thereby failing to fulfil the
intended pragmatic functions in the target language.

Another factor worth bearing in mind is that different languages may
realize similar modification strategies in different surface forms. For convenience,
the term modifying device has been used in this chapter as an overall term for
different modifying strategies, chiefly because research has largely concentrated
on the use of phrasal and lexical modifying devices, which are common in many
languages. However, the term should be understood more broadly than simply as
a reference to lexical-phrasal means. This is because the same interpersonal
functions may also be achieved by different strategies altogether. For example,
Hakulinen (1976) and Markkanen (1991) show that in Finnish, morphological
endings, known as clitic particles, often have modification functions similar to
those of lexical devices in English. Similarly, Matsumoto (1988, 1989) and Tanaka
(1993) point to the interpersonal significance of particles in the form of bound
morphemes in Japanese. Findings such as these suggest that it is not enough
merely to compare corresponding surface forms across languages as the languages
in question, especially if they are typologically different, can make use of different
linguistic means to realize the same modifying functions. Wierzbicka (1993:37-41),
for example, draws attention to the finding that tag questions are much more
frequently used in English than in Polish, and that Polish tag questions lack the
appealing functions that tags in English have. She, therefore, concludes that tag
questions have been given too much emphasis in pragmatic literature. However,
in concentrating only on the surface forms of tag questions in English and Polish,
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she appears to pay no attention to the possibility that Polish speakers probably
express similar appealing functions using different surface forms.

2.2 The importance of context

2.2.1 The notion of context

The discussion above has suggested that the use of modifying devices for
interpersonal purposes is a common, probably universal, phenomenon of language
use. This does not, however, mean that the same ‘rules” would apply to their use
in all situations. On the contrary, as with other pragmatic phenomena, the
influence of context is crucic for their use and interpretation.

The term context is probably one of the most used and least defined terms
in linguistics, and the concept itself, as Quasthoff (1994:731) puts it, “is widely
context-dependent: it varies with the context of each particular linguistic approach,
terminological system, or analytic unit”. Typically, the term has been used to refer
to both the linguistic and the social situation in which speech occurs. It is obvious
that there are numerous contextual constraints which can have an effect on
speakers’ behaviour, and it is therefore a very difficult task to try and take all
possible factors into account. As Dascal (1981) rightly points out, too strong
demands about the necessity to explain the effect of contextual factors, what he
calls ‘contextualism’, would mean that pragmatics would indeed have to be the
science of everything. While this seems true, it is equally true that context is a
crucial notion for pragmatic research because the pragmatic functions of language
cannot be revealed by focusing on linguistic elements in isolation. Hence, the
important question is, in Kopytko’s (1995:486) words, “How much information
about context is required in pragmatic analysis?”.

Quite often, context is conceptualized as a collection of language-external
situational factors pertaining to the setting, the relationship between the
participants, and to the task at hand. These factors may or may not have an
influence on language use. Such a view of context can, however, also become quite
problematic. For this reason, it is nowadays quite common to emphasize that
rather than considering context as an accumulation of material or social ‘facts’
which constrain language use, it is equally important to realize that language use
not only reflects context, it also creates context, and that the interactants mutually
negotiate which aspects of contextbecome relevant for and shape a given situation
(see e.g. Auer 1992:22, Goodwin and Duranti 1992:5). Auer (1992:21) sums this up
when discussing contextualization as follows:

Contrary to the monolithic and unidirectional notion of context which was often used
in the early (post-)structuralist approaches to context, the notion of contextualization
suggests a flexible notion, a context that is continually reshaped in time. But the
relationship between context and text must also be a reflexive one —i.e. one in which



25

language is not determined by context, but contributes itself in essential ways to the
construction of context.

Goodwin and Duranti (1992:2) point out that lack of a single formal
definition of context is not necessarily a problem, aslongas investigators recognize
the importance of contextand try to reveal how it works. For the present study, the
term context means, in Goodwin and Duranti’s words (1992:3), that to understand
the pragmatic significance of modifying devices, it is necessary to look “beyond the
event itself to other phenomena (for example cultural setting, speech situation,
shared background assumptions) within which the event is embedded”. As
suggested above, it is also important to recognize the two-way relationship
between context and language instead of seeing the relationship between them as
a deterministic one.

2.2.2 Context and modifying devices

Even though it is difficult to be very precise about the meaning of context, there
seems to be an agreement that context, at least certain aspects of it, are likely to
influence speakers' language use. Kopytko (1995:486) puts this as follows: “the
claim that some elements of the context in a particular speech encounter may be
more relevant than others does not appear to be totally unfounded”. As regards
the use of modifying devices, earlier research has given indications of those aspects
of context which can influence the use of language in general and also the use of
modifying devices and which, therefore, need to be borne in mind when doing
pragmatic analysis.

It was pointed out above that modifying devices are important carriers of
interpersonal meanings, which have to do with speakers' feelings and attitudes
towards one another. It is, therefore, clear that the kind of relationship that
pertains between participants is a factor that can affect the use and interpretation
of modifiers. Two contextual parameters which are often taken up in pragmatic
research and which have to do with the relationship between speakers are those
of power and distance. Brown and Levinson (1987:77) define power as an
asymmetric social dimension which depicts the degree to which one speaker can
impose himself or herself on the other. Power can most easily be conceptualized
when thinking of it in institutional and hierarchical settings: bosses have more
power than employees, for example. As far as the use of modifying devices is
concerned, those who have more power in the situations can, generally speaking,
more easily express themselves without recourse to modifiers as they can choose
to ignore others' face wants on the grounds of their powerful status. Conversely,
those with less power are expected to show respect, and that can often be
accomplished by using modifying devices.

The concept of power is also important when thinking about the kinds of
roles speakers occupy in a given situation and their effect on the use of modifying
devices. Brown and Levinson (1987:78) point out that power is often attached to
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roles and role sets so that in role sets such as manager/employee asymmetrical
power is built in. As this example indicates, the notion of roles brings easily to
mind institutional settings where one of the participants is more powerful due to
his/her official status (e.g. doctor-patient interaction). It is, however, also useful
to think about more ‘everyday’ encounters in terms of speakers’ roles. Roles will
be discussed in more detail in chapter seven, but it is worth pointing out at this
stage that issues such as one speaker having more knowledge of the matter
discussed can make him/her more powerful in the role of a ‘knower’ (see e.g.
Woken and Swales 1989, Zuengler 1991, Tyler 1995), or the fact that someone is a
native speaker in NS-NNS situation can accord him/her a more powerful role (e.g.
Beebe and Giles 1984). This ties in with Spencer-Oatey’s (1992:107 drawing on
French and Raven 1959) discussion that institutional power is not the only type of
social power: a speaker may also have power because s/he is perceived as having
a special expertise or because s/ he is respected and liked by others. Put differently,
speakers can have more and less powerful roles throughout interaction and those
with more powerful roles have usually more leeway to choose whether to use
modifying devices or not.

Brown and Levinson (1987:76) define distance as a symmetric social
dimension of similarity or difference. This, for example, would put strangers at one
end of the distance scale and close friends at the other. Distance seems to be a more
evasive concept than power; at least the findings about its effect on politeness have
been conflicting. The assumption in Brown and Levinson's (1987) theory was that
increased distance would increase the need to signal negative politeness so that a
threat to face might be perceived as bigger among people who are distant.
Negative politeness is often realized through speakers using modifying devices.
Modifiers would thus be more likely to occur in encounters between strangers,
their use increasing in a linear fashion as the distance increases. However,
Wolfson's (1988) bulge-theory' suggests a different picture; she maintains that both
increasing distance and increasing intimacy reduce the need to make use of
politeness strategies,” whereas the need to use politeness markers such as
modifying devices is greatest among acquaintances, where actions usually have
bigger social consequences than those between complete strangers. Baxter (1984),
on the other hand, suggests that speakers tend to use more politeness strategies in
close relationships. These conflicting findings are most probably due to different
conceptualizations of distance. Holtgraves (1992:45) maintains that confusion
mainly arises because distance is often seen in terms of familiarity only, whereas
in some approaches the liking aspect comes in as well. He, therefore, suggests that
familiarity and liking and their effect on politeness should be taken into account
separately.

A third contextual parameter which Brown and Levinson (1987:77) suggest
has importance for language choices is the ranking of imposition, that is, “a
culturally and situationally defined ranking of imposition by the degree to which

Or, it is probably more accurate to say that rather than there being no need for politeness
between intimates, politeness is realized in those situations in different, more subtle ways.
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they [acts] are considered to interfere with interactants' wants of self-determination
or of approval”. Power and distance come into play here as well, so that an act
which is likely to be non-risky among friends and can thus be performed directly
(e.g. request for a cigarette) may be much more risky among strangers and require
use of modifying devices and other politeness strategies to be successfully
accomplished. It is also important to bear in mind the cultural dimension involved
in the ranking of impositions. One area, very relevant for the presentstudy, where
cultural preferences may vary concerns the perceptions as to which topics are
suitable for conversation. Richards and Sukwiwat (1983:122) point out that cultures
differ in what is considered to be open for discussion: which topics are part of the
‘private self ‘, which part of the ‘public self’. Topics that are not generally
considered open for discussion would, therefore, require more attention to face
and politeness than ‘safer topics’. The influence of topic on the use of modifying
devicesis crucial also within a culture because some topics are more sensitive than
others. This point is brought out convincingly by Coates’s (1987) discussion about
an often-encountered claim that women, in general, tend to use more mitigating,
softening expressions than men. Coates maintains that this finding is often due to
the topics discussed, giving examples of data where women discussed topics like
child abuse and wives’loyalty to husbands, whereas men’s topics dealt with home
beer making and modern hi-fi systems. It is obvious that the former topics are
more sensitive and personal than the latter, and that speakers need to be more
careful as to how to put their view across without causing offence. That modifying
devices occurred frequently in the women'’s conversations seems thus hardly
surprising.

Type of interaction is another, although related, contextual factor which
can be reflected in the way speakers use modifying devices. Brown and Yule (1983)
make a distinction between what they call the transactional and the interactional
discourse type. The former refers to situations where the focus is on the optimally
efficient transmission of information. An extreme example of language use in a
transactional situation would be the direct, unmodified orders a surgeon gives a
nurse during an operation. Interaction in such a situation is completely task-
related and the participants’ language use does not reflect interpersonal concerns
because those can be pushed aside while completing the task. Similarly, curt and
unmodified messages, which might be seen as highly inappropriate for other
contexts, would be fully acceptable in emergencies where speakers are focusing on
the effective transmission of information. In interactional discourse, however,
language also has the function of making and maintaining relationships, a casual
chatamong friends being a typical example. In such situations, the use of modifiers
usually serves important interpersonal purposes. It is true that it is not possible to
draw a clear distinction between transactional and interactional situations; most
everyday encounters have characteristics of both. However, it is often possible to
say whether a situation is predominantly transactional or interactional and to
assess speakers’ use of modifying devices from that perspective.

Lastly, but not least importantly for the present study, the type of speech
act or pragmatic act (Mey 1993) is a contextual factor which has a bearing for the
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use of modifying devices and especially on how modifiers are interpreted. A
widely held assumption, based on Brown and Levinson’s (1987) theory, has been
that some acts (e.g. requests) are inherently face-threatening and that the more
threat to face is involved, the more speakers need to use politeness strategies such
as modifying devices. Even though it is probably the case that no acts are inherently
face-threatening or face-enhancing, the fact remains that in the same situation, all
acts do not require the same amount of, or similar kind of, modification. Holmes
(1984a, 1990) points out that it is important to take account of the type of act in
question before discussing the interpersonal impact that modifying devices have.
This is because, depending on the type of act modified, the same devices may have
different functions so that (Holmes 1990:191) "attenuating a directive will have a
different effect from mitigating praise; and boosting an offensive comment will
never be perceived as in any way polite". Ng and Bradac (1993:114), also,
emphasize that the use of modifying devices as such does not result in favourable
outcomes in pointing out that “mitigation has both a polite and an impolite face”.

The discussion above has been based on the assumption that the use of
modifying devices is, in general, an aspect of language use that has favourable
consequences for interaction even though the need to use modifiers may vary
across contexts. It is, however, also crucial to bear in mind that context can also
have bearing on the way in which modifying devices are interpreted. Ng and
Bradac (1993:18-22), for example, show that the frequent use of modifying devices,
which they regard as a characteristic of low-power style, usually tends to get
negatively evaluated in a courtroom context. This is why the use of modifiers may
not be the best choice for speakers if they want to convey a reliable and
trustworthy impression in a courtroom context (see also Hosman and Wright
1987). Ng and Bradac (1993:22), however, acknowledge the importance of context
for such pejorative interpretations; they point out that the same features which in
courtrooms easily lead to negative impression formation are customarily used in
more casual encounters “to maximize conversational participation and foster the
joint production of text”.

There are thus many features of context which can have an influence on
how modifying devices are used and interpreted. It is important, however, to recall
the point made in the section above that contextual parameters do not just
constrain language use; speakers can also use language in ways that have an effect
on the context. This means, in essence, that the parameters discussed above are not
constant. On the contrary, throughout interaction, speakers negotiate factors
relating to power, distance, roles, sensitivity of topics, etc. The way speakers use
modifying devices may, in fact, be a good indicator of just such a negotiation
process.
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2.3 Modifying devices and non-native speakers

2.3.1 An aspect of pragmatic proficiency

The discussion above gave a general overview of the kinds of interpersonal
functions that modifying devices can have and of the importance of context for
their use and interpretation. The focus, however, was on native speakers who
rarely have to pay conscious attention to their use of modifying devices. Native
speakers also usually know how to adapt the use of modifying devices so as to
make it contextually appropriate. This skill constitutes an important area of what
can be called pragmatic proficiency* which means, in simplified terms, the ability to
use language not only correctly as far as grammar and vocabulary are concerned
but also appropriately so that language use fits the social context in which it is
used. While native speakers are usually pragmatically proficient, things are often
more complicated for non-native speakers. Even advanced foreign language
speakers, who are able to produce correct utterances as far as the surface
grammatical level is concerned, may have difficulties in using language so that it
suits the social occasion.

It is nowadays a common practice to stress the need for non-native
speakers to acquire communicative skills if they want to be successful in
encounters in the foreign language. This has its origins in Hymes’s (1972)
formulation of communicative competence, which he put forward as an antidote to
Chomsky’s view on competence. According to Hymes (1972:281, emphasis
original), communicative competence consists of four different factors:

1. Whether (and to what degree) something is formally possible.

2. Whether (and to what degree) something is feasible in virtue of the means
of implementation available.

3. Whether (and to what degree) something is appropriate (adequate, happy,
successful) in relation to context in which it is used and evaluated.

4. Whether (and to what degree) something is in fact done, actually
performed, and what its doing entails.

There are many views as to what exactly constitutes communicative
competence (see e.g. Canale and Swain 1980, Canale 1983, Widdowson 1989,
Davies 1989, Bachman 1990). In general, however, different writers seem to share
the view that communicative competence entails at least knowledge and ability
pertaining to the structural and organizational aspects of language, on the one

The term proficiency rather than convl‘})etence is used because, as Taylor (1988) argues, the
term competence can be confusing. While some writers use it in Chomsky’s sense to refer
to a state of knowledge, otherssee it in a much broader sense that incorporates the notion
of ability as well. Taylor (1988:166) maintains that if competence in its narrower sense is
still regarded as a useful concept, a distinction should be drawn between competence and
proficiency, the latter designating “the ability to make use of competence”.
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hand, and knowledge and ability to match language appropriately to different
social situations, so that specific functions of language get successfully
accomplished, on the other hand. Hence, dichotomies such as grammatical
competence and sociolinguistic competence (Canale and Swain 1980), or
organizational competence and pragmatic competence (Bachman 1990), have been
distinguished as aspects of communicative competence. Moreover, the importance
of a third aspect, that of strategic competence, is also often recognized (e.g. Canale
1983, Faerch and Kasper 1984, Bachman 1990). Strategic competence has to do with
speakers' ability to use communication strategies to facilitate processes of
comprehension and production. In other words, as Bachman (1990:106) points out,
rather than being solely an aspect of language competence, strategic competence
is best seen “as a general ability, which enables an individual to make the most
effective use of available abilities in carrying out a given task”.

From the viewpoint of the present study, the relationship between
communicative competence and pragmatic proficiency is of importance. The two
terms are often used more or less synonymously and there seems to be no clear
view as to the relationship between them, no doubt largely due to the fact that
there are differences of opinion concerning the domain of pragmatics. Most
commonly, however, communicative competence is seen as a wider concept than
pragmatic competence (see e.g. Stalker 1989, Widdowson 1989) and this is the view
held in this study as well on the grounds that there are abilities involved in
communicative competence, such as those pertaining to the correct organization
of linguistic signals (e.g. in pronunciation), which can be seen as falling outside the
pragmatic domain proper. Pragmatic proficiency seems to be related to Hymes's
(1972) third category in particular: the ability to use language appropriately in
particular contexts.” Bachman (1990:90) points out that there are two aspects
involved in pragmatic appropriacy: both "knowledge of the pragmatic conventions
for performing acceptable language functions and . . . knowledge of the
sociolinguistic conventions for performing language functions appropriately in a
given context". In other words, both the ability to use language effectively to
express specific functions and the skill to relate this ability to contextual constraints
are seen as aspects of pragmatic proficiency in this study, which is why pragmatic
proficiency as understood in this study encompasses also what has been called
sociocultural (Cohen and Olshtain 1981), or sociolinguistic (Canale 1983),
competence.

The ability to use modifying devices appropriately is one aspect of
pragmatic proficiency because speakers need both knowledge of the means which
they can use to weaken or strengthen the force of their message and knowledge of
which particular means are likely to be the most successtul for a given context.
Appropriate use of modifying devices is only one aspect of pragmatic proficiency,
but it is an important one because, as discussed above, it is closely linked to the
interpersonal function of language. Moreover, the scope of modifying devices in

See also van Dijk (1977:191), who equates pragmatic successfulness with appropriateness.



31

interaction is very wide in that rather than being confined just to certain kinds of
situations or speech acts, modifying devices can be used in a variety of contexts
and with various types of speech acts or pragmatic acts, whenever speakers (or
writers) have a wish either to attenuate or strengthen the force of their messages.
Given that modifying devices are important carriers of interpersonal meanings, it
is obvious that the ability to use them appropriately is an important skill for non-
native speakers to learn as well.

2.3.2 Pragmatic failure

If foreign language speakers fail to be pragmatically proficient in the sense
discussed above, there is a chance that this will pose problems for successful
communication. Thomas (1983) introduces the term cross-cultural pragmatic failure
to refer to speakers’ inability to conform to the pragmatic conventions of a given
community. Pragmatic failure does not mean that speakers have in any way failed
to speak the language correctly as in the case of, for example, blatant grammatical
errors. Rather, they have failed to achieve or maintain some interactional goals, for
example the goal of achieving smooth, polite interaction. Thomas (p. 91) stresses
that pragmatic failure should not be restricted to encounters between non-native
and native speakers as it can apply to any speakers who do not share a common
linguistic or cultural background. Thus, speakers with regional and class
differences may also have pragmatic problems in encounters with each other.
However, the fact probably remains that non-native speakers are, in general, more
inclined towards pragmatic inappropriateness simply because they have to cope
with potential differences both in terms of language and culture.

The reason why pragmatic failures can be serious is that unlike
grammatical errors, pragmatic shortcomings are not necessarily easily recognized
as language problems. Where native speakers usually adopt an understanding
attitude to grammatical errors, being often willing to go a long way in adapting
and simplifying their own speech to ease communication (Long 1983), pragmatic
failures are more likely to reflect badly on the speaker as a person. That is,
speakers may be regarded as intentionally rude, insensitive and uncooperative if
they fail to be pragmatically appropriate (see e.g. Holmes 1982, Loveday 1982,
Thomas 1983). Such disparaging judgements are more likely when non-native
speakers are fluent as far as the surface grammatical correctness and vocabulary
are concerned because people easily expect that someone who speaks their
language well at the surface level also automatically masters the underlying social
norms and conventions of the culture. Moreover, as Kreuz and Roberts (1993)
point out, even if only one speaker commits pragmatic failure, it easily results in
disparaging judgements of all the participants and the interaction as a whole.

Thomas (1983) makes a distinction between two types of pragmatic failure.
Pragmalinguistic failure occurs “when the pragmatic force mapped by S onto a
given utterance is systematically different from the force most frequently assigned
to it by native speakers of that language, or when speech act strategies are
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inappropriately transferred from L1 to L2" (Thomas 1983:99). Pragmatically
inappropriate transfer of semantically/syntactically equivalent structures from L1
is thus a typical reason for pragmalinguistic failure. That is, the same linguistic
structures may be possible in both the native and the target language but they do
not fulfil similar pragmatic functions. Sociopragmatic failure has less to do with
inappropriate form-force mappings. Instead, it refers to cross-culturally different
perceptions of what constitutes appropriate linguistic behaviour and has to do, for
example, with speakers’ views as to what is costly in interaction and what are the
relative rights and obligations of speakers in a given social situation. For example,
there may be considerable cultural differences in what topics are regarded as
suitable for given contexts. Riley (1989:217) gives the following example of
sociopragmatic failure: if a Japanese professor, when meeting his or her western
colleague for the first time, asks ‘How old are you? after only a brief introduction,
s/he breaks the social conventions of most western cultures as to what are
considered appropriate topics of talk between strangers (see also Richards and
Sukwiwat 1983:122). As the example suggests, there may be differences in how
speakers from different cultures ‘see the world’. The two types of pragmatic failure
should best be seen as a continuum rather than as discrete categories, as pointed
out by both Thomas (1983) and Riley (1989). Moreover, it is often the case that both
sociopragmatic and pragmalinguistic concerns are at issue simultaneously.
However, it is important to distinguish between sociopragmatic and
pragmalinguistic aspects at the conceptual level because such a distinction can help
unravel the possible sources of pragmatic inappropriateness.

As pointed out above, non-native speakers easily run the risk of using
modifying devices inappropriately. As with other types of pragmatic failure, this
can have both pragmalinguistic and sociopragmatic causes. If speakers transfer
modifying devices inappropriately from their L1, the failure can be regarded as
pragmalinguistic. However, an inappropriate use of modifying devices may also
result from cultural differences: non-native and native speakers may have different
assessments of a given situation and of the need to use modifying devices in that
situation.

There are quite a few studies which show that non-native speakers often
sound too direct or too indirect because they fail to use modifying devices in ways
that would be appropriate in the target culture. For example, House and Kasper
(1981) report how German speakers of English often appear too direct when
performing face threatening acts such as requests. Similar observations have been
made by Trosborg (1987) about apologies by Danish speakers of English, by Koike
(1989) about requests by American speakers of Spanish, and by Bardovi-Harlig and
Hartford (1990, 1993) about speakers of English with different mother tongues
(mainly Chinese, Japanese and Spanish) when making and rejecting suggestions
in academic advising sessions. Kotthoff (1991), similarly, shows that American
speakers of German easily opt for too direct strategies, and Harlow (1990) argues
the same about American speakers of French. Blum-Kulka’s (1982) findings
suggest that non-native speakers may also opt for too indirect strategies: she
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argues that native speakers of Hebrew often consider non-native speakers as too
indirect and too tentative.

The studies above strongly suggest that appropriate use of modifying
devices is often difficult for foreign language speakers. As pointed out above, the
reasons for such difficulties can be either pragmalinguistic or sociopragmatic. This
distinction is worth bearing in mind when thinking about the ways in which
foreign language teaching might help non-native speakers achieve an appropriate
level of modification when they are using a foreign language. If non-native
speakers seem to transfer inappropriate ways of modification from their L1, it may
be relatively easy to change this with the help of foreign language teaching, by
pointing out the kinds of devices the learners ought to use in L2 instead of the
inappropriate form-force mappings. As Thomas (1983:103) argues, foreign
language learners are probably no more sensitive about having pragmalinguistic
failures pointed out to them than they are about having grammatical errors
corrected. The situation may be more problematic, however, when inappropriate
use of modifying devices is due to sociopragmatic reasons, that is, the non-native
speakers perceiving the need to use modifiers differently from native speakers.
Thomas (1983:104) points out that correcting sociopragmatic failures is a much
more delicate matter than correcting pragmalinguistic failures because
sociopragmatic assessments are very much a part of persons’ acquired values and
beliefs, and the speakers may feel threatened if they are asked to change these
perceptions. Therefore, as Thomas (1983) suggests, the best strategy for dealing
with sociopragmatic failure would probably be to heighten learners’
metapragmatic awareness of sociopragmatic factors rather than trying to enforce
new standards of social behaviour on them by explicit teaching. The question of
pragmatic awareness-raising will be focused on in more detail in chapter eight
below.

To summarize, the discussion above has indicated that there is often a close
link between the use of modifying devices and some interpersonal motivations.
The interpersonal reasons why speakers often choose to express their messages in
a modified form have often to with willingness to signal politeness and
involvement, for example. It was argued above that native speakers are usually
pragmatically proficient, that is, they master the use of modifying devices without
much conscious effort. Non-native speakers, for their part, more easily run into
difficulties with the appropriate use of modifying devices. This can lead to
pragmatic failures which, at their worst, impede successful communication.



3 PRAGMATIC FORCE MODIFIERS: TOWARDS A
DESCRIPTIVE MODEL

The purpose of this chapter is twofold. Firstly, it will give an overview of various
approaches to modifying devices which arerelevant for the present study. That is,
where chapter two considered the interpersonal motivations for pragmatic
modification in interaction, this chapter focuses on the concept of modification
itself. It will be argued that a division into semantic and pragmatic approaches is
helpful for understanding the various views on modifiers that can be found in the
linguistic literature. Secondly, the chapter will describe the approach to modifying
devices adopted in the present study. The concept of pragmatic force modifier will
be introduced and defined, and it will be argued that from a pragmatic point of
view, it is reasonable to distinguish between two main types: explicit and implicit
pragmatic force modifiers. This chapter thus seeks to fulfil the theoretical aim set
out for the study in the beginning, which is to come up with a model of modifying
devices which could be applied to the use of language in different contexts and
which would have explanatory value when possible differences between the use
of modifiers by non-native and by native speakers are discussed.

3.1 Anoverview of approaches to modifying devices

Modifying devices have attracted a great deal of attention in linguistics. However,
the theoretical premises from which they have been approached have often been
very different, which accounts in part for the profusion of terms used of basically
the same area of language use. For example, terms such as hedges, emphatics,
downgraders, upgraders, mitigators, and compromisers are among the many terms
used of modifying expressions (see e.g. Brown and Levinson 1987, Fraser 1980,
House and Kasper 1981, James 1983, Holmes 1984a, 1984b, Biber and Finegan
1989). It is possible to make a conceptual distinction between two main
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perspectives on modifying devices and to talk about semantic and pragmatic
approaches. It will be argued in the review below that much of the terminological
and conceptual confusion can be accounted for by the fact that exactly the same
expressions have been dealt with both in semantic and pragmatic terms, without
the writers always being very specific about their points of departure.

In simplified terms, the difference between semantic and pragmatic
approaches is that when modifying devices are considered from a semantic
viewpoint, the main interest lies in their meaning in an abstract sense, and on how
they affect the overall truth-conditions of the sentences in which they occur. In a
pragmatic approach, more attention is paid to the meanings and functions for
which speakers use modifying devices in interaction. Leech (1983:6) formulates a
similar distinction by saying that while semantics deals with meaning as a dyadic
relation, as “‘What does X mean?’, pragmatics deals with meaning as a triadic
relation, as “‘What did you mean by X?'. Even though the relationship between
semantics and pragmatics is more complex than suggested by the formulations
above, they, nevertheless, are helpful in bringing out the important point that the
language user is always an intrinsic part of a pragmatic approach to language. This
means, as far as studying modifying devices is concerned, that it is important for
a pragmatic interpretation to have information about the speakers who use
modifiers, and about the contexts in which they are used.

In the following, semantic and pragmatic approaches will be introduced in
more detail. The purpose is not to claim that keeping the two approaches apart is
always an easy task, especially as many writers start with semantic properties of
modifying devices and end up considering their pragmatic functions in interaction,
thus drawing on both perspectives. It will be argued, however, that distinguishing
between semantic and pragmatic approaches is useful at a theoretical level,
because it makes it easier to understand why different studies dealing with similar
modifying devices are sometimes confusingly varied.

3.11 Semantic approach
3.1.1.1 Hedges

Of the various terms used to refer to modifying devices, hedge is one of the most
widely used. It is a confusing term, however, because it is used both as a semantic
and as a pragmatic concept in the linguistic literature. Both of these views will be
discussed in the present chapter: this section will consider hedge as a semantic
notion, whereas its pragmatic uses will be taken up in section 3.1.2.

The term hedge was introduced in linguistics by George Lakoff in his 1972
article, where he sets out to describe what is called fuzzy logic (Zadeh 1975) as it
relates to use of language. Lakoff points out when explaining fuzzy logic that
instead of being either true or false, natural language concepts often have “vague
boundaries and fuzzy edges and that, consequently, natural language sentences
will very often be neither true, nor false, nor nonsensical, but rather true to a
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certain extent and false to a certain extent” (Lakoff 1972:183). He uses the term
hedge to refer to expressions which have the capacity to “make things fuzzier or
less fuzzy” (p. 195). Consequently, hedges include words and expressions such as
sort of, roughly, somewhat, very, and real.

Lakoff’s approach is semantic-logical in that he is interested in how hedges
affect the category membership of nouns and predicates, and how, for example,
sort of in a clause like A penguin is a sort of bird signals ‘degrees of birdiness’, the
penguin being seen as a peripheral member of the semantic category of birds.
Hedges are thus related to prototypes, signalling non-prototypicality in relation
to a semantic category. In other words, Lakoff makes no attempt to look at hedges
as part of ongoing communication nor to investigate the kind of functions that
hedges might serve in authentic interaction. He points out in passing (1972:213),
however, that hedges may interact with rules of conversation and have a role to
play in communication, and he mentions the possible similarities between hedges
and parenthetical forms such as I think and I guess (which he calls hedged
performatives, cf. Fraser 1975). He does not develop these ideas further, however.

An article by Prince et al. (1982) also deals with hedges. Unlike Lakoff, who
considers hedges with the help of constructed examples, they look at hedges in
authentic doctor-doctor interaction. Nevertheless, their approach resembles that
of Lakoff in being more concerned with the semantic properties of hedges than
with their interactional functions. It was pointed outabove that Lakoff (1972) drew
a link between what he called hedges and parenthetical expressions such as I think
or I suppose. Prince et al. (1982) also make a similar connection. In fact, they include
parenthetical verbs in their concept of hedge, a practice which is quite
commonplace nowadays. They take Lakoff’s approach as their starting point, but
differ from him in only taking account of hedges that make things fuzzier,
excluding devices whose job is to make things less fuzzy (e.g. very, real).

In the paper by Prince et al. (1982), the chief argument is that there are
basically two different types of hedges. They illustrate the difference between these
two types by the following examples:

(a) His feet were blue
(b) His feet were sort of blue
(c) I think his feet were blue

Prince et al. (1982:85-86) argue that sentence (a) is a case of unmarked
speaker commitment, where the speaker implicates full personal commitment to
the truth of the proposition simply by asserting the proposition. They go on to
argue that the speaker in sentence (b) is as fully committed to the truth of the
proposition as is the speaker of sentence (a), but the sentence conveys a different
proposition, one that could be paraphrased as ‘His feet were non-prototypically
blue’. In other words, the hedge sort of affects the propositional content, “showing
fuzziness within the propositional content proper” (p. 85) (the problematic nature
of the notion of “propositional content proper” will be discussed in more detail in
section 3.2.1). Prince et al. (1982) call hedges of this type approximators, and the
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category contains such expressions as almost, somewhat, and a bit, for example. Even
though sentence (c) differs from (a) by including the phrase I think, Prince et al.
(1982) argue that it conveys the same proposition as (a); this means that I think does
not affect the propositional content. Instead, the hedge signals that the speaker is
less than fully committed to the truth of the proposition. As Prince et al. (1982:85)
put it, I think introduces “fuzziness in the relationship between the propositional
content and the speaker”. They call hedges of this type shields, and the category
contains expressions such as probably, 1 suppose, might, and it seems.

Prince et al. (1982) thus differentiate between approximators and shields
on the basis of whether the hedge introduces fuzziness within the proposition or
between the speaker and the proposition. Skelton (1988:38) criticizes this strict
division between approximators and shields, pointing out that shields can have a
very large potential domain that can extend over sentences, so that for example in
the utterance I suspect the moon is not made of green cheese after all, it’s made of some
sort of rock, the approximator sort of can be considered to be a shield as well. This
is because the force of the phrase I suspect is carried over from the previous
sentence so that the approximator sort of can also be interpreted as a sign of
uncertainty and lack of commitment. Skelton’s (1988) criticism can be considered
to represent a more pragmatic approach in that he is concerned with the functional
and interactional similarity between approximators and shields rather than
focusing on their logical properties only. He discusses what speakers can convey
by using these expressions whereas the major concern of Price et al. (1982) is on the
relationship between these expressions and the propositions speakers are
conveying.

Even though Skelton’s (1988) point that different types of hedges can be
used to convey similar functions is valid, the division into approximators and
shields as suggested by Prince et al. (1982) is useful from a semantic perspective
in that the two types of hedges seem, intuitively, quite different. It seems possible
to maintain a conceptual division between the two even if this difference is
formulated somewhat differently, by saying that approximators differ from shields
in that they typically focus on one word or expression and make the meaning of
that expression denotationally vague (e.g. sort of — funny), whereas shields signal
the speaker’s evaluation of the truth value of the proposition as a whole (e.g. I
suppose + proposition X). Thus, approximators seem to convey imprecision
whereas shields signal uncertainty.

To summarize, when the term hedge is used as a semantic notion, the
interest lies in the capacity of hedges to indicate degrees of fuzziness in the
proposition, thus affecting the category membership of the words they modify (e.g.
Taylor 1989:76). As pointed out above, the term hedge will be taken into
consideration again in section 3.2.1 where its use as a pragmatic concept will be
discussed.
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3.1.1.2 Epistemic modality

There are many writers who, when accounting for modifying elements in
language, choose epistemic modality as their point of departure. This is here dealt
with under the semantic approach because modality has traditionally been treated
as a semantic notion (see e.g. Palmer 1986) even though, as will be seen below, the
broadest definitions of epistemic modality also take pragmatic considerations into
account.

Modality is an elusive concept and difficult to define. Inbroad terms, it has
to do with speakers in some way qualifying the assertions they make rather than
delivering them in a categorical yes-or-no fashion. As Halliday (1985:335) putsiit,
modality can be seen as "the area of meaning that lies between yes and no - the
intermediate ground between positive and negative polarity". Perkins (1983:18)
expresses a similar view by saying that "modality is essentially the qualification of
the categorical and the absolute as realized within the code of language" .

Palmer (1986:16) points out that modality is concerned with subjective
characteristics of language, and it is usual to make a distinction between different
types of modality on the basis of what kinds of subjective evaluations modal
expressions convey. A common way of classifying modal expressions is to make
a distinction between deontic and epistemic modality. Deontic modality relates to
the duties of the speaker or hearer in relation to a particular action; Simpson
(1990:67) refers to it as the modal system of ‘obligation’. Epistemic modality relates
to speakers' degree of commitment to the truth of propositions (e.g. Palmer 1986,
Coates 1987). Thus the modal must has a deontic meaning in the sentence You must
go now if you want to catch the train, for example, but epistemic in sentence The trees
look all frosty; it must be cold outside. (For a more detailed discussion on different
types of modality, see Perkins 1983:9 and Lyons 1977:787-822.)!

As pointed out above, modifying expressions have often been regarded as
markers of epistemic modality, epistemic modality referring to the speaker's
commitment to the truth of the proposition. Speakers can either stress their
commitment or indicate their lack of commitment. Although discussions about
modality have often concentrated on modal auxiliaries, they are by no means the
only forms with which epistemic modality can be expressed. This becomes clear
from Lyons's (1977:797) often quoted definition, which states that:

any utterance in which the speaker explicitly qualifies his commitment
to the truth of the proposition expressed by the sentence he utters,
whether this qualification is made explicit in the verbal component or in
the prosodic or paralinguistic component is an epistemically modal or
modalized utterance.

See Stubbs (1986) for a very broad and more pragmatically-oriented view of modality. Stubbs
(1986:1) considers modality in terms of speakers encoding their points of view towards their
messages in general: "whether they think it is a reasonable thing to say, or might be found to be
obvious, questionable, tentative, provisional, controversial, contradictory, irrelevant, impolite, or
whatever". He further argues (p. 4) that modality in all its senses can be regarded as a central
organizing principle in language.
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Thus, the various linguistic forms with which speakers can signal epistemic
modality include, for example, modal verbs (can, may, might), parenthetical verbs (I
suppose, I (don't) think, I'm sure), modal adverbs (probably, certainly), modal adjectives
(apparent, real), and modal nouns (assumption, certainty) (see e.g. Holmes 1988a, He
1993).2 As can be seen, markers of modality differ from hedges as defined by Lakoff
(1972) (e.g. kind of, somewhat) in being concerned with the degree of certainty a
speaker feels about the proposition rather than signalling degrees of fuzziness. They
thus resemble shields as defined by Prince et al. (1982). Lyons's definition above
shows, furthermore, that the expression of epistemic modality need not be restricted
to the verbal level alone; speakers can signal epistemic modality with non-verbal
means as well. As Holmes (1983: 101) argues, "it is possible to convey doubt by means
of gestures or by facial expression, by shaking the head slowly from side to side, for
instance, or by narrowing one'seyes". Research on epistemic modality has, however,
mainly focused on the verbal means of expressing modality (but see Ward and
Hirschberg 1985 for intonation as a carrier of modal meanings).

The distinction between the concepts of hedge and epistemic modality is not,
however, as straightforward as the discussion above might suggest. This is because
some writers use the term hedge of linguistic means which others choose to call
epistemic modals. Hiibler (1983), for example, makes a close connection between
what he calls hedges and epistemic modality. He points out explicitly (p. 127) that
only those meanings that are modal can be considered in the formation of hedges.
Hiibler's hedges contain modal adverbs like seemingly, perhaps, maybe, parenthetical
clauses like I think, I suppose, modal verbs with their epistemic modal readings, and
tag questions rather than hedges in Lakoff’s (1972) sense. In other words, hedges as
understood by Hiibler (1983) are expressions which others refer to as markers of
epistemic modality (e.g. Coates 1987) . Hiibler’s study is also a typical example of an
approach where both semantic and pragmatic aspects are considered. Even though
most of his book focuses on the linguistic aim which requires close attention to the
semantic properties of hedges and which Hiibler (1983:25, emphasis added) words
as follows: "to find the linguistic conditions necessary for the formation of
understatements and hedges", he also discusses the functions of hedges beyond their
capacity to signal that the speaker is not fully committed to the truth of the
proposition, thereby moving towards more pragmatic concerns. He starts from the
assumption that uttering any sentence entails a decision against all other possible
sentences, which are retained as alternatives. However, the hearer always has a right
to refute a sentence; Hiibler (1983:12) calls this the inherent negatability of sentences.
In order to reduce the risk of negation, speakers can use both hedges and
understatements, whose "aim is to make sentences more acceptable and thus to
increase their chance of ratification by the hearer" (p. 23). In the final chapter of his

E Note that also the term evidentiality is often used to refer to any linguistic expression
of attitudes toward knowledge (e.g. Chafe 1986, Biber and Finegan 1989). That is,
linguistic means that are here called markers of epistemic modality can also be called
evidentials.
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book, Hiibler briefly pays attention also to interpersonal concerns such as the
emotional and subjective grounds for the use of hedges dealing, for example, with
their role as face-saving strategies. Writers thus often combine semantic and
pragmatic approaches, which shows that it is difficult to distinguish between “purely’
semantic and ‘purely’ pragmatic studies.

3.1.2 Pragmatic approach

It already became apparent in the section above that the dividing line between
semantic and pragmatic approaches is not a clear-cut one as writers who start with
the semantic properties of modifying devices often end up with pragmatic
considerations. That is, by bringing up the essentially pragmatic question of why
speakers choose to remain fuzzy or signal their uncertainty towards propositions,
many writers move from characterising modifying devices in the abstract — often
with the help of constructed examples in a social vacuum — to investigating the ways
in which these devices function in actual language use (e.g. Holmes 1982, 1983,
Coates 1987, Kirkkiinen 1989, Simpson 1990). Thus, to put it crudely, while the
semantic approach is interested in what modifying devices do to the utterances in
which they occur, the pragmatic approach is mainly concerned with the motivations
for the use of modifying devices and their functions in interaction.

A pragmatic approach to language thus advocates a view that it is important
to recognize the communicative content of language, its force as opposed to form. It
is, for example, an issue of interest in pragmatics that the same pragmatic force, or
intent (e.g. advice, request), can be achieved by different surface forms. When the role
of modifying devices is approached from a pragmatic perspective, then, the interest
lies in how modifying devices affect the pragmatic force of utterances in which they
occur. There seem to be two types of functions at issue when considering modifying
devices from a pragmatic viewpoint. Firstly, as suggested above, it is of interest what
modifying devices do to the force of speakers’ utterances. The most common answer
is that the use of modifying devices helps speakers either to soften or strengthen the
pragmatic force of their messages. Many of the terms introduced in the beginning of
this chapter reflect this orientation to the softening and strengthening aspects of
modifying devices (e.g. ‘downtoners’ and ‘boosters’ by Holmes 1984a,b,
‘downgraders’ and ‘upgraders’ by House and Kasper 1981, ‘hedges’ and ‘emphatics’
by Biber and Finegan 1989 and Nikula 1992). Once modifying devices have been
labelled as softeners and strengtheners of pragmatic force, the question that
inevitably arises is why speakers choose to soften and strengthen the force of their
messages in the first place. This question leads to the interpersonal functions of
modifying devices, or, rather, the interpersonal functions of mitigation and emphasis.
Broadly speaking, modifying devices have often been connected with functions such
as ‘addressee-orientation’ (Coates 1987) or ‘affective meaning’ (Holmes 1983). More
specifically, as was pointed out in the chapter above, they are frequently seen as
markers of politeness. As Simpson (1990:73) puts it, “modalized utterances are
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.motivated pragmatically by tentativeness, tact and distance — in short, considerations
of politeness”.

When modifying devices are considered from a pragmatic perspective, it is
useful to make a theoretical distinction between linguistic surface forms and
underlying pragmatic strategies. As Holmes (1984a:351) puts it, “the distinction
between strategies on the one hand, and forms or devices for realizing or expressing
them on the other, is one which is pragmatically and sociolinguistically important”.
If the use of modifying devices as a communication strategy is taken as the starting
point in a pragmatic approach, hedges and epistemic modals as introduced above in
semantic terms are similar in that they share similar pragmatic functions: speakers
can either tone down or aggravate whatever the pragmatic impact their messages
have, and the motivations for such modification are usually interpersonal.

The term hedge has often been used in a pragmatic sense as well, and the
reason why it tends to be a broader concept than when understood semantically
relates to the point above about the distinction between strategies and their
realizations. It has been usual in pragmatically oriented approaches to talk about
hedging as a pragmatic strategy and hedges as the realizations of that strategy.
Markkanen (1989:142), for example, defineshedging as a strategy “which is used by
speakers who do not want to commit themselves totally to the truth value of what
they are saying or want to add a reservation in order to make what they are saying
more acceptable to the hearer". Given such a definition, it is clear that speakers can
use many different linguistic and non-linguistic choices to fulfil such functions. Thus,
when hedges are understood pragmatically as the linguistic realizations of the
strategy of hedging, they acquire a much broader meaning than is usual for the
semantic notion of hedge. This explains why many writers who approach modifying
devices from a pragmatic perspective take into account both epistemic modals and
hedges in Lakoff’s (1972) sense (e.g. Holmes 1984a,b). Note that for many (e.g.
Skelton 1988, Markkanen 1989), hedging is a downtoning strategy only, whereas
others see hedging both as a downtoning and emphasizing strategy. For example,
Brown and Levinson (1987), whoadopt this broader view of hedging, regard hedging
as one example of 'face-saving strategies' which help to minimize threats to either the
speaker's own face or the hearer's face which communication inherently entails, and
they maintain that "the semantic operation of hedging can be achieved in indefinite
numbers of surface forms" (Brown and Levinson 1987:146).

The discussion above thus suggests that when looked at from the viewpoint
of pragmatic strategy, be it called hedging or something else, the group of modifying
devices relevant for study expands rapidly with the inclusion of other means besides
epistemic modals and hedges (as defined in the semantic approach) which speakers
can use to soften or strengthen the force of their messages. There are, for example,
devices which can only be accounted for by adopting a pragmatic perspective,
because they do not lend themselves to semantic analysis due to their semantic
‘emptiness’. This group includes, for example, expressions which Ostman (1981a)
calls pragmatic particles and Schiffrin (1987) discourse markers, such as you know, I
mean, like, and well, which can be used for softening and emphatic purposes in
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interaction in a similar manner to devices which were labelled as hedges and
epistemic modals above.

Furthermore, the pragmatic, i.e. functional, approach can easily be extended
beyond the lexical-phrasal level to other linguistic choices that can be used for
modification purposes. There are, for example, indications that syntactic choices such
as passive forms, impersonal forms, and interrogative forms can be used to mitigate
the force of messages (see e.g. Fraser 1980, Markkanen and Schrdder 1987, Hakulinen
1987, Faerch and Kasper 1989). Such strategies need not always have anything to do
with modifying the pragmatic force of the message that the speaker is conveying, but
they can do that; their specific function always depends on the context. Furthermore,
Faerch and Kasper (1989:22) point out that speakers can also modify the impact of
their messages at a more global level than within an utterance, distinguishing
between external and internal modification. What they mean by external
modification is that face-threatening speech acts can also be modified by means of
supportive moves that are placed either prior or subsequent to the performance of
the act itself. For example, a speaker may choose to soften the force of a request by
offering the addressee reasons and justifications for the request, either before or after
the request itself.

Modification strategies can extend also beyond the verbal level. Brown and
Levinson (1987:172), for example, point out thatit is quite probable that most verbal-
level modifiers "can be replaced by (or emphasised by) prosodic and kinesic means
of indicating tentativeness or emphasis". Prosody is, indeed, an important way in
which speakers can modify their messages (see e.g. Allerton and Cruttenden 1978,
Cruttenden 1986, Arndt and Janney 1987). It is, however, difficult to be very specific
about the modifying role of prosodic means; as Cruttenden (1986:58) puts it,
intonational meanings are often intangible and nebulous. Knowles (1984:227) raises
a related point in arguing that "we must not confuse the role of intonation with the
total strategy of which it is a part. For instance, intonation is important in strategies
for conveying illocutionary force, but it is unlikely that intonation has illocutionary
force in itself". Coulthard and Brazil (1981:97), similarly, point out that often the
claimed attitudinal meanings of prosodic choices are, in fact, derived from the lexico-
grammatical and contextual features of the text. That is, it is very difficult to be
precise about the relationship between prosodic means and their modifying
functions.

A fully-fledged pragmatic approach to modification phenomena, if taken to
its extreme, would thus mean that all linguistic and non-linguistic means which
speakers can use to soften or strengthen the impact of their utterances would have
to be taken into account. This would, obviously, be a daunting task and, therefore,
rescarchers usually restrict the scope of their analyscs in one way or another. The
approach to modifying devices taken in the present study will be discussed in detail
in the following two sections by way of introducing and defining the concept of
pragmatic force modifiers as a tool for analysis.
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3.2  The approach in the present study: pragmatic force modifiers
3.21 Defining the concept

It was argued above that when considering earlier research on modifying devices, it
is possible to make a rough distinction between semantic and pragmatic approaches.
In the present study, the approach adopted will be pragmatic, that is, attention will
be paid to the interpersonal functions for which speakers use modifying devices in
interaction, rather than dealing with the linguistic properties of modifiers alone. The
focus is on modifying devices which speakers can useeither to soften or to strengthen
the force of their messages. It was pointed out above (see p. 34) that there is a
profusion of terms which have been used to refer to such devices in interaction. It
may not seem wise to add to this terminological proliferation, but the term pragmatic
force modifier will, nevertheless, be used in this study rather than redefining the
existing ones. It is an overall term, meant to capture modifiers with both softening
and strengthening functions. The term hedging, in its widest pragmatic sense as
discussed above, comes rather close to this concept. Hedging, however, will not be
used as the overall term in the present study because it is confusing in two ways.
Firstly, as was pointed out above, it has been used both as a semantic and as a
pragmatic notion. Secondly, it has been used either to refer to both softening and
strengthening devices (e.g. Brown and Levinson 1978) or to softening devices only
(e.g. Prince et al. 1982, Skelton 1988). The latter is a more common practice nowadays,
possibly because it reflects the everyday meaning of the verb ‘to hedge’. In the
present study as well, hedges are seen as a subtype of pragmatic modifiers, and
hedging will be used synonymically with mitigating and softening, as opposed to
strengthening or emphasizing.

Pragmatic force will be used in this study as a concept that refers to those
context-dependent functions that an utterance can have apart from its semantic
meaning. For example, possible pragmatic forces of You are mistaken include a blame,
a disagreement, or an accusation. The term pragmatic force rather than illocutionary
force is used because in the speech act literature, the assumption seems to be that
assigning a particular illocutionary force (or in ambiguous cases, particular
illocutionary forces) to an utterance is a relatively straightforward matter (e.g. Searle
1969). Levinson (1981, 1983), however, criticizes this view and points out that the
opposite is often the case, and that “on occasions speakers seem to have great chains
of motives or perlocutionary intents that issue forth a single utterance” (Levinson
1981:477). In the same vein, Thomas (1986) discusses the potential multi- and
plurivalence of utterances. In authentic encounters especially, assigning a particular
illocutionary force to utterances can be very difficult and their force often remains
indeterminate, open to negotiations. The term pragmatic force will, therefore, be used
to avoid the implication that communication is a matter of expressing and making
sense of clear, easily interpretable illocutionary forces. As Thomas (1985:779) puts it,
pragmatic force "is at best ambivalent and potentially n-ways multivalent".



44

Speakers can use various linguistic and non-linguistic means to modify the
pragmatic force of their messages, either softening or emphasizing them. For
example, I suppose you are a bit mistaken conveys a milder sense of blame than the
one above, and certainly in You are certainly mistaken intensifies its force. Such
expressions, along with other means with which speakers can tone down or
emphasize the pragmatic force of their messages will be called pragmatic force
modifiers in the present study. All speakers’ linguistic choices, obviously, influence
the ultimate pragmatic force of their messages. For example, speakers can influence
the pragmatic force of their utterances by their choice of adjectives so that That’s
fantastic would probably be perceived as a more emphatic compliment than That’s
nice. The reason why certain devices deserve the label pragmatic force modifier,
however, is that they in a way "specialize’ in matters of pragmatic force. They have
much less to do with the referential content, i.e. what speakers say, than with
pragmatic force, i.e. how speakers want to put their messages across.

The term pragmatic force modificr is thus a metaphor reflecting how certain
expressions, whenever they occur, seem to have an impact on the overall pragmatic
force of the utterance. The term should not be understood as a metaphor of the actual
process whereby speakers come to use modifiers. That is, it is not meant to imply that
speakers, first, select a certain pragmatic force which they then choose to modify by
adding expression from the repertoire of modifiers. Rather, utterances with and
without modifiers have different pragmatic forces to begin with. The term pragmatic
force modifier, however, helps illustrate the fact than no matter with what kinds of
speech acts modifiers occur (e.g. opinion, request, blame), they always have an
impact on the pragmatic force of those acts. For example, That was kind of foolish you
know has a different pragmatic force than That was foolish, and tells a different story
about the type of relationship between the speaker and the addressee.

In order to illustrate the nature of pragmatic force modifiers it is possible to
argue that, in principle, they are elements in language that could be ’extracted’
without changing the propositional content of the message. It is true that
‘propositional content proper’ is a very problematic notion because it suggest a view
of language in which speakers’ only concern is the information content of their
messages, ignoring concerns pertaining to the social and interpersonal levels. This is
why many writers criticize views which regard modifying as somehow separate from
propositional content (e.g. Luukka 1992). Mauranen (1993), however, argues that
critics often confuse the concepts of meaning and content. As she puts it: "Obviously
the total meaning of a text is dependent on all its component parts, so that none of
them can be removed without changing something of the meaning". Yet, she
continues that "the propositional content of a text can be said in principle to exist
independently of the particular text it is expressed in, analogously to sentences which
share their propositional content despite different realisations". (Mauranen 1993:147;
emphasis added.) It is thus possible to argue that even though pragmatic force
modifiers are far from meaningless from a pragmatic viewpoint, a modified message
has an abstract propositional content that could be expressed without the modifiers
that convey speakers’ feelings and attitudes. For example, I guess it’s sort of useless,
isn’t it? and It's useless have the same propositional content even though they differ
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_considerably in their pragmatic impact and interpersonal meaning. Propositional
content thus ought to be seen as an abstraction and as a concept which can only be
applied post factum; it is not meant to be a concept that would explain how
communication actually takes place in interaction.

It was pointed out above that taking a pragmatic approach to its extreme
would mean accounting for all means with which speakers can either soften or
strengthen the pragmatic force of their messages from linguistic minutiae to such
extralinguistic factors as, for example, facial expressions. Paying attention to all the
possible choices would be an enormous task for one study, which is why the present
study will focus on the verbal level, on devices that will be introduced in more detail
in the section below. However, the fact that the focus is only on certain realizations
of the modification strategy does not mean that the potential of other choices for
fulfilling similar pragmatic functions is completely ignored. Therefore, when the
descriptive model of pragmatic force modifiers is formulated in 3.3.2, an important
principle will be to find a way of describing modifiers that can be applied also to
choices at other levels besides the verbal one focused on in the present study.

3.2.2 Focus on the verbal level

The focus in the present study will be on pragmatic force modifiers that are realized
at the lexical-phrasal level, including devices such as kind of, I think, probably, or and
things like that. The main reason for this relates to the overall purpose of the present
study. As will be spelled out in greater detail below (see chapter four), the present
study seeks to compare the use of pragmatic force modifiers across three different
sets of data, involving two languages, English and Finnish. This requires a notion of
pragmatic force modifiers that will make it possible to carry out comparisons across
different sets of data. Paying attention to a rather clearly-defined set of verbal
expressions allows this more easily than attempting also to account for modification
strategies that are more integrated into the language structure. These include, for
example, passivization, impersonalization, or external modification (see e.g. Fraser
1980, Faerch and Kasper 1989). Therefore, even though these strategies will also be
commented on where relevant during the analysis, they will not be foregrounded.
Drawing such a line is, admittedly, artificial as both types of strategies can have
similar pragmatic functions, but such crude measures facilitate comparisons across
different sets of data. Similar decisions have been made, for example, when
comparing the use of modifying devices by male and female speakers (e.g. Holmes
1990, Stubbe and Holmes 1994).

As regards the types of modifiers focused on in the present study, earlier
research has given indications of the importance of several different types of lexical-
phrasal devices. An attempt will be made to take these into account in the present
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study.® Firstly, when the semantic approach towards modifying devices was
discussed above, a distinction was made between hedges in Lakoff’s (1972) sense and
markers of epistemic modality. Both of these are regarded as pragmatic force
modifiers in the present study. That is, hedges such as kind of, somewhat, a bit, and
very, for example, and markers of epistemic modality such as modal adverbs (e.g.
probably, certainly), modal auxiliaries (e.g. may, might), and parenthetical verbs (e.g.
I think, I'm sure) will be taken into account when analysing the data.

Secondly, pragmatic force modifiers will also include expressions which have
been called vague category indicators (Alexander 1988), or simply vague language
(Channell 1994). This group includes expressions such as or something like that, and/or
whatever,and things. In other words, they introduce fuzziness intospeakers’ messages,
thereby reducing the assertiveness of the message. Although the use of such
pragmatic force modifiers may not be appreciated in all contexts, Crystal and Davy
(1975:111) point out that expressions which add to the vagueness of utterances are
very common in informal contexts. In fact, they often seem to be play a part in
creating a sense of informality. Thus, as Channell (1994:3) points out, "vagueness in
language is neither all 'bad’ or all 'good'. What matters is that vague language is used
appropriately".

Fourthly, pragmatic force modifiers will also include expressions, mentioned
above in 3.1.2, which Ostman (1981a) calls pragmatic particles and Schiffrin (1987)
discourse markers, such as you know, I mean, like, and well. If one adopts a purely
semantic viewpoint these expressions can, basically, be regarded as meaningless since
they do not contribute to the referential information content of the message. This is
why they have often been regarded as mere fumbles or hesitation phenomena.
However, they are far from meaningless from a pragmatic viewpoint. In fact, these
modifiersreally only lend themselves to pragmatic analysis in that rather than having
some clear, context-independent meaning they acquire their meaning in their context
of occurrence. Many researchers now acknowledge their interpersonal significance.
For example, Brown and Levinson (1978) include them in their concept of hedge, and
Coates (1987), in adopting a pragmatically-oriented view of modality, sees them as
markers of epistemic modality (see also James 1983).

The present study will also contain material in Finnish, and the corresponding
types of expressions to the ones listed above will be taken into account when
analysing the Finnish data. That is, Finnish also has hedges in Lakoff’s sense (e.g.
vithdn ‘a bit’, tosi ‘very’), expressions of epistemic modality (e.g. luultavasti ‘probably’,
varmasti ‘certainly’), and expressions adding to denotational vagueness (e.g. tai jotain
sellaista ‘or something like that’, ja mitd kaikkea ‘and whatever’). There are also several
expressions used as pragmatic particles (e.g. niinku, sillee(n)). In addition to these
corresponding types of modifiers in English and Finnish, the analysis will also take
into account the use of morphological particles, called clitics, as earlier research has
indicated that speakers of Finnish often modify the impact of their messages with

This chapter provides examples of the overall types of modifiers that earlier research
has shown to be relevant for pragmatic modification. A more detailed account of the
pragmatic force modifiers that the speakers in the data use will follow in chapter five.
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these devices (e.g. Hakulinen 1976, Vilimaa-Blum 1987, Markkanen 1991, Nikula
1992). Finnish clitics include -han/-hin, -pa/-pd, -kin, -kaan/-kidn and -s (see e.g.
Hakulinen and Karlsson 1979, Vélimaa-Blum 1987). They have no meaning in
themselves, but when attached to words they affect the pragmatic meaning of the
whole utterance. For example, in the utterance Mitihdn kello on? (what+clitic is the
time?), the clitic -hdn can be interpreted as mitigating the force of the question;
questions with -han/-hiin are thus usually perceived as more tentative than one
without the clitic (see also Hakulinen 1976:8-12). The meaning of clitics is not
constant, however, and there are contexts in which the same clitic can have an
emphasizing function (see Markkanen 1991:192). It thus makessense to include clitics
in the group of pragmatic force modifiers. It has to be emphasized, however, that
clitics can also have other pragmatic functions besides modification; for example,
they often signal coherence relations (e.g. Hakulinen 1976; Markkanen et al. 1993).
Such multifunctionality is typical of many pragmatic phenomena. Therefore, even
though the interest in the present study lies in the capacity of clitics to modify the
pragmatic force of utterances, the intention is not to suggest that this would be their
only role in interaction.

The group of pragmatic force modifiers that will be investigated in the
present study thus contains different types of lexical-phrasal and morphological
means of modification. In other words, in spite of narrowing down the focus to the
verbal level, the variety of devices investigated will be broader than in most earlier
studies. It has been a common practice in earlier research to focus either on mitigating
devices (e.g. Prince et al. 1982), emphasizing devices (Held 1989), or pragmatic
particles (Ostman 1982). It has also been quite commonplace to select a certain
modifying device only, and carry out detailed pragmatic analyses of its functional
properties (see e.g. Ostman (1981a) and Holmes (1986) on you know, Aijmer (1984)
and Holmes (1988b) on sort of, Stenstrom (1986) on really, Tsui (1991) on I don’t know,
Jucker (1993) on well). While these studies have provided a lot of valuable
information about the functions and interpersonal significance of modifying devices,
a broader scope is fruitful for gaining a more comprehensive understanding of how
speakers use pragmatic force modifiers in conversational settings.

3.3 Categories of pragmatic force modifiers
3.3.1 Problems with functional categorizations

The discussion above indicates that the group of pragmatic force modifiers taken into
account in the present study is very heterogenous. There is thus a possibility that
treating modifiers as a single category might fail to account for their diversity.
Therefore, it would be useful to find a way of describing pragmatic force modifiers
that would capture the pragmatically relevant differences and similarities between
them. A common approach in earlier research has been to propose different types of
subclassifications for modifying devices.
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There have been several suggestions of the ways of dividing pragmatic force
modifiers. One solution is to rely on grammatical criteria and make a distinction
between nouns, verbs, adjectives, etc. (see e.g. Holmes 1988a). While such a division
is fairly straightforward, it does not seem to capture what are pragmatically the most
interesting differences between different types of modifiers. Thatis, from a pragmatic
point of view, there does not seem to be a big difference whether a speaker uses the
epistemic verb phrase I suppose or the adverb supposedly, yet they would have to be
categorized into different subtypes if one takes grammar as the criterion.
Furthermore, a division according to grammatical criteria really applies to verbal
modifications only; it would not be very useful if one also wanted to account for
other types of modification strategies.

Stubbs (1986) proposes a different type of division by suggesting that it is
possible to make a distinction between modifying devices which show degree of
commitment to three kinds of linguistic entities: propositions, illocutionary forces,
and lexical items. Although such a distinction may seem viable in the abstract, it
tends to get blurred when one attempts to apply it to real contexts. The three types
seem to be so closely entangled that it is possible to argue that by modifying a lexical
item, a speakér simultaneously modifies the whole proposition and, eventually, the
illocutionary force of the modified utterance.

The mostcommon way of dividing modifying devices is to make a distinction
between modifiers on the grounds of whether they have mitigating or emphasizing
functions. As has been pointed out above, House and Kasper (1981) make a division
between downtoners and upgraders, Holmes (1984a) between downtoners and
boosters, and Biber and Finegan (1989) between hedges and emphatics. The division
into hedges and emphatics was also used as the basis for division in the previous
stage of thisresearch (see Nikula 1992). Furthermore, a distinction was made between
two types of hedges and emphatics on the basis of the division suggested by Prince
etal. (1982). Those hedges and emphatics that signal degrees of fuzziness were called
approximators and intensifiers (e.g. sort of, very), and those that signal degrees of
commitment to the proposition were called shields and certainty markers. There are,
however, several problems with the hedge-emphatic division. These problems will
be discussed in detail below as they provide the starting point for an attempt to find
amore practicable way of describing pragmatic force modifiers in the present study.

The first problem, also acknowledged in Nikula (1992), is that there are many
modifying devices which seem to resist division into hedges and emphatics
altogether. This applies especially to pragmatic particles the function of which,
typically, remains ambivalent and indeterminate even in context. Nevertheless, they
play a role in modifying the pragmatic impact of speakers’ messages as becomes
obvious, for example, in the extract below, where the use of I mean and you know by
speaker S2 serves to tonedownthe force of a critical remark, together with the modal
expression I don’t think. However, it is difficult to categorize these pragmatic particles
as hedges, i.e. as signalling either vagueness of a particular expression or lack of
commitment to the truth of the message:
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(topic: community charge)

S3  it’s not as if it’s going into some national pool, you are paying to get the road
mended outside your home

S2  yeah

S1 Iwas[Iwas

S2  I'mean]Idon’t think it's worked well you know
(Nikula 1992:128)

Because it was not possible to force pragmatic particles into the hedge-
emphatic division, a third subcategory was formed in Nikula (1992) for pragmatic
particles and morphological clitics. This category, due to the implicit nature of
pragmatic particles referred to by Ostman (1981a), was called implicit modifiers. The
resulting division in Nikula (1992) was, thus, essentially a hierarchical one as
depicted in figure 1:

‘ PRAGMATIC FORCE MODIFIERS

’ | | IMPLICIT
HEDGES | EMPHATICS | | MoDIFIERS
approximators shields intensifiers :;;il:rtsy

Figure 1 A hierarchical model of pragmatic force modifiers

Even though the division illustrated above was used as the basis for the
analysis in Nikula (1992), it was admitted that there are problems with such clear-cut
categories when dealing with modifying devices in actual language use as modifiers
are often characterised by multifunctionality. That is, the same surface form can have
different functions depending on the context, which makes it necessary to interpret
each occurrence of pragmatic force modifiers in its context. However, there may be
cases when not even close attention to context helps determine whether a modifier
has a hedging or an emphasizing function. For example, Hiibler (1983) makes the
point that adverbs such as certainly and surely can, in fact, be used to express doubt
rather than certainty, which means that they function as hedges even though they are
usually classified as emphatics due to their semantic meaning. Hiibler (1983:122)
discusses examples such as their attack must surely come straight across the river,
pointing out that "the possibility of the propositional content being false is not ruled
out. Because an element of doubt creeps in here, the adverbs used in this way move
closer to adverbs of doubt". Consequently, placing them either in the hedging or
emphasizing category becomes complicated, or at least close attention has to be paid
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to the kind of context in which they occur. Blum-Kulka (1985), similarly, argues that
the role of expressions such as perhaps, even though usually assigned to the category
of hedges, is sometimes to intensify the force of speech acts such as requests rather
than to tone them down. In Nikula (1992), there are also other examples of modifying
devices where the same surface form can belong to either hedges or emphatics
depending on the context (e.g. just, I think, or quite).

The problem with the tripartition of modifiers into hedges, emphatics, and
implicit modifiers is thus the same that was mentioned above in connection with the
hedge-emphatic divisions: as a strict hierarchical division, the tripartition imposes
clear-cut categories on an area of language which is characterised by indeterminacies
and lack of clear boundaries. That is, assigning modifying devices into these
categories is fraught with difficulties when, in fact, their function is often
indeterminate and open to negotiation. There are two ways to get around this
problem. The first, applied in Nikula (1992), is to recognize the artificial nature of
such divisions and to be aware of the fluctuating nature of many modifying devices
while, nevertheless, assigning modifying devices to different categories for analytical
purposes. The second way is to accept the indeterminacy and negotiability of
modifiers as their essential characteristics rather than as a problem. That is, if it is
difficult to force modifiers into discrete categories because of their indeterminacy, the
problem lies in the descriptive system applied rather than in the phenomenon
studied. Thomas (1986:87) points out that indeterminacy is often a resource which
speakers deliberately exploit to achieve particular communicative goals. Therefore,
rather than trying to force pragmatic force modifiers into clear-cut categories, it
would be useful to find a way of describing them that would be able to account for
indeterminacies and fuzzy boundaries. This applies also to other pragmatic
phenomena. As Thomas (1986:18) puts it:

It is crucial within pragmatics to recognize the existence of gradience and to accord it
proper theoretical status. The absence of hard-and-fast categories should not be seen as
a weakness of a descriptive system for pragmatics, but a reflection of the indeterminacy
which exists, not just for the analyst, but also for the participants in interaction.

3.3.2 Explicit and implicit pragmatic force modifiers: a continuum

As was shown above, modifying devices were classified in Nikula (1992) into hedges,
emphatics, and implicit modifiers. Implicitness, however, seems to be a phenomenon
which represents a different level of analysis than hedges and emphatics. This is why
it might be more fruitful to make the basic distinction between explicit and implicit
pragmatic force modifiers. It was argued above, furthermore, that pragmatic force
modifiers are characterised by there being fluctuating boundaries between different
types of modifiers. Therefore, rather than seeing explicit and implicit modifiers as
another set of clear-cut categories imposed on modifiers, an attempt will be made in
the present study to conceptualize pragmatic force modifiers in terms of a continuum
from the more explicit to the more implicit choices.
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The decision to consider pragmatic force modifiers from the viewpoint of
explicit versus implicit choices follows Ostman’s (1986, 1987) notion that a distinction
between the explicit and the implicit in language is of primary importance in
pragmatics. The main difference between the two is, according to Ostman (1987:156-
157), that if a speaker can be held responsible for what s/he has said — ultimately in
a court of law — then s/he has said it explicitly, whereas an implicit linguistic choice
is one that the speaker in principle can deny that s/he has made. A speaker may, for
example, offend somebody explicitly by using abusive words, or implicitly by a tone
of voice which is interpreted as offensive in that particular context. Ostman (1986:25-
26) also argues that "an utterance can be given a truth-conditional meaning only with
respect to the explicit choices it manifests. Implicitness goes beyond literal meaning,
and accounts for non-truth conditional aspects in language". Thus, even though the
offending tone of voice can most probably be interpreted by the addressee as such
in the context, this cannot be resolved by truth-conditional semantics. Therefore,
Ostman (1986) suggests that an optimal line between semantics and pragmatics —
if there is a wish to make such a distinction — could be drawn between the explicit
and the implicit in language because the only way to account for implicit choices is
to adopt a pragmatic approach.

The way in which the notion of explicit and implicit choices relates to the use
of pragmatic forcemodifiers is best illustrated by an extract from conversational data,
in which the speakers make abundant use of pragmatic force modifiers:

Example 2

(topic: rates)

I mean it's a lot less [than the full rate three] hundred four hundred five hundred
pounds you know

S1  [it's manageable yes erm] yeah a rebate of that kind is at least kind of manageable

S3  mm and if we think I mean the students take advantage of the community as much
if no more like anybody else you know we're not like exempt [from the rest we just
pay for it]

S2  [yeahIsuppose so but I still think you could] once youfinish studying and whatever
you're still gonna you know you're gonna have to pay the full whack then and I
think you're gonna make up for then I just I think they shouldn't make students pay
I'mean I kind of agree- I can see the point of a poll tax in general and everything even
though I don't agree with it cos I think the better off you are you should pay more
and everything
(Nikula 1992:70)

When the passage is considered from the viewpoint of the hedge-emphatic
division, it seems clear at first that all the modifiers are geared towards hedging the
force of speakers' messages. However, many modifiers are, in fact, capable of serving
different functions simultaneously. It can be argued, for example, that S2 uses I still
think, on the one hand, to emphasize her opinion (see also Holmes 1985:33) and, on
the other hand, to signal with this choice that she recognizes that others might have
different views of the matter, thereby leaving room for negotiation and diminishing
the assertiveness of her own view. Assigning modifiers to either hedges or emphatics
is, thus, often problematic. Apart from these difficulties, it can be argued that the
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passage above contains two types of pragmatic force modifiers. On the one hand,
there are modifiers such as kind of, I think, I suppose, and whatever, or and everything,
which are relatively transparent in signalling speakers’ attitudes to their messages.
These particular expressions signal quite explicitly either speakers’
certainty/uncertainty towards their messages or their willingness to leave their
messages vague. On the other hand, there are modifiers such as I mean and you know,
the function of which seems to be more ambivalent because it is not as closely tied to
the literal meaning of these expressions as is the case of the modifiers above.
Therefore, these modifiers leave room for different interpretations. Moreover, it is
more difficult to relate them to the level of message and to say that they signal either
uncertainty or vagueness of the message. That is, when S3 in the example above says
I'mean the students take advantage of the community as much if no more like anybody else
you know, it is difficult to explain the role of these modifiers by arguing that they
reflect the speaker’s relationship to the message. They, rather, seem to be means by
which thespeaker relates directly to the addressee, but this is accomplished implicitly
rather than explicitly. As these two types of modifiers discussed above seem to
correspond to Ostman’s (1986) distinction between the explicit and implicit in
language, they will be called explicit and implicit pragmatic force modifiers,
respectively.

It is thus possible for speakers to modify the pragmatic force of their
utterances either explicitly or implicitly. Explicit modifiers include, for example,
attitudinal adverbs (e.g. presumably, perhaps, certainly), parenthetical constructions
(e.g. I think, I suppose, I'm sure), or adverbs of degree (e.g. a bit, somewhat, sort of ). They
show quite explicitly the degree to which speakers are committed to the truth or
preciseness of their messages. Corresponding explicit modifiers exist also in Finnish
(see discussion on page 46). As was pointed out above, it is possible to deal with
explicit devices in semantic terms. This does not mean, however, that explicit
modifiers cannot be approached from a pragmatic angle as well. This corresponds to
Verschueren's (1991, 1995) notion of seeing pragmatics as a perspective on language
that can be applied to phenomena at different linguistic levels.

Pragmatic particles like I mean, you know*, like and well in English (see e.g.
Ostman 1981a, Watts 1989) and niinku and sillee(n) in Finnish (see Hakulinen
1989:120-123) are typical examples of the more implicit verbal means of modifying
pragmatic force. There are also other expressions in Finnish which have acquired
particle-like meanings, including kylld, muka (Markkanen 1991) or kato (Hakulinen
and Seppéanen 1992). Clitics in Finnish, which were discussed above in 3.2.2, would
also belong to the category of implicit modification strategies. What pragmatic
particles and clitics have in common is their tendency to remain ambiguous or fuzzy
even in the context, often making various interpretations possible. As pointed out
above, they also differ from explicit pragmatic modifiers in their relationship to the
utterances in which they occur. Where explicit choices indicate speakers' attitudes to

Note that speakers can use I mean and you know also in their literal sense as referring
to processes of meaning and thinking. They are not, however, functioning as pragmatic
force modifiers in such cases.
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the messages they are conveying, even though this additionally enables them to
signal interpersonal meanings, it is more difficult to relate implicit modifiers to the
utterance level. They, rather, seem to be indicators of the type of relationship
between the speakers. Ostman (1986:199), in discussing the functions of the pragmatic
particle you know, notes the following:

The basic point here is that you know does not primarily relate to any utterance, or
utterance sequence. It relates to the relationship between the speaker and the hearer. It
functions as an implicit indicator of the relationship among speaker and addressee,
rather than as an indicator of the speaker's relationship to his utterance.

Hence, while both explicit and implicit modifiers are means which speakers
can use for interpersonal purposes — to convey their feelings and attitudes, to signal
politeness and involvement — they seem to accomplish this somewhat differently.
This can be illustrated in a simplified way with the help of figure 2 below:

| . .
Relationship to Relationship to
message addressee

Explicit modifiers » Uncertainty

Certainty Considerate
Fuzziness Involved
Vagueness ... Friendly

it Tactful ...

Implicit modifiers

Figure 2  Explicit and implicit modifiers: a difference in focus

As the figure suggests, explicit modifiers are transparent in that they convey
quite clearly the speaker’s attitude to the message, that s /he, for example, wants to
make reservations concerning its validity or preciseness. This, in turn, usually has
interpersonal functions such as the speaker’s willingness to appear tactful or
involved. Implicit modifiers, on the other hand, are more directly related to speakers’
attitudes and relationship to the addressee: This relationship is often more opaque
than with explicit modifiers, hence the dotted line in the figure between implicit
modifiers and their interpersonal functions.

The discussion above may give an impression of explicit and implicit
modifiers as clearly demarcated categories. This, however, is not the case as was
already pointed out in the beginning of this section. As Ostman (1987:156) puts it,
"this dichotomy is necessarily gradient". The distinction should rather be seen as a
continuum along which certain choices are usually explicit (e.g. attitudinal adverbs),
whereas others tend towards the more implicit end of the continuum (e.g. pragmatic
particles). In addition, modifiers often seem to occupy a position somewhere between
the explicit and the implicit end of the continuum. Moreover, it is possible that
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pragmatic force modifiers can move along the explicit-implicit continuum so that in
some contexts the function of I thinkis clearly either softening or emphatic, whereas
in other contexts its function can allow for different interpretations.

It was argued above that the functional division into hedges and emphatics
poses many problems. This does not mean, however, that this distinction has to be
discarded altogether. In fact, the hedge-emphatic division seems to relate to the
explicit-implicit continuum in the following way: when modifiers at the explicitend
of the continuum are considered in their context, it is often possible to distinguish
between hedges and emphatics. However, the ‘domains’ of hedges and emphatics
merge and overlap because, as has been pointed out above, the same expressions can
be used to convey both functions, and there are cases, as in example 2 above, when
an expression can be interpreted from both perspectives. The more implicit a
modifier is, however, the more difficult it is to attempt such a division into hedges
and emphatics. In terms of their modifying functions, implicit pragmatic force
modifiers are thus characterised by ambivalence. Figure 3 below illustrates this in the
light of the devices discussed so far.’ The purpose is not to suggest any strict order
on the continuum for different pragmatic force modifiers, or to ask whether sort of,
for example, is more explicit than very. The figure, rather, attempts to show that these
types of expressions are, in general, more explicit than pragmatic particles and clitics.

PRAGMATIC FORCE MODIFIERS

EXPLICIT IMPLICIT

Modifying hedge |  probably kal gonof you know .
function: A S —Fthink- - - - - - - - - S tags goq , ambivalence
. ! varmasti  cerainly very -hAn '
emphatic ' rmsure ________ R
(R SR
Interpersonal ! i
function: POLITENESS INVOLVEMENT
/

Figure 3 A descriptive model of pragmatic force modifiers

Figure 3 illustrates, furthermore, that the functions of pragmatic force
modifiers can be approached from two angles; this point was also discussed on page

Given that language use in general can be characterized as involving both implicit and
explicit choices, pragmatic force modifiers, as a whole, would probably tend more
towards the implicit end. It is, however, also possible to distinguish different degrees
of explicitness in that group.
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40 above. Firstly, there is the question of whether pragmatic force modifiershave a
softening or emphasizing function, that is, whether they function as hedges or as
emphatics. This is referred to as the modifying function in the figure. As noted above,
the distinction between hedges and emphatics tends to get the more blurred the more
implicit a modifier becomes, so that the function of modifiers at the implicit end of
the continuum is often ambivalent. Secondly, it has been pointed out above (see
chapter two) that the significance of pragmatic force modifiers in interaction lies in
their capacity to serve important interpersonal functions such as politeness and
involvement. In other words, speakers can achieve interpersonal ends by modifying
the pragmatic force of their utterances. The interpersonal function thus has to do with
the kind of relationship and the kind of attitudes that prevail between the speakers,
and it is a dimension that cuts across the implicit-explicit continuum in a way that is
difficult to illustrate in a concrete manner. Figure 3 suggests that all types of
pragmatic force modifiers can have interpersonal functions, and the arrows pointing
in two directions indicate that there is a complex interrelationship between pragmatic
force modifiers and the interpersonal level. That is, it can be argued that the use of
muodifiers can create an impression of politeness and /or involvement no matter what
the ‘genuine’ attitudes of the speakers, but it is also possible to say that it is the
speakers' intention and wish to be polite and appear involved that leads them to use
pragmatic force modifiers in the first place.

All in all, figure 3 suggests that the descriptive model of pragmatic force
modifiers adopted in the present study is not as neat and simple as the one in Nikula
(1992). On the contrary, its purpose is to highlight that the phenomenon studied is
a complex one, and that there are several factors that need to be taken into account
simultaneously. The purpose of adopting a more complex view of modifiers can be
described in Sajavaara’s (1987:252) words: “If what takes place in the world is not
simple, we should not deceive ourselves by trying to make the issues simpler than
they actually are”.

Although the present study concentrates on the verbal pragmatic force
modifiers discussed above, one advantage of the explicit-implicit distinction is that
it can easily extend beyond the verbal level and be applied to other types of strategies
as well. Prosody, for example, is an implicit modification strategy: it is possible for
speakers, if challenged, to deny the implications of their prosodic choices. Ostman
(1991:205) regards prosody as one of the major devices for expressing implicit
meanings, but with the focus on verbal level in the present study, it will only be dealt
with cursorily. As far as the explicit end of the continuum is concerned, an example
would be external modification, i.e. giving reasons and justifications for an act in
order to modify its force (Faerch and Kasper 1989). The decision to concentrate on the
verbal level thus does not mean that the explicit-implicit continuum could not be
applied also to other levels.
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3.4 Implications for research on pragmatic force modifiers

The discussion above suggests that rather than dividing pragmatic force modifiers
into those with hedging and emphasizing functions, a more fruitful approach is to
conceptualize them as forming a continuum from more explicit to more implicit
choices. This is because hierarchical divisions have problems in accounting for the
fluid boundaries that exist between different types of modifiers, whereas the
continuum model illustrates better their flexible nature. Seeing modifiers as forming
a continuum from explicit to implicit choices raises several interesting points for
research. Firstly, it is worthwhile to explore the kinds of devices speakers use to
modify their messages explicitly and implicitly. It is even more important to
investigate whether there are differences in the interpersonal functions for which
explicit and implicit modifiers are used. Ostman (1987:177, emphasis original), when
discussing implicitness in language, argues that it is important “to see what attitudes
are implicitly expressed”. There is also a possibility that speakers will favour
different types of modifiers in different situations. Thus, formal encounters might
show a different distribution between explicit and implicit choices than casual
encounters.

Previous research has indicated that pragmatic force modifiers are
characteristic of spoken language in particular. Moreover, it was pointed out in
chapter two above that native speakers are, usually, pragmatically proficient and
know more or less automatically how to use modifying devices appropriately. They,
therefore, probably have to pay no conscious attention to their choice of explicit and
implicit modifiers either. For non-native speakers, however, selecting appropriate
strategies might prove more problematic. It is, therefore, worthwhile to investigate
whether there are differences in the way native and non-native speakers make use
of explicit and implicit modifiers.

It was pointed out in the introductory chapter that the focus of the present
study is on non-native speakers’ interlanguage performance and the way in which
their use of pragmatic force modifiers relates to native speakers of both the target and
the source language. Hence, a further point of interest in the present study is to pay
attention to the ways in which different speakers use explicit and implicit modifiers.
The continuum model of modifiers suggests that no clear division can be made
between explicit and implicit modifiers; it is thus difficult to compare the exact
number of explicit and implicit modifiers used by native and non-native speakers.
However, it is possible to conceptualize the continuum as a kind of seesaw, and to
investigate whether it gets ‘balanced’ differently, either towards the explicit or the
implicit end, in the performance by native and non-native speakers respectively. That
is, there may be indications that some speakers favour either implicit or explicit
modifiers more than others.



The empirical analysis

4 DATA, AIMS AND METHODS

This chapter will describe the data that will be used to investigate the research
questions introduced above. Attention will be drawn to the method of data
collection and to the question of comparability across the sets of data. Secondly,
the research questions that the study seeks to address will be discussed in more
detail than was done in 3.4 above, as the type of data puts constraints on the kinds
of questions thatcan be asked. Thirdly, the methodological approach used in the
present study will be explicated, with special attention to the three angles from
which the data will be approached during the analytic process.

4.1 Data
4.1.1 Evaluation of data collection methods

It is obvious that naturally-occurring face-to-face conversations would constitute
the ideal data for investigating pragmatic phenomena such as the use of pragmatic
force modifiers. This view is supported by Mey (1993:48), who maintains that
“linguistic functions of use are best studied in situations where people interact
normally using language face to face”, and that as regards data for pragmatic
analysis, “everyday conversations among people takes a front-row seat”.
However, it is a generally acknowledged fact that obtaining authentic
conversational data is always problematic, not leastbecause of what Labov (1972)
calls the observer’s paradox: a researcher’s wish to observe authentic situations is
impeded by the fact that observation always has an effect on the situation
observed. Moreover, even though observation of naturally-occurring interaction
may be quite useful when focusing on how speakers produce certain well-defined
acts (seee.g. Wolfson's (1989a) study of compliments), collecting naturalistic data
may not be the best solution when some specific types of speakers are compared.
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In the present study, for example, it would be difficult to come up with naturally-
occurring conversations between Finnish and native speakers of English, on the
one hand, and conversations by native speakers of English and by native speakers
of Finnish, on the other hand, that would be sufficiently similar to warrant
comparisons. For these kinds of reasons, it is often necessary when conducting
pragmatic research to use material that has been controlled in some way.

Elicitation methods such as discourse completion tasks or role plays have
been commonly used for data collection in pragmatic research (e.g. Cohen and
Olshtain 1981, Scarcella and Brunak 1981, Blum-Kulka 1985, Takahashi and Beebe
1993)'. These methods have the advantage that it is relatively easy to control such
contextual variables as the degree of social distance and authority among the
speakers as well as the type of speech acts performed (cf. discussion on the effects
of contextual factors in 2.2.2 above). These methods also have their problems,
however. An obvious drawback with discourse completion tasks, for example, is
thatthey are usually conducted in written form, which may not correspond to the
way speakers would behave in spoken interaction. For example, Edmondson and
House (1991:281) suggest that the often reported ‘waffle-phenomenon’ (see e.g.
Blum-Kulka and Olshtain 1986, Olshtain and Weinbach 1993), i.e. that language
learners produce much longer turns when performing speech acts than native
speakers, might be caused by the data collection method. Anotherrelated problem
is that subjects may easily omit from their responses phenomena which are more
typical of spoken than of written language, the use of pragmatic force modifiers
being a case in point. It is thus probable that written discourse completion tasks
would notadequately capture the way speakers use pragmatic force modifiers in
spoken interaction.

The problem that role-plays share with discourse completion tasks is their
predetermined nature: participants are asked to perform specific face threats and
act specific roles, which may have very little to do with their actual relationship,
with the result that subjects may be able to ‘hide’ behind their roles and act
differently than they would in real-life encounters (for criticism, see e.g.
Bonikowska (1988) and Aston (1993)). Another problem is that in requiring the
performance of certain face-threatening acts, role-plays usually show little regard
for the fact that speakers might, in actual encounters, choose not to perform the
required act at all. Bonikowska (1988), consequently, argues that to improve role-
plays and discourse completion tasks, subjects should always be given also a
chance to ‘opt out’ of performing the act.

Studies using discourse completion tasks and role plays have provided
valuable insights into the production of speech acts both in terms of cross-cultural
differences and differences between native and non-native speakers (e.g. House
and Kasper 1981, Blum-Kulka 1982, Olshtain and Weinbach 1987, Olshtain and
Cohen 1989, Beebe and Takahashi 1989, Beebe et al. 1990). These studies have also
often paid attention to the use of modifying devices, with considerable agreement

Discourse completion tasks were, for example, used for the Cross-Cultural Speech Act
Realization Project, CCSARP; see Blum-Kulka et al. (1989b) for an overview.
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on the interpersonal motivations for their use: usually, their function is to play
down the impact of face-threats. However, the focus on elicited data has meant
that even though the interplay between severe face threats and modifying
expressions is well established, there is much less knowledge of the use of
pragmatic force modifiers in authentic conversational settings which are usually
characterised by avoidance rather than performance of face threats (Bublitz 1988).
Elicited data also often consists of quite short stretches of talk which, as Leech and
Thomas (1990:199) point out, has often prevented the study of the cumulative
effect of pragmatic phenomena over longer stretches of talk. There is thus a need
to complement the findings based on elicited data with research on other types of
data. The present study will make a contribution towards this by focusing on
conversational settings where there are no prescribed requirements for the
participants and where the interaction lasts longer than in average role plays.

4.1.2 Three types of data: NS-NNS, NSE and NSF conversations

As has been pointed out in previous chapters, the present study will approach the
use of pragmatic force modifiers from an interlanguage perspective, focusing
attention on non-native speakers’ skills in using modifiers. More specifically, the
study deals with advanced Finnish speakers of English and how their use of
pragmatic force modifiers in a conversational setting relates to that by native
speakers of both English and Finnish. Three types of data were collected for these
purposes: conversations between non-native and native speakers of English,
conversations between native speakers of English, and conversations between
native speakers of Finnish. Appendix 1 provides a short description of each
conversation in the data.

The main body of the data for the present study consists of four thirty-
minute conversations between Finnish speakers of English and native speakers of
English, henceforth NS-NNS conversations.? There were two Finns and two native
speakers in each conversation; most of the native speakers were British but two of
them were Americans. In each conversation, the Finns were acquaintances and the
same applied to the native speakers in two of the conversations. The pairs of Finns
and native speakers, however, were meeting each other for the first time, which
explains why the conversations were characterised by the pairs of native speakers
speaking to the pairs of non-native speakers and vice versa rather than Finns and
natives discussing among themselves; the conversations were thus, essentially,
between strangers. All the participants were university students, studying either
at the University of Kent in Canterbury or at Lancaster University. The subjects
were of roughly the same age so there were no big status differences between
them. The conversations were recorded in a situation which involved only the

Due to problems with the recording equipment, one of the conversations is audible
only for 20 minutes (NS-NNS 3). However, as the duration of the recordings is not a
decisive factor, it has been included in the analysis.
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participants and the recording equipment, with no outside observers. The
participants were aware of their conversations being recorded for research
purposes, but they were not aware of the specific focus of research. There were
both male and female speakers in each conversation; table 1 provides information
about the gender division among the participants in each conversation:

Table1 Male-female distribution in the NS-NNS conversations

NS-NNS 1 NS-NNS 2 NS-NNS 3 NS-NNS 4
native N1 male N1 male N1 male N1 male
speakers N2 male N2 female N2 female N2 female
non-native F1 female F1 female F1 female F1 female
speakers F2 female F2 male F2 male F2 female

It was pointed out above that role-played data have been criticised for the
fact that being essentially plays, speakers may ‘hide’ behind their roles and behave
differently than they would do in real-life contexts. Aston (1993:229) also points
out that role-plays are often unnatural because they are without effective social
consequences as the relationships between participants are fictional and
temporary. In the NS-NNS conversations, the participants all acted as themselves
rather than according to some predefined roles. Moreover, the participants in each
conversation were enrolled in the same university, which means that even though
they met for the first time in the recording session, they were likely to run into
each other again after the recordings. The conversations could thus have what
Aston (1993) calls “social consequences”, which is probably one reason for the
general feeling of naturalness that could be perceived in the encounters.

The recordings were made in autumn 1993 in Britain, where the Finns were
staying for a year to study. At the time of the recording, they had spent one month
in England,’ so their experience of using English on a daily basis was not very
great. This is seen as an advantage as the purpose of the study is not to investigate
Finns with a considerable experience of living in an English-speaking
environment. The English language skills of the Finns were not tested for the
purposesof the present study. Individual differences between the learners are thus
likely in that some are more proficient and practised speakers of English than
others, even though only two of them had spent more than six months in an
English-speaking country previously. However, the fact that the Finns were all
carrying out university studies in Britain was taken as a sufficient indication of the
relatively advanced level of their English. Moreover, despite slight individual
differences between the speakers, it is likely that certain features will emerge in the
non-native speaker’ performance as a group as opposed to native speakers as a

& Two months in NS-NNS 4.
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group so that, in Verschueren’s (1991:195) words, “specific pragmatic features gain
their significance by their recurrence”. It is these recurrent featuresboth in the non-
native speakers’ and the native speakers’ use of pragmatic force modifiers that the
present study aims to focus on rather than on each individual speaker’s
idiosyncratic styles.

When the data were collected, the aim was to obtain conversations as
natural as was possible in the, admittedly, rather artificial recording situation. This
is why, although the speakers in each group were given a topic with which to get
their conversation going, they were told that they were free to change the topic
and talk of anything that interested them. The topic given was ‘Growing
internationalization makes people more tolerant towards other cultures’ but the
participants in each conversation only touched upon the given topic, introducing
their own topicsinstead. This, of course, sacrifices the strict comparability of topics
across the conversations. However, the definite advantage of leaving the
participants relatively free as to how to conduct the conversations was that it
resulted in very natural conversations, in which the participants were involved in
what Pirsig (1973:150) aptly calls “get-acquainted talk”, learning something about
each other and their respective countries. It is easy to imagine very similar
conversations also occurring in more spontaneous encounters. Furthermore, the
fact that the native and the non-native speakers did not know each other
beforehand and thus had no previous shared experiences can be seen as an
advantage for the analysis. As Hartley (1993:13) puts it:

Interpersonal communication is cumulative over time. . . . If you are trying to
understand communication between people who have communicated before, then
you need to take into account the history of their relationship as this might well affect
how they interpret each other.

Because the native and the non-native participants were meeting for the
first time for the purpose of the recording, knowledge of their shared background
is not required by the analyst to understand the interaction taking place in these
conversations.

In addition to the four NS-NNS conversations, the data contain similar
conversations by native speakers of English and by native speakers of Finnish,
henceforth NSE and NSF conversations.* These conversations serve as comparative
background data. The present study can thus be seen as having what Kasper and
Dahl (1991:225) call “the canonical design for interlanguage studies” in that it
contains both interlanguage, target language, and native language material. That
is, the non-native speakers’ interlanguage performance can be compared with that
of native speakers of both their target language (i.e. the speakers of English in both
the NS-NNS and NSE conversations), and with native speakers of their mother
tongue (i.e. the Finnish speakers in the NSF conversations). There are four 30-
minute conversations in both the NSE and the NSF material, and the external

¢ NSE conversations were recorded in the University of Edinburgh by Maija MacKinnon,
and the NSF conversations in the University of Jyvéskyla by the author.
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conditions of the conversations were similar to those in the NS-NNS conversations.
That is, the groups were given a general topic to discuss, but they were free to
change the topics, and there were no predetermined constraints on their
behaviour, either. The participants in the NSE and NSF material were also
university students, of roughly the same age as the subjects in the NS-NNS
conversations. The NSE and NSF conversations were also used as data in Nikula
(1992), where they were compared with NNS conversations in which Finnish
speakers entered into discussion in English among themselves, with no native-
speaker participants.

The biggest difference between the NS-NNS conversations and the NSE
and the NSF conversations, apart from the fact that the latter two involve only
native speakers, is that the participants in the latter are acquaintances rather than
strangers. However, it is possible to retain the NSE and NSF conversations as
comparative background material as long as the difference in the degree of
distance between speakers is borne in mind whenever drawing parallels between
different sets of data. Hence, the material used in the present study looks as
illustrated in figure 4.

NSE | NSF

NS-NNS

Figure4 Types of conversations in the data

After the recordings were made, all conversations in the data were
transcribed using conventions described in appendix 2. Transcripts can never be
but a partial representation of speech, and the degree of precision depends on the
transcriber’s choices which are usually connected to the overall aim of the study.
The transcripts in the present study do not, for example, attempt to give a detailed
phonetic account of each individual speaker’s pronounciation by using phonetic
alphabet. Instead, standard orthography is used because it facilitates reading of the
transcripts even though it, simultaneously, fails to describe individual variation
(see Kalin 1995:43). The transcripts in the present study account for overlaps,
minimal feedbacks, hesitations, laughter, and pauses within and between turns
(even though their exact duration has not been measured). Transcribing prosodic
features is a highly problematic and complex task; as prosodic modification
strategies will not be focused on in the present study, prosody has not been
described in great detail in the transcripts. However, brief pauses indicating
boundaries between intonation units within speakers’ turns have been marked as
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well as falling and rising intonation where they were readily perceived (i.e.
obvious falling and rising intonation). Such crude prosodic distinctions are
sufficient for the purposes of the present study which, as indicated in section 3.2.2,
focuses on the use of lexical-phrasal and morphological pragmatic force modifiers.
A more fully-fledged functional approach to strategies of modification would,
obviously, have required an entirely different and more detailed system of
transcription.

4.1.3 Comparability across contexts

As indicated above, the present study involves making comparisons between three
types of conversations. This, obviously, raises the question of comparability across
contexts. The term tertium comparationis has been used in contrastive analysis to
refer to the criteria for comparison (James 1980:169-178). Contrastive analysis (CA)
was for a long time an unfashionable field of linguistics, but with the growing
interest in pragmatic aspects of language during the recent decades, the question
of how best to compare two languages has arisen again. Contrastive linguistics
thus seems to be regaining its status (see James 1994), albeit in the form of ‘cross-
language’, ‘cross-linguistic’ or ‘cross-cultural” analyses (see e.g. Markkanen 1985,
1990, Sajavaara 1987, Blum-Kulka et al. 1989a, Tyler and Davis 1990, Spencer-
Oatey 1992). With these approaches, the focus is not on comparing and contrasting
the structural properties of languages as in traditional CA but, rather, on how
different languages realize similar pragmatic and discoursal functions. The
question of comparability is, however, still one that has to be addressed because,
as Krzeszowski (1989:60) points out, "it is obvious that no comparison is possible
without establishing a common platform of reference. In other words, all
comparisons involve the basic assumption that the objects to be compared share
something in common against which difference can be stated”.

When conducting pragmatic research, the ideal situation would be to
compare pragmatically equivalent forms and structures across languages. The
issue of pragmatic equivalence is far from simple, however. Janicki (1990:49) points
to a certain definitional circularity in that “pragmatic equivalence cannot serve as
an independent criterion or reason (i.e. tertium comparationis) for comparison if
one seeks to establish whether or not two linguistic expressions are pragmatically
equivalent”. Janicki goes on to argue that instead, pragmatic equivalence would
have to be the result of pragmatic analyses rather than their motivation. Pragmatic
equivalence would mean that linguistic expressions have similar functions in
comparable contexts, and “it is exactly for the defining of comparable contexts that
we need a pragmalinguistic theory” (Janicki 1990:53). In other words, it seems that
the notion of comparable context would best serve as a tertium comparationis for
pragmatic analyses.

Janicki’s (1990) contention is that there exists, as yet, no clear definition of
comparable contexts. Nevertheless, researchers have intuitively tried to achieve
comparable situations when conducting pragmatic research. For example, it is
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typical of elicitation methods that contextual features are spelled out in great detail
for the subjects in order to guarantee comparability. The situation becomes more
problematic, however, when studying more uncontrolled situations such as the
conversations in the present study. Yet even in such cases, some notion of
comparability across contexts is needed.

As Markkanen (1990:115) says, similarity across situations can best be
achieved by the identity of communicative situations in terms of the topic, the
setting, the channel, and the relationship between the participants. As was pointed
out above, an attempt has been made in the present study to guarantee this kind
of comparability by choosing discussants of the same age and status (i.e. university
students), and involving them in conversations under similar external conditions.
However, the fact remains that as the conversationalists can develop the
conversations the way they choose, the range of topics will be different in each
conversation. For this reason, there are some differences between the conversations
in the present data in terms of the types of topics chosen. There may, for example,
be differences in how personal the participants are in their choice of topics, and,
as suggested above in section 2.2.2, the type of topic can well have its effect on the
use of pragmatic force modifiers.

Another factor which can influence the use of pragmatic force modifiers is
the degree of distance between the speakers (Brown and Levinson 1987). As
pointed out above, this is relevant to the present data in that while the native and
non-native speakers in the NS-NNS conversations are strangers, the participants
in the NSE and the NSF conversations are acquaintances. Furthermore, at a more
local level, the use of pragmatic force modifiers is also greatly dependent on the
types of speech acts that the speakers perform at any given point in time so that,
for example, expressing criticism may require a different level of modification than
the delivery of factual information. It is, therefore, obvious that the use of
pragmatic force modifiers in different conversations cannot be justly compared
unless attention is paid also to the types of acts performed.

One further comment about comparable contexts is worth making.
Spencer-Oatey (1992) points out that cross-cultural comparisons have often been
made on the basis of situations that are kept identical across cultures. In such
comparisons, the underlying assumption seems to be that people from different
cultures also perceive the same situations in a similar manner; this view may be
misleading, however. For example, Spencer-Oatey (1992) shows in her study that
the way in which Chinese and British university students and teachers see the
relationship between supervisors and students differs considerably and is,
therefore, likely to have its influence also on their use of language. For the Chinese,
the relationship is much closer and more personal than for the British, extending
beyond the academic context to other spheres of life. Such differences are probably
particularly common in the way people from different cultures perceive
institutional settings. However, it is important to realize that there may also be
differences in the way people see more 'ordinary' everyday situations such as
conversations. Therefore, even though the external conditions for the
conversations in the present data have been kept the same, it is not a guarantee
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that the Finnish and the British participants perceive the situations in exactly the
same way. For this reason, it is worth bearing in mind that recurrent differences
between the non-native and native performance may be indications of different
perceptions of the situation rather than signs of non-native speakers’ problems
with the language.

As the discussion above shows, there are numerous contextual matters that
can influence the use of pragmatic force modifiers and result in differences
between conversations even after detailed attempts have been made to achieve
comparable sets of data. The notion of 'comparable contexts' is thus necessarily a
compromise when dealing with relatively uncontrolled data. In such a situation,
the best the analyst can do is to be conscious of the contextual differences that
emerge in the data and to try to take them into account during the analysis.

4.2  Research questions

Chapter three outlined the way in which pragmatic force modifiers are defined in
the present study, as a continuum from the more explicit to the more implicit
muodifiers, with the focus on lexical-phrasal and morphological devices. This model
will be utilized when the use of modifiers in the three types of conversations,
involving Finnish speakers of English and native speakers of English and Finnish,
is investigated. More specifically, the present study seeks to address the following
overall research question: How do advanced Finnish speakers of English master the use
of pragmatic force modifiers in a conversational setting, and how does their performance
relate to that of native speakers of English and Finnish? This questions can be broken
down into the following three subquestions:

I How frequently do speakers use pragmatic force modifiers?

(i) How often do non-native and native speakers of English, on the one hand, and
native speakers of English and Finnish, on the other hand, use pragmatic force
modifiers?

(ii) How often do speakers in the different sets of data use explicit and implicit
pragmatic force modifiers? In other words, are there differences in the explicit-
implicit distribution of modifiers across the sets of data?

I What are the interpersonal functions of pragmatic force modifiers?

(i) What are the types of conversational contexts in which the use of pragmatic
force modifiers seems to be particularly salient interpersonally?

(ii) Are there differences between non-native and native speakers in the ways in
which they make strategic use of pragmatic force modifiers?
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(iii) For what kinds of interpersonal functions do speakers use explicit and implicit
pragmatic force modifiers, and are there differences between non-native and
native speakers in this respect?

111 Is there interplay between speakers” roles and pragmatic force modifiers?

(i) What kinds of roles become activated in the conversations?

(ii) Do speakers make different use of pragmatic force modifiers when they occupy
different roles in interaction?

(ii) Are there differences between non-native and native speakers in how the
changing role relationships affect their use of pragmatic force modifiers?

4.3 Methodological approach
4.3.1 Anoverview

It is obvious that to be able to provide answers to the kinds of research questions
listed above, a qualitative approach to research is called for. This is because the
nature of the questions demands that attention be paid to the interpersonal
functions of pragmatic force modifiers, to the contexts in which speakers most
commonly choose to use them, and to the interplay between speakers' roles and
modifiers. This requires close scrutiny not only of pragmatic force modifiers
themselves but also of the surrounding conversational context. Mey (1993:277-278)
points out that pragmatic phenomena cannot be captured by ‘exact’ methods
because “[t]he world of pragmatics is not predictable in the same way that
morphological or syntactic worlds are”; this has the consequence that pragmatic
phenomena cannot be explained by strict rules and conditions nor by recourse to
stringent hypothesis-formulation which, in Mey’s (p. 278) words, “would create
the illusion of a well-formed world”. The same applies to the present study
because the use of pragmatic force modifiers is an area of language use that cannot
be explained by strict rules. On the contrary, as was pointed out in chapter three,
previous research has shown that the functions of pragmatic force modifiers often
remain indeterminate and ambivalent, which is why their use often has to be
explained by reference to their meaning potential rather than to clearly defined
meanings/functions. Consequently, the analytic procedure has to be such that it
canmake sense of the various ways in which speakers in the three different sets of
data make use of the interpersonal potential of pragmatic force modifiers.
Perhaps the best way to describe the methodological approach in the
present study is to call it ‘a modified qualitative approach’ in Fraser’s (1994:3257)
words. Hence, rather than approaching the data with no predetermined area of
focus in mind, certain basic assumptions and decisions have been made before
embarking upon the analysis. That is, pragmatic force modifiers have been chosen
as the focus of attention, and the decision has been made to concentrate on
modifiers realized at the verbal level. Having established that, however,
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qualitative-descriptive methods are required to investigate how the use and
interpersonal functions of modifiers are affected by contextual factors such as
speakers’ nativeness or non-nativeness, the type of act performed, or the kinds of
roles activated by the speakers.

Opting for qualitative approach does not necessarily mean that there is no
room for techniques of quantification. Lazaraton (1995:463) points out that few
researchers choose to employ both qualitative and quantitative techniques despite
the more tolerant attitudes to “bimethodologicalism” in these days. Silverman
(1993), however, advocates the use of simple counting procedures to validate
qualitative research. Counting is, of course, not always possible when dealing with
matters such as the meaning and significance of the issues under study, or with
participants” own perceptions of these issues. This is why Silverman emphasizes
that counting should only be used when it makes sense to count — it should not
be an end in itself. However, Silverman argues that counting can often be used to
combat the anecdotal nature of much qualitative research where readers often
have to rely completely on researchers’ accounts and judgements. In this
connection, Silverman (1993:204) points out that

we are all familiar with the case-study report that advances its arguments on the basis
of 'a good example of this is X' or X's comment is typical'. Of course, these are 'good’
and 'typical' examples because the researcher has selected them to underlie the
argument.

Such tendencies towards ‘anecdotal” argumentation may be the reason
why, as Davis (1995:432) points out, qualitative studies are often seen as lacking
in rigour. Therefore, in order to diminish any anecdotal feel about the findings, the
present study will make use of simple techniques of quantification for the purposes
of describing the frequency of pragmatic force modifiers in the data. It is crucial to
note at the outset, however, that such numerical information means different
things for qualitative research than it would for quantitative research. Whereas for
the latter, quantitative information usually provides the main information on
which statistical analyses are carried out and conclusions about the significance of
results are drawn, measurement in the numerical sense is not the intended final
outcome for a qualitative researcher. This ties in with the kinds of questions
quantitative and qualitative techniques are used to provide answers for. In
simplified terms, it can be said that where quantitative techniques provide answers
to ‘what?” and ‘under what conditions?” questions, qualitative methods seek to
answer ‘why?” and ‘how?’ questions (Deem 1994). In Alasuutari’s (1994) view,
qualitative research can be compared with finding solutions for a puzzle. It is thus
obvious that the questions that qualitative research is interested in cannot be
answered with numerical information only. Therefore, when quantitative
techniques are used in qualitative research, they are meant to provide some base-
line information about the phenomenon under scrutiny. This information can serve
as a background and as a useful reference point but needs nevertheless to be
complemented by a qualitative analysis of the phenomenon in question.
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4.3.2  Analysis at three stages

It is possible to describe the analytical procedure of the present study as one of
adopting three different angles in relation to the data, each of these constituting a
stage of analysis relating to the research questions outlined in section 4.2 above.
Even though during the actual process of analysis the different stages tend to
blend and to be concurrent rather than sequential, it is useful, for clarity, to present
them separately. As pointed out above, the present study is qualitative, but
employs techniques of quantification for purposes of investigating the frequency
of pragmatic force modifiers. The latter can be described as the first stage of the
analysis, which seeks to find answers to the research question concerning the
trequency of pragmatic force modifiers in the conversations.

When attentionris paid to the frequency of modifiers at the first stage of the
analysis, only restricted attention will be paid to the context in which they occur.
Context is important at this stage only in the extent to which it helps clarify
whether a linguistic expression is a pragmatic force modifier or not, i.e. whether
it either softens or emphasizes the impact of the speaker’s message. After this
decision is reached, however, there will be no attention to questions pertaining to
the interpersonal functions for which the speakers use modifiers, or to
considerations about where speakers are most likely to use modifiers, both of
which are crucial questions from a pragmatic point of view. Therefore, the first
angle on the data cannot yet be regarded as pragmatic per se. As pointed out
above, it rather serves a background function, providing information on the one
hand about the frequency of pragmatic force modifiers in the three sets of data,
and on the other hand about the relative distribution of explicit and implicit
modifiers.

The second stage of the analysis is more pragmatically oriented, and it is
closely linked to the question about the interpersonal functions of pragmatic force
modifiers. In other words, attention will focus onissuessuch as the types of speech
acts or pragmatic acts with which the speakers tend to use pragmatic force
modifiers in the conversations. The interpersonal functions for which the speakers
seem to use modifiers in these instances is also an important issue. It was argued
in chapter three above that the same modifiers can have different interpersonal
functions depending on the context in which they are used. This stage of the
analysis focuses on these issues, by exploring the types of politeness and
involvement functions for which speakers use pragmatic force modifiers, and by
investigating how the kind of act performed affects these functions. It follows from
this that the notion of context is considerably broader than at the first stage of
analysis.

When the conversations are approached from the third angle, the notion
of context gets extended even further. Whereas at the second stage context is
mainly dealt with on the conversational level, with attention to the kinds of speech
acts performed by the speakers and the interpersonal relevance of pragmatic force
modifiers for the successful performance of those acts, now at the third stage the
speakers’ roles in conversation are taken into consideration. This is because the
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type of act performed is not the only factor affecting the use and interpretation of
pragmatic force modifiers. The kind of role the speaker has at any given moment
may also have its effect on the use of modifiers. This is why particular attention
will be paid to instances of conversation where speakers seem to have
asymmetrical roles, in order to investigate whether different roles suggest different
use of modifiers. The notion of context thus acquires a more social nature during
this stage of the analysis.

With the three angles on the data, then, the attention moves from purely
linguistic matters, such as the expressions used as pragmatic force modifiers, to
more social aspects of communication such as the significance of speakers’ roles
for the use of pragmatic force modifiers. At the same time, the notion of context
gets broadened. Figure 5 illustrates the three stages of analysis:

CONTEXT FOCUS

STAGE 1: e +
FREQUENCY OF MODIFIERS ; 4 LINGUISTIC

STAGE 2:

INTERPERSONAL FUNCTIONS OF ©

MODIFIERS

STAGE 3:
INTERPLAY BETWEEN SPEAKERS” . :
ROLES AND MODIFIERS , .y socCIAL

Figure5 The analytic procedure in the present study

It is important to recognize that the figure is not meant to exhaust all the
stages of analysis possible. Rather, it serves as an indication of the analytical steps
followed in the present study. It would, however, also be possible to choose
alternative approaches. As the figure suggests, the notion of context could easily
be extended further. It would, for example, be possible to include phenomena such
as the speakers’ gender, ethnicity, and personality as factors which might affect
their use of pragmatic force modifiers. Thus, even though the three stages of
analysis should capture certain important features of the speakers” ways of using
pragmatic force modifiers, they will probably not be able to bring out the whole
complexity of the phenomenon.
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4.3.3 Sample analysis

When discussing the validity of qualitative research, Mauranen (1993:50) points
out that

[i]t is important for a text-based analysis to be explicit about the criteria used, and
about the interpretations of text by the analyst. ... By showing how the analysis is
carried out, and by indicating limitations and restrictions of the research angle, the
qualitative analyst can offer the outcome and the procedure of the analysis for critical
assessment to the academic community, and thereby achieve intersubjective
validation.

Similarly, Nunan (1992:59), when discussing ethnography, points out that
its external reliability can be enhanced by the researcher being explicit about the
analytic constructs and premises and the methods of data collection and analysis.
In the present study as well, explicitness about the ways in which analysis is
carried out and interpretations arrived at is important. This will be an objective
throughout the empirical analysis. It is, however, also worthwhile at this stage to
provide a ‘condensed’ illustration of the ways in which the data in the present
study will be analysed. This will be done by referring to a short extract from the
data and showing how pragmatic force modifiers can be approached from the
three angles and how, ultimately, it is important to consider the findings from all
of these together in order to understand the role of modifiers in interaction. In
other words, the sample analysis will make explicit the analytical steps to be taken
when investigating the conversations and will, therefore, serve as a way of
validating the ensuing qualitative analysis. Example 1 provides the extract for the
sample analysis?®

Example 1

((topic: Finnish culture))
1 N2  but d'you HAVE many other cultures LIVING in Finland like you know like Britain
we're fairly multi-cultural, in some places, [not not ev]erywhere because where I grew
F2 [yeah yeah]
up it wasn't particu[larly multi-cultural][[but-,]] a LOT of areas ARE now d'you have
5 N1 [no probably]
F2  [[yeah]]
similar situations that-, ] mean I suppose if you’re from the city it would be more
multi-cultural any[way]
F2 [that's right but-]
10 F1 [notin THAT] scale no, [[(-)]] that extent at all
N2 [[no]]
N2  d'you have like, OTHER cultures living in, you know what what, (people) go and live
there like, [well]
F1 [we] don't really have big, foreign communities, we have refugees and some immigrants
15 [[but]]
N2  [[mmm]] WHERE from/, which countries
F1 Africa
F2 yeah [we have some also}, from the Far [[East yeah]]

See Appendix 2 for the transcription conventions in the present study.
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F1 [and Asia]
20 N1 [[mmm]]=
N2 =mhmV
F2  and ]/ suppose in- in recent times also people from Estonia and that sort of places\
F1 mm [yeah]
N1 [Isee]=
25 F2  =people related to Finns
(NS-NNS 4/31)®

The first step of the analysis is to identify the pragmatic force modifiers. In
the example above, the words and phrases considered to be pragmatic force
modifiers are in italics. The number of modifiers in non-native and native
performance can, then, be counted and compared. As regards the first research
question, the frequency of pragmatic force modifiers, the extract above yields the
following figures: there are 3 pragmatic force modifiers in the non-native speakers’
performance and 14 in the native speakers’ performance. It is, however, also
necessary to relate these numbers to the total number of words spoken before
drawing final conclusions about their frequency; this will be discussed in detail in
chapter five. In this extract, when modifiers are related to the total number of
words, the modifying function accounts for 19.8 % of the words in the native
speakers’ speech and 12.5 % in the non-native speakers’ speech. Even though the
non-native speakers thus use modifiers less often than the native speakers in this
extract, the difference is not as big as seems on the basis of the raw figures of
frequency alone. The sample also shows that the native speakers often resort to
implicit modifiers (I mean, you know, like, well) whereas these modifiers do not occur
in the non-native speakers’ turns at all. Apart from using modifiers less frequently,
then, the learners also seem to favour different types of modifiers in this extract.

At the second stage of the analysis, the interpersonal functions of pragmatic
force modifiers are at issue. This necessitates close attention to the context in which
modifiers are used. It seems obvious in the above extract, for example, that when
speaker N2 uses modifiers on lines 1-8, she does so to play down the impact of the
question, to make it less face-threatening to her Finnish counterparts. Similarly on
line 22, the non-native speaker signals that she does not want to assert her opinion
too strongly: this can help protect both her own face as well as that of the
addressee. The extract also shows the cumulative effect of the context. Where the
native speaker (N2) takes great care to modify the first question with which she
introduces the topic, she asks the follow-up question on line 16 without modifiers.
As the topic has become established and the addressees have ratified it, asking
question relating to that topic is less face-threatening than at the outset. Attention
to context can also explain why the non-native speakers use modifiers less in this
extract: while the native speakers ask questions, which is a face-threatening act, the
non-native speakers’ task is to provide answers. This is less of a threat to face in
this situation because providing answers to questions is something that is expected

The number after the slash refers to pages of a separate monograph containing the full
transcripts of all conversations in the data. Available from the Department of English,
University of Jyvaskyla, P.O. Box 35, 40351 Jyvaskyld, Finland.
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of the non-native speakers as cooperative conversationalists. The finding that the
non-native and the native speakers use pragmatic force modifiers differently can,
thus, be partly explained by the fact that they are performing speech acts which are
not equally face-threatening.

The third stage of the analysis relates to the research question about the
interplay between speakers’ roles and pragmatic force modifiers. In the two
previous stages, the participants’ performance has been assessed on the basis of
non-native and native speaker difference. This, however, is not the only possible
perspective from which to consider the participants’ behaviour. In the extract
above, for example, the non-native speakers can be said to have the role of
‘experts’ as they know, by definition, more of matters pertaining to Finland and
Finnish culture than their British counterparts. It is therefore also fruitful to
consider how the role-set ‘expert - non-expert’ might affect the way speakers use
pragmatic force modifiers. Hence, it is possible to argue that the native speaker’s
abundant use of modifiers in the questions is not only due to the face-threatening
nature of questions in general, but also to her asking questions about the Finns’
area of ‘expertise” in particular. That is, by putting the questions forward in a very
tentative manner, N2 may wish to signal that she respects the non-native speakers’
role as experts during this topic of discussion. The less frequent use of modifiers
in the non-native speakers’ speech, for its part, can be seen in a new light when
thinking of it in terms of the roles they occupy. Given that they act as experts in the
situation, there may be less need for them to modify their messages than would be
the case if they had a less powerful role. Another, related, matter is that the non-
native speakers (e.g. lines 14-19) deliver mainly factual information rather than
their personal views of the matters discussed; it is probable that expressing
opinions would require more attention to face-work than supplying the factual
information that the coparticipants have asked for. Attention to roles thus shows
that the non-native speakers’ less frequent use of pragmatic force modifiers, which
at the first stage of the analysis might have seemed an indication of their
insufficient pragmatic skills, can be considered quite appropriate in the light of
their having the role as experts in this situation.

The sample analysis has, hopefully, shed light on the complexity involved
in interpreting pragmatic force modifiers: knowledge of their frequency of
occurrence, or of the types of modifiers used, is not enough to reveal the intricate
interplay between pragmatic force modifiers and contextual factors such as the
kinds of speech acts performed and the types of roles occupied, which influence
both the use and interpretation of pragmatic force modifiers. What is more, it is
important to bear in mind that the type of analysis exemplified above is not always
enough to capture the whole meaning potential of pragmatic force modifiers.
However, as the example suggests, this type of analysis can bring out many
important factors about the use of these devices. Analysis of all the conversations
in the data in these three stages will, hopefully, be detailed enough to bring out
recurrent features in both the native and non-native speakers’ use of pragmatic
force modifiers.



5 FREQUENCIES AND TYPES OF PRAGMATIC
FORCE MODIFIERS

The purpose of this chapter is to provide information about how often the speakers
in the three sets of data resort to pragmatic force modifiers, and about the types of
modifiers used. This information serves as background against which any later
comments about the relative frequency of modifiers can be checked. This chapter,
then, represents the first stage in the funnel-shaped analytical procedure
introduced above by focusing on the frequency of pragmatic force modifiers in the
three sets of data (section 5.1) and on the distribution of explicit and implicit
modifiers (section 5.2).

5.1 Frequency of pragmatic force modifiers
5.1.1 Pragmatic force modifiers in the data: lists of frequency

Chapter three outlined the reasons why the focus in the present study is on
pragmatic force modifiers realized at the verbal level as lexical-phrasal and
morphological devices. The decision to concentrate on this level is particularly
useful for this stage of analysis as it is possible to calculate the frequency of lexical-
phrasal modifiers relatively easily. It is, however, also useful to bear in mind that
calculating the number of lexical-phrasal and morphological modifiers only is an
abstraction imposed on the data and is not intended to capture the whole
modification phenomenon as speakers can also make use of other modification
strategies (cf. discussion in section 3.1.2 above). However, investigating how often
speakers in the conversations studied use modifying expressions provides rather
concrete information on the basis of which comparisons can be drawn between the
three sets of data. Simple techniques of quantification can therefore be useful, as
long as their limitations are borne in mind.
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This section provides two tables (tables 2 and 3) which list in order of
frequency all the pragmatic force modifiers used at least twice in the data in
English and Finnish. In other words, rather than providing different tables for the
three different types of speakers of English (i.e. the non-native speakers, and the
native speakers in both the NS-NNS and NSE data), the modifiers from the data
in English are given in one table. This means that the order of frequency is based
on the performance of all the speakers of English taken together. However, the
number of occurrences by each set of speakers willalso be given separately so that
comparisons can be made regarding frequencies in each set of data.

As table 2 shows, even after having restricted the analysis to the lexical-
phrasal and morphological modifiers, there is a wealth of such devices which the
speakers use to modify the impact of their messages. As total frequencies in the
different sets of data will be discussed in detail below, suffice it to say at this point
that the number of modifiers in the non-native speakers’” performance (393
altogether) is clearly smaller than in the native speakers” performance in the same
conversations (655 altogether). However, the table also shows that despite the
more narrow range of pragmatic force modifiers produced by the non-native
speakers,\they nevertheless make use of all those modifiers that are among the
most frequently occurring ones in the native speakers’ performance. A more
considerable difference between the native and the non-native speakers involves
the frequency of these modifiers, as there are sometimes quite noticeable
differences in how much the non-native and the native speakers use a particular
modifier. One of the most striking examples is you know, which ranks among the
most frequently occurring modifiers in the native speaker performance, but which
the non-native speakers only use twice. There are, however, also examples of the
opposite type as in the case of of course which the non-native speakers seem to
favour more than the native speakers.

It is important to note that there is a lot of multifunctionality that remains
hidden when only the frequency of individual modifiers is given in a tabular form
as in table 2. It was argued in chapter three that earlier research has indicated that
pragmatic force modifiers are often capable of serving different functions
depending on the context. The same applies in the present study as well, which
means that even though all the occurrences of a particular modifier are combined,
this does not imply that the same form would always have the same function. For
example, just is a modifier which speakers very often seem to use to play down the
force of their messages as in I just hope for the best. In other contexts, however, it
seems to yield an utterance more of an emphatic tone (e.g. it’s just hopeless)."
Moreover, there are often occasions where it is difficult to be precise about its exact
function. Similar multifunctionality applies also to many other pragmatic force
modifiers. For example, really is an expression which is sometimes connected to
speakers’ assessment of the truth of their messages, as in it really is below what

Unless otherwise indicated, all examples are taken from the dataused in the present study.
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Table 2 Pragmatic force modifiers in the data in English

[ MODIFIER I NS | NS [ NSE | MODIFIER Inns [Ns | NsE]
I mean 26 57 277  should - 2 5
you know 2 52 174 Iguess 1 4 1
like 26 9 69 Ifind - 6
well 55 51 91 I'mnot sure - 4
I think 40 33 99  sure 1 4
really 30 3l 59  tend - - 5
just 7 33 77  could 1 il 3
very 27 41 25  supposedly B - 5
sort of ilp) 11 49  and things (like that) 2 - S
tag question 6 18 46  almost - 5
actually 9 11 38  notexactly - 1 3
quite 19 14 21  moreorless 1 - 8
Idon’t know 11 13 29  fairly 2 | 1
I suppose 21 10 20 Ifeel - - 4
or something (like that) 7 9 35 may - 3 1
kind of 2 9 31  totally 1 1 2
probably 4 b 25  perhaps 2 2 -
not really 12 11 11  possibly - - <)
maybe 9 7 17 absolutely - - <
so 7 15 8 extremely - - <}
and/or whatever 2 3 21  virtually - 3
a bit 4 9 12 alot 2 - 1
I don’t think 4 8 10 nearly 1 - 2
must 3 2 16  or anything - 2 1
some 3 2 16  I'msure - 1 2
(it) seems 2 6 13 surely - - 3
and everything 1 4 13 yousee - 1 1
and stuff (like that) - 7 11  obvious - - 2
definitely 4 1 12 Ibelieve - - 2
about 6 7 4 I figure - - 2
though - 2 14  apparently - 1 1
obviously - 3 12 presumably - 2 -
might - 6 7 Texpect - 2 2
not very - 5 7 far - 2 -
would 3 6 2 terribly - 1 1
of course 8 1 2 hellofa - 1 1
pretty 2 2 6 something like - - 2
I('ve) heard 3 & 2 not always 1 - 1
and that sort of thing 1 - 8 not necessarily - 1 1
basically - - 9 others - 5 8
a little 1 4 3
certainly 1 2 4 TOTAL 393 655 1503
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people need to survive, whereas in other contexts speakers intensify parts of their
message with it as in it’s really depressing. Moreover, the same applies to really as,
for example, to very, particularly or exactly: when it is coupled with negation, it has
a different function compared to when it occurs alone (cf. the invented pair he was
really nice and he wasn’t really nice). It is, thus, crucial to bear in mind that the
individual modifiers listed in table 2 can have different shades of meaning
depending on the context. This is why no attempt has been made in the present
study to pin down modifiers to particular functions. What is common to all the
modifiers listed above, however, is that no matter what their precise function, they
all convey information about the pragmatic force of speakers’ messages: whether
they want to express themselves vaguely or precisely, or be doubtful or certain.
Auer (1992:3), in discussing contextualization cues, says that the cueshelp steer the
interpretation of language. In the same vein, it can be argued that pragmatic force
modifiers steer the interpretation of pragmatic force by signalling speakers’
attitudes to their message and their coparticipants.

Table 3 provides similar information about the pragmatic force modifiers
used in the NSF conversations, with rough English equivalents. As can be seen, the
variety of different modifiers is somewhat narrower in the Finnish material, most
likely due to the fact that whereas table 2 synthesizes the use of modifiers by 21
speakers who are conversing in English, the total number of Finnish
conversationalists is smaller, thirteen speakers altogether. The total number of
modifiers in the NSF data is, however, quite considerable: 1507 modifiers
altogether.

The table shows that also in Finnish, pragmatic force modifiers include
expressions which signal epistemic modality (e.g ehki ‘maybe’, varmaan ‘probably’)
and those that either add or reduce the degree of fuzziness (e.g. vihin ‘a bit’, tosi
‘very’). Moreover, the same applies to many modifiers in Finnish as in English: the
same surface form can have different functions depending on the context. For
example, ihan, which is one of the most frequent modifiers in the NSF data, can
have both mitigating and emphatic functions (e.g. than hyvi varmaan ‘quite good
probably’ and se on ihan uskomatonta ‘it’s just unbelievable’).

Pragmatic particles and morphological clitics are very frequent in the NSF
conversations. A clear indication of this is that among the ten most frequently used
modifiers, seven are pragmatic particles or clitics. It is worth pointing out at this
stage that some of the surface forms listed as pragmatic particles in table 3 can also
be used to convey referential information. For example, kylld, siis and nyt have
literal meanings ‘yes’, ‘so” and ‘now’, respectively. It is obvious that when these
expressions are used in their literal meanings, they are not considered pragmatic
forcemodifiers (e.g. nyt tai ei koskaan ‘now or never’, mind olin siis oikeassa ‘so I was
right’). However, it is clear when investigating the Finnish conversations that even
though these expressions have rarely been considered as particles, the speakers
very often resort to these expressions in ways which have obvious particle-like
qualities. As particles they have no direct relationship to the semantic meanings
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[ MODIFIER | NSE_| MODIFIER | nsE |
niinku pragmatic particle 374 -paclitic 7
-hAn clitic 91  todella ‘really’ 6
kylla pragmatic particle 88  tavallaan ‘in a way’ 6
siis pragmatic particle 88  musta tuntuu ‘I feel’ 6
ihan ‘quite’ 80  varmasti ‘certainly”’ 5
semmonen ‘such a’ 71 voi’can’ 5
nyt pragmatic particle 56  kuulemma ‘I've heard’ 5
no pragmatic particle 55  kauheen ‘terribly” 4
vahén ‘a little’ 49  maéluulen’I guess’ 4
silleen pragmatic particle 40  ilmeisesti ‘apparently’ 4
ehké ‘maybe’ 37  eikovin ‘not very’ 4
mun mielesta * I think’ 30  jamuuta ‘and stuff’ 4
-s clitic 27  jajotain timmostéd ‘and things like that’ 4
varmaan ‘probably’ 30  jamitéd kaikkee ‘and whatever’ 4
joku ‘some’ 25  ja (talleen) ndin ‘and so’ 4
jotenkin ‘somehow’ 23 melkein ‘almost’ 3
tdimmonen ’ such a’ 23 taijotain ‘or something’ 3
aika ‘fairly’ 21  saattaa ‘may’ 3
tietysti ‘of course/obviously”’ 21  erittdn ‘extremely’ S
en mé tiedd ‘T don’t know’ 18  hyvin ‘very’ <)
m(in)usta ‘I feel’ 16  tosiaan ‘really’ <
vaan ‘just’ 16 kato pragmatic particle 2
aivan ‘quite’ 15  muka pragmatic particle 2
-kin clitic 11  taysin ‘completely’ 2
kai ‘perhaps’ 10  oikeen ‘really’ 2
ja nédin edespéin ‘and so forth’ 9 suurinpiirtein ‘roughly’ 2
hirveen ‘awfully’ 9 tai muuta vastaavaa ‘or things like that’ 2
tosi ‘very’ 9 vissiin “probably’ 2
ja timmosta (nédin) ‘and things’ 9 tahtoo ‘will’ 2
just ‘exactly’ 9 totta kai ‘of course’ 2
ei kauheen 'not terribly’ 8 others 12
tuntuu ‘it seems’ 8
ei oikeen 'not very’ 7 TOTAL 1507

mentioned above, and their pragmatic impact often seems to be connected to
emphasis or involvement. In the following example, for instance, kylld is used in
a particle-like fashion by speaker S1, and it seems to function as an emphatic
which, simultaneously, implies a certain sense of shared assumptions in that the
speaker expects others to share her view. This example, furthermore, illustrates the
point that was also made when discussing modifiers in English above: it is often
difficult to be very precise about their functions, and this seems to apply to
pragmatic particles in particular:
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Example 1

S1  no SE on- ne on kans kylli ihan uskomatonta
(well that is- those also are (+particle) quite incredible)
(NSF 2/99)

Morphological clitics resemble pragmatic particles in that it is not easy to
describe their functions in simple terms, either. Yet it is obvious that their presence
in an utterance has an effect on its pragmatic force. For example, the ‘as we all
know’ character of the following utterance would be lost if the clitic -han was
extracted: sillathan se kieli muuttuu ‘that’s how language changes you know’.
Therefore, clitic particles have been taken into consideration when quantifying
pragmatic force modifiers in the Finnish conversations.

The tables above have thus provided information about the frequency of
modifiers by speakers of English and Finnish as a group. It is, however, also
worthwhile to consider how often each individual speaker uses pragmatic force
modifiers during the conversations. Table 4 shows, in simple numerical form, how
many times each speaker uses pragmatic force modifiers and the proportion these
represent of the total number of pragmatic force modifiers produced by each
subset of speakers. Thus, for example, non-native speaker S1 uses pragmatic force
modifiers 40 times, which stands for 10.2 % of modifiers used by all the non-native
speakers in the data. The dotted lines indicate which speakers form one
conversational group. In the table, theshaded area provides information about the
NS-NNS conversations (eight native speakers and eight non-native speakers), and
the other two columns about the NSE and NSF conversations (thirteen speakers
in each).

These raw figures, if nothing else, at least serve as an illustration that
pragmatic force modifiers are used quite frequently in all sets of data. It is also
quite interesting that within roughly the same period of time, i.e. during four
thirty-minute conversations, the number of pragmatic force modifiers used in the
two sets of native speaker datais very similar (1503 and 1507 occurrences) whereas
in the NS-NNS conversations the number is clearly smaller with 1048 occurrences
by the NS and NNS taken together (393+655).

It is also noteworthy that pragmatic force modifiers are used by all the
participants in the conversations even though there are a couple of speakers who
use them only a few times. In both cases, this reflects the fact that they are acting
as listeners rather than as active participants during most of the 30-minute
conversation. Thus, S5 in the NNS data uses pragmatic force modifiers 10 times,
and S10 in the NSF data only 8 times. All the other participants occupy a more
active role as speakers even though, obviously, differences in the number of
modifiers is also indicative of how much they talk. Therefore, the raw figures in
table 4 are not, nor are they meant to be, comparable in an absolute sense. It is a
rather striking finding, however, that where pragmatic force modifiers in the other
sets of data are distributed relatively evenly across all eight or thirteen speakers,
33.1 % of all modifiers in the non-native speakers' performance are used by one
speaker (S8). In the other sets of data, the biggest proportions one speaker is
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responsible for range between 14-18 %. Because the number of non-native speakers
is rather small, the fact that one speaker uses over one-third of all modifiers is
worth bearing in mind also in the later sections when the use of modifiers by the
native and the non-native speakers will be compared.

Table 4 The number of modifiers used by individual speakers

NNS NS NSE NSF
n % n Y% n Y% n %
S1 40 10.2 111 17 132 8.8 61 4.0
S2 31 7.9 116 17.6 132 8.8 131 8.7
S3 52 13.2 51 7.8 154 10.2 80 5:3

S4 53 1315 64 9.8 162 10.8 205 13.6

S5 10 2.5 23 3.5 71 4.7 151 10.1
S6 21 s 120 18.3 86 547 216 143
S7 56 14.2 82 12.5 68 4.5 120 8.0

S8 130 33.1 88 135 100 6.7 127 8.4

S9 82 15 199 13.2
S10 62 4.1 8 0.5
S11 104 10.9 67 44
S12 227 15.1 58 3.8
513 63 42 84 5.6

tot 393 100 654 100 1503 100 1507 100

5.1.2 The relative frequency of pragmatic force modifiers

A more problematic matter than just presenting the number of pragmatic force
modifiers in the three sets of data is to find a good way of comparing these
numbers with each other in a meaningful way. That is, the use of modifiers ought
to be related to the conversations as a whole before anything can be said about
their relative frequency or about the differences or similarities between
conversations in this respect. This is further complicated by the fact that the data
involves two different languages, which happen to be structurally very different.
This has implications for using a type/token analysis, i.e. relating the number of
pragmatic force modifiers to the total number of words spoken, as a tool for
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comparison. Thus, while it is possible to assess the frequency of pragmatic force
modifiers with a type/token analysis when comparing conversations in English,
this is no longer a revealing method when comparing conversations in English and
Finnish. Due to typological differences, there is a discrepancy between these two
languages in terms of word-formation and the amount of information that words
convey. That is, where English, for example, uses a system of articles and
prepositions to signal grammatical relationships between words, Finnish uses a
system in which grammatical information is usually encoded in suffixes. For this
reason, words in Finnish tend to be longer and to carry more information than
words in English. Therefore, type/token comparisons do not yield comparable
results across the two languages. This becomes evident when the two sentences in
example 2 below are compared, each of which conveys the same information and
contains basically the same pragmatic force modifier (i.e. probably and luultavasti);
the ratio between the modifier and the total number of words is, however, very
different in these (constructed) sentences:

Example 2

I will probably meet her too at the university (modifier-word ratio 1: 9)
Tapaan luultavasti hanetkin yliopistolla (modifier-word ratio 1: 4)
(meet-I probably her-also university-at)

From these difficulties it follows that the relative frequency of pragmatic
force modifiers will be discussed in two stages below. Firstly, the data in English,
that is, NS-NNS and NSE conversations will be dealt with separately. After all, the
non-native speakers' performance in English and how it relates to that of native
speakers of English is a central concern for the present study. The fact that the
speakers in the NS-NNS and NSE conversations use the same language makes it
possible to compare the relative frequency of pragmatic force modifiers by relating
the number of modifiers (and the number of words in them) to the total number.
A similar type/token analysis, as shown above, is not feasible when the relative
frequency of pragmatic forcemodifiers is compared in the conversations in English
and Finnish. Therefore, the second stage consists of carrying out comparisons with
the help of T-unit analysis, which will be introduced in section 5.1.2.2 below as a
method that facilitates the comparison of the relative frequency of pragmatic force
modifiers across languages.

5.1.2.1 Comparison of interlanguage and target language: ratio of modifiers
to words

This section deals with the proportion of modifiers in all the words spoken. Three
types of speakers of English will be compared in this respect: non-native speakers
of English (NNS), native speakers of English conversing with Finns (NS), and
native speakers of English conversing among themselves (NSE). In calculating this
proportion, it is important to bear in mind that a number of modifying expressions
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contain two or more words (e.g. I think, or something like that). Consequently, the
number of pragmatic force modifiers is not the same as the number of words
involved in the formation of those modifiers. For this reason table 5 below gives
information about four aspects of the data: how many pragmatic force modifiers
there are in the data, the number of words these contain, the total number of words
in the different sets of data, and the proportion of words which are used as
pragmatic force modifiers:

Table5 Proportion of modifiers in the data in English

NNS NS NSE
n=8 n=8 n=13
Pragmatic force 393 655 1503
modifiers (n)
Number of words in 599 993 2484
modifiers
Total number of 6190 8250 20480
words
Proportion of words 9.7 12.0 12.1
with a modifying
function (%)

The number of modifiers used by the non-native speakers is clearly smaller
than that used by the native speakers in the same conversations (393 vs. 655), but
as the non-native speakers also talk less —i.e. the total number of words spoken is
smaller — the difference in this proportion is not as big as the raw figures might
suggest. Interestingly, table 5 suggests that native speakers of English seem to use
pragmatic force modifiers as much when talking to non-native speakers (NS) as
when talking to other native speakers (NSE). There thus seems to be no
accommodation (see Beebe and Giles 1984) for the benefit of non-native speakers
at least as far as the frequency of modifiers is concerned. A likely reason for this
is that the non-native speakers are such advanced speakers of English that the
native speakers probably find it unnecessary to monitor their own use of language
as much as would be the case if the non-native speakers had only very restricted
skills in English.

It was pointed out in the section above that the NNS data differ from all the
others in that one speaker uses more than a third of all the pragmatic force
modifiers. Given that the NNS material consists of only eight speakers, this is
bound to skew the findings above to some extent. Therefore, for comparison, it is
worth pointing out that if this speaker’s contribution wasleft out of consideration,
the proportion of modifiers in the total number of words would be clearly smaller
for the rest of the non-native speakers than suggested by the figures in table 5
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above. In fact, the proportion of modifiers will be reduced to 7.5 % among the
remaining seven non-native speakers. This shows an even clearer contrast with the
corresponding figure for the native speakers (12%) than the one suggested in table
5 above.

It might have been useful to carry out statistical tests, for example the z-
test, to determine whether the difference between the figures illustrating the
proportion of modifiers in the native and non-native speech (i.e. 9.7 % and 12 %)
is statistically significant. There are, however, two reasons why statistical tests
have not been used in this connection. Firstly, the number of subjects in each set
of data is too small (either eight or thirteen) to warrant statistically meaningful
analyses. That is, due to the small number of speakers in each group, the
differences and tendencies observed above could, in principle, be caused by chance
rather than the speakers’ status as native or non-native speakers.

The second, and more important, reason for not carrying out statistical
measures of significance arises from the qualitative underpinnings of the present
study. That is, the present study seeks to describe and evaluate the use of
pragmaticforce modifiers in the conversations studied. The purpose is not to strive
for generalizations that would be applicable to population at large, and that would
illustrate how Finnish speakers of English, native speakers of English, and native
speakers of Finnish, in general, use pragmatic force modifiers. Given the context-
dependent nature of pragmatic force modifiers described in section 3.3.1 above, it
is doubtful whether it would even be possible to arrive at such generalizations. The
use of statistical methods, however, would imply that the findings of the present
study are as such generalizable to the population at large.

It was pointed out in chapter four above that techniques of quantification
can be used in connection with qualitative research. However, as both Silverman
(1993) and Alasuutari (1994) point out, it is criicial to bear in mind that the
questions to which answers will be sought with the help of numerical information
are different in qualitative and quantitative research. Therefore, for the purposes
of the present study, the figures above are illustrative enough to show that there
is a tendency, however slight, for the non-native speakers in the data to use
pragmatic force modifiers less than the native speakers. Whether this applies also
to other types of NS-NNS interaction is beyond the scope of the present study.

5.1.2.2 Comparison of interlanguage, target language and native language:
T-unit analysis

It is possible, in principle, to carry out a similar type/token analysis to that
reported above also in the Finnish conversations, and the result is that the 1462
pragmatic force modifiers in the NSF conversations and the words involved in
their formation stand for 11 % of all the words in the NSF data. In other words, the
figure looks rather similar to those obtained from the performances of the native
speakers of English. However, as was discussed above, the findings will hardly be
directly comparable due to the difference in the structure of the two languages.
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Therefore, a T-unit analysis will be used as an attempt to solve the problems
involved in comparing languages that are 'non-matching' due to their typological
differences.

The concept of T-unit, or minimal terminable unit, was introduced by
Hunt (1965) as a way of assessing syntactic development in schoolchildren's
writing. Each T-unit contains one independent clause and its dependent clauses.
In other words, conjoined independent clauses make up two T-units, whereas
embedding a clause to an independent clause results in a single T-unit as the
sentences in example 3 below show (from Bardovi-Harlig 1992:390):

Example 3

There was a woman next door, and she was a singer (S + S) = 2 T-units
There was a woman next door who was a singer [S (S)] = 1 T-unit

T-unit analysis has been widely used in second language research (see
Gaies 1980, Bardovi-Harlig 1992). Usually its purpose has been to measure
syntactic complexity in speech and writing, longer T-units with more clauses being
interpreted as more complex than single-clause units. Bardovi-Harlig (1992)
expresses some critical comments as to the applicability of T-unit analysis for
evaluating the syntactic complexity of compositions written by advanced adult
second language learners. However, syntactic complexity is not the issue in the
presentstudy. Instead, the main concernis to find a way of dividing the data into
units that can be compared across different languages, and for that purpose T-unit
analysis can be fruitful.

T-unit analysis was developed, in the first place, for written language,
where it is usually possible to divide discourse into neat units with no residue. The
problem in applying T-unit analysis to spoken discourse is that it does not consist
of full, well-formed sentences. It is, therefore, obvious that T-unit division in its
strictest sense has to be compromised when it is applied to spoken language. For
example, spoken discourse is fragmentary, because speakers often leave clauses
unfinished and interrupt their turns after a few words instead of producing full
clauses. Another problemis that clauses arerarely ‘complete’ in the sense of always
having subjects and finite verbs. Instead, speakers often resort to elliptical®
constructions which are sufficient for conveying their intentions. In the present
study, such incomplete clauses are, nevertheless, counted as T-units. Thus, there
are three units in the following example: the question by S2, the interrupted
answer by S3 and the ‘elliptical’ answer without either subject or finite verb, which
follows the truncated one (# marks the beginning of a new T-unit):

Example 4

S2  [#did you get it?)
S3  [#you have to wait] t- #well actually no\
(NSE 3/70)

That is, elliptical from the viewpoint of written language norms.
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Another problem in carrying out T-unit analysis on spoken discourse is
that it contains plenty of material that cannot be treated in terms of clauses at all.
This applies especially to minimal feedback signals such as mhm, mm, yeah or right,
which abound in any conversational data. In the present study, such minimal
teedback signals are not counted as T-units because they do not have any content
value in the propositional sense that speakers could modify. It is, of course,
difficult to make any hard-and-fast division between minimal feedback and turns
proper, but for practical purposes, all the occasions where these markers occur
alone as support-like signals have been excluded, as in example 5 below, in which
the uses of yeah and mm by S1 and S3 have been interpreted as feedback signals
rather than as turns 'proper":

Example 5
52  #I mean it wasn't, the sort of thing I was talking about [#you know] the
S1 [mm]
snobbery [and,] that WE have #I mean it's so- so ingrained in this
S3  [yeah]
[society] isn't it/ it’s just (-)
S1 [yeah]
(NSF 4/83)

Counting these feedback signals as T-units would have added
considerably to theirnumber. Moreover, as these feedback signals are always used
without pragmatic force modifiers, their inclusion in an analysis which aims to
find the ratio of pragmatic force modifiers per T-unit would have skewed the
findings, especially as there can be considerable differences in how much
individual speakers use feedback signals. Young (1995), similarly, leaves minimal
feedback signals out of consideration when he divides interview data into T-units.

By way of concluding this introduction to T-units, examples 6 and 7 below
give longer stretches from conversations both in English and Finnish to illustrate
how counting T-units has been carried out in the present study (as with the
examples above, # marks the beginning of a new T-unit):

Example 6

S1 #I CAN'T vote in this country
52  #[can't you/]
S3  [yeah]
S1 #ohno Ican't, #I'm nota British citizen, #I- I'm American #I can't vote in Britain,
#but YET Istill have to pay the poll tax #and I [thought that’s (--)]
53 #[god that IS unfair]
that's horrible [#I have to pay the poll tax] #on the OTHER hand, I've had five
S2  #[that'sreally weird yeah]
or six medical emergencies since I was-, [I've been here for a-]
52  #[yeah so you've actually] used the=
S1 #=and and they they always give me FREE medical care free everything #it's
never a question, erm
52 #and that's totally- I mean that doesn't happen in the States does it/ [at all]
S1  #[oh] god no\
(NSE 4/80)
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Example 7

S2  #se on kylld jannd tuo niinku tuo kielen vaihtaminen sillai#ettd, er, JONKUN
aikaa se onnistuu sillai ettd niinku tavallaan puhuu kahta kieltd, [kahta
VIERASTA kieltd,] silleen, vaikka melkeen joka toisenlauseen, #mut

S3  [d#siis kahta VIERASTA kieltd joo]
sitte, jonkun ajan kuluttua rupee tuntumaan ettd nyt nyt menee véhan, vahan
liikaa #ja sit jos sithen tulee vield kolomas kieli ni sitte kylla [((laughs))], #mut

S3  [mm]
onjannd niinkujoitaki ihmisid LIISAN muistatko
S1 mhm

S2  #ni tuota, ettd ku sille sano YHEN sanan jollakin kielelld, ni se vaihto
valittdmasti, #mutta se on er, KOTONANSA kakskielinen, #et se [voi tietysti]
S3  [aijaal
vai{mttaa se et sil on, ruotsi ja suomi molemmat didinkielid
(#it's really funny that language switching you know #for a while it's all right
that you kind of speak two languages, [two foreign languages] like almost
[#youmean two foreign languages yeah]
every other sentence #but then after a while you start feeling that this is a bit too
much #and then if a third language comes in then ((laughs)) #but it's funny with
some people like with Liisa remember?
mhm
#like when you said one word to her in some language she switched to it
immediately #but she's bilingual at home #so it can obviously play a role that
both Swedish and Finnish are her mother tongues)
(NSF 3/112)

It is always difficult to put two different languages on a par for
comparative purposes, and T-unit analysis is certainly not an ideal solution.
However, applying it makes it possible to overcome some of the problems
involved in comparing two structurally very different languages, and it is
therefore quite useful for the present purpose. At the very least, it offers an
alternative way in which to approach the frequency of pragmatic force modifiers.

Table 6 below shows the results obtained from the T-unit analysis. The
table first provides information about the number of pragmatic force modifiers and
about the total number of words in the four types of data. The number of T-units
is then provided, as well as the average length of T-units (for reasons discussed
below), and finally, and most importantly, the relationship between pragmatic
force modifiers and T-units, showing how many pragmatic force modifiers, on
average, there are per T-unit.

The T-unit analysis seems to provide a way of comparing two
typologically different languages that avoids some of the problems associated with
type-token comparisons. This is indicated by the finding that even though the
difference in the raw number of words in the NSE and NSF conversations is fairly
big, the number of T-units in the two sets of conversations is rather similar. This
makes sense given that the conversations have the same duration: it would be
unlikely that, during the same amount of time, speakers of either English or
Finnish would deliver notably more T-units.
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Table 6 Results of T-unit analysis

NNS NS NSE NSF
Number of 393 655 1503 1507
modifiers
Number of words 6190 8250 20480 13580
T-units 739 976 1815 1453
Words/T-unit 8.4 8.4 11.3 9.4
Modifiers/ T-unit 0.5 0.7 0.8 1.0

It was pointed out above that T-unit analysis has often been used to
measure the syntactic complexity of language, longer T-units being regarded as
more complex than shorter, single clause T-units (see e.g. Bardovi-Harlig 1992). The
syntactic complexity of T-units is not a concern in this study. However, it is
interesting that the number of words per T-unit is bigger in both sets of native
speaker data than in either the non-native or the native speakers' performance in the
NS-NNS data. One way to interpret this finding is that the native speakers in the
NS-NNS material adapt their language when talking to non-native speakers,
simplifying it at least as far as the length of T-units is concerned. As far as the use of
pragmatic force modifiers is concerned, however, there seems to be little difference
in how much the native speakers in the NS-NNS and NSE material use them, as
suggested both by the type/token analysis above (see page 81) and the T-unit
analysis, as the ratio of modifiers per T-unit is almost the same (0.7 and 0.8) for each
group.

As for the proportion of modifiers per T-unit, the findings in the NS-NNS
material support the findings in the section above in that the non-native speakers
use fewer modifiers per T-unit than the native speakers: 0.5 versus 0.7. It was
pointed out above that one speaker in the NNS material accounts for more than a
third of all the pragmatic force modifiers used by the non-native speakers.
Therefore, as in section 5.1.2.1 above, it is also worthwhile considering the ratio of
modifiers per T-unit when this speaker’s performance is excluded. In that case, the
difference between the non-native and native speakers would be even bigger: the
non-native speakers' figure would drop to 0.4 modifiers per T-unit among the seven
remaining speakers.

The most interesting finding, however, is that the ratio of pragmatic force
modifiers per T-unit is clearly the biggest in the conversations in Finnish, in which
there is, on average, one pragmatic force modifier per T-unit. This difference might
be partly due to the decision to quantify each morphological clitic as a modifier in
its own right. That is, when a word contains a modifying clitic as, for example in
mikithédn tuo on? 'what+clitic is that', it is counted as one modifier because it would
be difficult to quantify it otherwise. Therefore, it is quite common in the NSF data
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to find that a T-unit contains a morphological modifier as well as a lexical one (e.g.
sehdn on hirvedn hyvi ‘that+clitic is really good’). This does not entirely explain the
difference, however, because even if morphological clitics (136 altogether) were to
be left out of consideration, the figure for the native speakers of Finnish would still
be the biggest in the data as a whole: 0.9 modifiers per T-unit.

As was pointed out in the section above, the groups of speakers are too
small to warrant tests of statistical significance. The figures describing the ratio
between modifiers and T-units are, however, illustrative enough for showing certain
tendencies. Firstly, it is hardly surprising that the modifier/T-unit ratio is the
smallest for the non-native speakers. Secondly, and more interestingly, there seems
to be a clear difference in Finnish speakers’ performance in their foreign and native
languages: the performance in Finnish results in one modifier per T-unit whereas the
corresponding figure for the performance in English is 0.5. This finding is worth
bearing in mind when, at laterstages, the question of pragmatictransfer will be dealt
with. At least on the basis of the T-unit analysis it seems unreasonable to propose
that the learners' relatively infrequent use of modifiers would result from native
language influence. In fact, the learners’ performance not only differs from that of
the native speakers of English but also, and even more so, from that of the native
speakers of Finnish.

5.2 The explicit-implicit distribution of pragmatic force modifiers

When the descriptive model of pragmatic force modifiers was introduced in chapter
three above, it was emphasized that the best way to conceptualize explicit and
implicit modifiers is to think of them as forming a continuum with a grey shade-in
area between the two extremes, rather than attempting a clear-cut division. For the
purposes of assessing the relative frequency of explicit and implicit modifiers,
however, some kind of division will be necessary even though it is, at the same time,
important to bear in mind that such a strict division will only be an abstraction.
As was already made clear in chapter three above, when modifiers are
characterized as either explicit or implicit in the present study, a criterion used is to
include in the implicit category those modifiers that are semantically empty in the
sense that it is difficult to say anything about their pragmatic functions outside their
contexts of occurrence. The most typical candidates for the implicit category are thus
pragmatic particles and morphological particles (see also the discussion in section
3.3.2 above), the function of which can only be considered in their context of
occurrence. Pragmatic force modifiers whose pragmatic function is more
transparent, even outside context, in that it is relatively easy to decide on the kind
of effect they have on messages (e.g. probably, kind of) have been included in the
explicitcategory. However, many modifiers belong to the grey areabetween the two
extremes and they have been counted as either implicit or as explicit depending on
their context of occurrence. A typical example of such a modifier is actually. In some
contexts, its use seems to be connected to the speakers” assessments of the truth of
what they are saying as in theyve actually made money out of it where it seems to
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function as an emphatic. Such uses have been included in the explicit category. In
many contexts, however, actually is used in a particle-like fashion, and speakers
often add it to their utterances almost as an afterthought, which affects the
pragmatic impact of the utterance as a whole, as in example 8:

Example 8

F2 if some of your relatives speak, Welsh
N1 noo they never did actually
(NS-NNS1/7)

In such uses, it is difficult to be very precise about the exact function of
actually. It seems that the expression is, in fact, often functioning as a pragmatic
particle. It is, therefore, included in the implicit category whenever its function
remains ambivalent and hard to define. It is possible that there is a process going on
whereby actually is becoming a pragmatic particle. In much the same way,
Hakulinen and Seppanen (1992) report on a process whereby Finnish kato (literally
the imperative form of the verb ‘to look’) has lost its literal sense and has, instead,
become a pragmatic particle which speakers use to signal their attitudes to the other
participants and to the message, or to indicate coherence relations.

It is thus important to bear in mind that the division between explicit and
implicit pragmatic force modifiers is not meant to be taken in too absolute terms.
Rather, it has been introduced in this section for the purposes of allowing
comparisons across different sets of data and it ought to be seen as something that,
in actual fact, gets blurred as the same expression can be differently located along
the explicit-implicit continuum depending on the context. Table 7 provides the
results of the explicit and implicit division in the four different types of data:

Table 7 The explicit-implicit distribution of pragmatic force modifiers

NNS NS NSE NSF

n % n % n % n %

explicit 275 70 369 56.3 814 54.2 666 442
implicit 118 30 286 437 689 45.8 841 55.8

total 393 100 655 100 1503 100 1507 100

As can be seen, the non-native speakers resort in the majority of cases to
explicit pragmatic force modifiers. The native speakers of English, both in the NS-
NNS and the NSE conversations, use both types frequently but they favour implicit
modifiers slightly more. The native speakers of Finnish, however, make
proportionally the most frequent use of implicit modifiers. Thus, in addition to
using more pragmaticforce modifiers per T-unit than the other speakers in the data,



89

the Finnish speakers also more often than the other speakers opt for implicit
modification strategies, as was also suggested in table 3 above, in which the most
frequently used modifiers in the NSF conversations were pragmatic particles and
clitic particles. It is also interesting to note that in terms of the explicit-implicit
division, the Finnish speakers’ performance in English and Finnish is quite different
in that they favour explicitness in the former case and implicitness in the latter.
Figure 6 illustrates this difference between the explicit-implicit distribution in the
different sets of data in a more concrete manner:

- [mimpiicit |

'Dexplicit |

Figure 6 Illustration of the explicit-implicit distribution

It is hardly surprising that the non-native speakers find it easier to resort
to explicit pragmatic force modifiers, the meaning of which is relatively transparent.
Implicit modifiers, as was discussed in chapter three above, are characterised by
ambivalence, and mastering such ambivalence apparently causes problems to
learners. Karkkdinen (1990:73), for example, suggests that language learners use
devices such as modal verbs less than native speakers because they cannot exploit
their potential to convey attitudes implicitly. However, the finding that there seems
to be a difference in the extent to which the native speakers of English and Finnish
resort to explicit and implicit pragmatic force modifiers is even more interesting
than the difference between native and non-native speakers. As figure 6 suggests,
the native speakers of Finnish seem to be the most inclined towards implicitness.
The implicit choices by the Finnish speakers are drawn from a rich system of
pragmatic particles and morphological clitics with modifying functions, as will be
discussed in more detail in the chapters to follow when the interpersonal functions
of pragmatic force modifiers are analyzed. However, the frequency of pragmatic
modifiers in general and implicit modifiers in particular in the NSF conversations
begs the question as to whether some of the claims that have been made about
Finnish speakers' tendency towards directness (e.g. Laine-Sveiby 1987) might be
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explained by insufficient attention paid to the implicit strategies with which Finnish
speakers can modify their messages.

The analysis of the frequency of modifiers and the distribution of explicit
and implicit modifiers in different sets of data has thus provided some useful
information worth bearing in mind later when conducting the qualitative analysis
of modifiers and their functions. Comparison of the frequency of modifiers using
both type/token analysis and T-unit analysis suggested that the non-native speakers
used modifiers less often, proportionally, than the native speakers of English, even
though the number of speakers was too small to explore the statistical significance
of the difference. The T-unit analysis showed, moreover, that also the difference
between the learners and the native speakers of Finnish was quite considerable. In
fact, the relative number of pragmatic force modifiers per T-unit was found to be
the biggest in the NSF conversations. As far as the types of expressions used are
concerned, the non-native speakers had a narrower range at their disposal even
though they used most of the modifiers that ranked highest in the native speakers’
performance. This suggests that they are familiar with the modifying expressions as
such, even though their ability to make strategic use of them is not fully developed.
Another finding concerns the explicit-implicit distribution. In the performance of the
native speakers of both English and Finnish, the proportion of implicit modifiers
was greater than that of explicit modifiers. The native speakers of Finnish, in
particular, made abundant use of implicit modifiers throughout the conversations.
In other words, the non-native speakers’ performance differs in this respect from
both types of native speakers in that they clearly favoured the more explicit choices.
The findings, thus, suggest that the ‘modification profile” looks slightly different for
each set of speakers both in relation to the frequency of modifiers and to the types
of modifiers used. Analysis of frequencies and types of pragmatic force modifiers
used has, however, provided no information about the types of situations in which
speakers are most likely to use modifiers, or about the interpersonal purposes for
which the speakers use pragmatic force modifiers during the conversations. The
following chapters, in adopting a qualitative approach to the data, seek to provide
answers to these pragmatic considerations. For, as Mey (1993:38) points out, rather
than looking at certain linguistic elements in isolation, it is important when doing
pragmatic research that "we pose ourselves the all-important question, how are
these linguistic elements used in a concrete setting, i.e., a context?”



6 INTERPERSONAL FUNCTIONS OF PRAGMATIC
FORCE MODIFIERS

As was pointed out in chapter two, earlier research has indicated that politeness
and involvement are among the main motivating forces behind speakers’ tendency
to use pragmatic force modifiers. The purpose of this chapter is, firstly, to discuss
the concepts of politeness and involvement in more detail than was done in
chapter two. Secondly, the way speakers in the three sets of data use pragmatic
force modifiers for these interpersonal purposes will be explored. In order to do
this, it is important to pay close attention to conversational situations in which the
use of modifiers is particularly commonplace, because recurrent occurrence of
modifiers in certain situations, or with certain types of acts, is a good indicator of
their interpersonal relevance for such acts. Moreover, the analysis also seeks to
shed some light on the relative importance of explicit and implicit modifiers for
expressing politeness and involvement in the three sets of data. Throughout the
analysis, the Finnish speakers’ interlanguage performance will be of central
concern, and their way of using pragmatic force modifiers for politeness and
involvement purposes will be compared with the native speakers of both English
and Finnish.

6.1 The concepts of politeness and involvement

This section will provide background for the ensuing analysis by introducing the
concepts of politeness and involvement, and the way these concepts are
understood in the present study. Attention will also be paid to the relationship
between these two concepts, as well as to the importance which earlier research
has accorded pragmatic force modifiers for conveying politeness and involvement
in interaction.
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6.1.1 Politeness

Research on politeness has expanded rapidly during the last fifteen years.! Despite
the growing interest, there is no unanimity as to how exactly politeness should be
defined. This is understandable because politeness is a complex social
phenomenon which can be differently realized in different social situations.
Politeness as it is understood in linguistics involves more than the common-sense
notion of politeness as the conventionalized observance of certain social norms
which spell out the appropriate ways of, for example, thanking or greeting.
Usually, politeness is understood as interactional success in general. Due to this
general nature of politeness it is not easy to give an all-encompassing account of
those linguistic choices that can be used for politeness functions; the interplay
between forms and functions is always context-specific. Because of this, definitions
of politeness tend to be quite general. For example, Janney and Arndt’s (1993:23)
definition states that politeness, or tact, as they call it, “involves empathising with
others, and not doing or saying things that threaten them, offend them, or injure
their feelings” or, even more generally, it is usual to characterise politeness as
conflict-avoidance. Despite the dependency of politeness on situational factors,
there is a widely held assumption that politeness is an aspect of social life that is
universal (see e.g. Brown and Levinson 1987, Janney and Arndt 1993). Therefore,
there seems to be a double-edged challenge for research in politeness: both to
clarify the notion of politeness in general so as to make it widely — maybe
universally — applicable, and also to account for its contextual variability.

There are different conceptualizations of politeness, ranging from those
which see politeness as a system which helps explain deviations from “maximally
efficient” communication in Grice’s sense (e.g. Lakoff 1973, Leech 1983) to those
for which politeness is the expected norm in interaction rather than such
unadorned use of language as described by Grice’s cooperative principle (e.g.
Fraser and Nolen 1981). However, there is no doubt that the most influential
endeavour to explain politeness in language use has been Brown and Levinson's
(1978/1987) theory of politeness. Much of consequent research on politeness has
been based on their framework, and even suggestions for different points of
departure usually start from a critical evaluation of their theory.

Brown and Levinson's (1987) theory can be characterized as the face-saving
view of politeness because they start from the assumption, adopted from Goffman
(1967), that every rational member of society has face, a public self-image that every
person is entitled to. Normally, each person's face depends on everyone else's face
being maintained, so there is a mutual need for interactants to preserve each
other's face. Brown and Levinson develop Goffman's notion of face further,
introducing negative and positive aspects of it. Negative face involves "the want
of every 'competent adult member' of society that his actions be unimpeded by

¢ See Du Fon et al. (1994) for a comé)rehensive bibliography, and Fraser (1990), Kasper
(1990, 1994) and Janney and Arndt (1993) for reviews of politeness research.
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others" (i.e. desire for autonomy). Positive face is a person's need to be appreciated
and liked, to have his or her wants "desirable to at least some others" (i.e. desire for
approval). (Brown and Levinson 1987:62.) There is thus tension between two
opposite kinds of face wants, and depending on the situation, different aspects of
face will be attended to.

Brown and Levinson’s (1987) concept of politeness is tied to the notion of
face in that when it is necessary for speakers to perform face-threatening acts
(FTAs), they can diminish the threat by resorting to redressive action which seeks
to satisfy participants’ face wants. According to whether the purpose of the redress
is to protect participants’ positive or negative face, these strategies are called
positive and negative politeness, respectively. Brown and Levinson (1987) discuss
various ways in which speakers can be positively or negatively polite. Positive
politeness strategies aim at satisfying participants’ need for approval, and hence
include things like exaggerating agreement with the interlocutors, showing
interest, and noticing the hearers’ wants and needs. Negative politeness strategies
help satisfy participants’ need for autonomy by indicating the speaker’s reluctance
to impose on others’ territory and to restrain their freedom of action. Being
indirect, using hedges, and veiling responsibility by the use of impersonal forms
are examples of negative politeness strategies. Positive politeness thus emphasizes
closeness between the speakers, which is why Scollon and Scollon (1981) use the
term solidarity politeness, whereas negative politeness involves showing distance
and it has therefore also been called deference politeness (Scollon and Scollon 1981).

Brown and Levinson argue that both negative and positive politeness
strategies are universal but that cultures can differ in respect to which strategy is
considered the most important. Moreover, which politeness strategies a speaker
chooses in any given situation is dependent on three variables, which were also
discussed when dealing with contextual factors in section 2.2.2 above: the degree
of distance between speakers (D), the amount or power that the speaker has over
the hearer (P), and the degree to which an act is seen as face-threatening in a given
situation, the absolute ranking of the imposition (R). Brown and Levinson suggest
that the weightiness of a face threat and the consequent need for politeness can be
calculated by reference to these variables. It seems, however, that important
though these variables are, the relationship between them is so complex that a
simple summative basis of calculation (i.e. that the size of the imposition is D + P
+ R) is not enough to determine either the size of imposition or the politeness
investment required in each situation. In particular the findings concerning the
effect of the distance factor on politeness have been conflicting, as suggested, for
example by Lim and Bowers (1991:422-423) and Holtgraves (1992:145).

Brown and Levinson’s theory of politeness has also attracted a great deal
of criticism. A point often encountered is that, despite claims to universality, their
view of politeness is western-biased. In particular, the universality of the kind of
face they propose and its major role in motivating polite behaviour has come
under attack. It has been argued that the important role they assign to negative
face is ethnocentric, and that this western concept of face is too individual-oriented
when in many eastern cultures group membership constitutes the basis for
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interaction (see e.g. Matsumoto 1988, 1989, Ide 1989, Mao 1994). For example in
Japanese culture, speakers are always obliged to acknowledge their hierarchical
position relative to others in a given situation. This is grammatically coded in
language rather than being negotiable, which means that speakers always, even
when expressing such simple propositions as ‘Today is Saturday’, have to use
appropriate honorific forms for a given situation to be grammatically correct (see
Matsumoto 1988). In such circumstances, the notion that politeness entails a
voluntary choice of strategies with which speakers protect their faces from
imposition ceases to be tenable, and other views of politeness are called for. Thus
Brown and Levinson’s claims about the universality of the relationship between
face and politeness are probably too strong. Yet the concept of face itself, as Mao
(1994:484) acknowledges, “has an interactional force shaping the things that we do
with words”, albeit differently in different cultures.? In addition, Brown and
Levinson’s distinction between positive and negative face seems to capture an
essential feature of the human condition. As O'Driscoll (1996) points out, even
though the surface manifestations of face may vary culturally, the basic wants for
bothmerging and individuation — which can be called positive and negative wants
— are most probably shared by all humans.

Kopytko (1995:881, emphasis original) voices a strong criticism against the
assumption of rationality underlying Brown and Levinson’s theory whereby they
“view linguistic strategies as means satisfying communicative and face-oriented
ends, in a strictly formal system of rational “practical reasoning’”. Kopytko (1995)
is also critical of Brown and Levinson’s assumption about the predictive nature of
their model, arguing that a rationalistic approach fails to take account of the non-
predictive character of human behaviour, which may be governed by various other
factors than purely rational reasoning as to the means with which to accomplish
certain goals. However, the fact that language users constantly resort to the
strategies described by Brown and Levinson (1987) suggests that they have some
significance in interaction even though it can be questioned to what extent
speakers actually employ these strategies as means to specific ends; it is also
possible that the use of politeness strategies is so deeply ingrained in speakers’
language that they have no need to resort to any means-ends reasoning in a strict
sense. Brown and Levinson (1987:85) touch upon thisissue themselves in pointing
out that the use of strategies described in their theory need not always be
conscious.

Another criticism that has been advanced against Brown and Levinson’s
theory is that the emphasis lies on the linguistic level despite other levels being
mentioned. Werkhofer (1993:156), for example, criticises this tendency, prevalent
also in other approaches to politeness, of placing the main focus on the linguistic
medium and treating it as if it were the only one. A notable exception to this
tendency is Arndt and Janney’s (e.g. 1985, 1987, 1991) theory of emotive
communication, in which they advocate a cross-modal view of politeness that

See Strecker (1993) for cross-culturally varying conceptualizations of face.
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takes into account verbal, prosodic, and kinesic cues. Such broader understanding
of politeness is fruitful, and Arndt and Janney (1987) show convincingly the
interplay between the verbal, kinesic, and prosodic choices by giving examples of
utterances which are modified by the three types of cues simultaneously. The
problem remains, however, that even though taking account of the three levels
may be relatively easy when dealing with short invented examples, it becomes less
so with authentic data, where numerous contextual constraints influence the
interpretation of each of the levels. That is, the application of the cross-modal
approach to naturally-occurring data would require a great deal of effort, and
analysing large amounts of data would be more problematic than when the verbal
level alone is dealt with.

Despite the criticisms, Brown and Levinson’s theory of politeness still is,
as Fraser (1990:219) points out, “the most clearly articulated and most thoroughly
worked out, therefore providing the best framework within which to raise the
crucial questions about politeness that must now be addressed”. Moreover, as
Jenny Thomas (personal communication) points out, most of the criticism of the
theory has been made long after it first came out, backed with a much broader
understanding of politeness phenomena; it is understandable that the fifteen years
of extensive further research have indicated where the theory needs refinement.
In addition, it is an advantage of Brown and Levinson’s theory that it
operationalizes politeness as the enactment of certain strategies. This makes it
easier to use the model as a research tool than applying the models that deal with
politeness at a more abstract level (e.g. Fraser and Nolen’s (1981) and Fraser’s
(1990) view of politeness as a conversational contract). Moreover, the distinction
between negative and positive politeness is useful when investigating pragmatic
force modifiers involving both softening and emphasizing devices. Therefore, the
present study will also draw upon Brown and Levinson’s theory, bearing in mind
the criticisms that the theory has attracted and the refinements suggested.

6.1.2 Involvement

It was pointed out in chapter two above that modifying devices have also been
characterized as markers of involvement (e.g. Chafe 1982, see also Ostman 1986:208,
Caffi and Janney 1994:356-357). Therefore, it is useful to consider what is meant by
the concept and how it relates to that of politeness. The increasing interest in
involvement ties in with the more general interest in language as a mediator of
affect, or emotive use of language. Emotive communication means that speakers,
in addition to conveying factual information, also express attitudes and feelings
through language. It is worth stressing, as Caffi and Janney (1994:328-329) do, that
emotive communication is not automatically or even necessarily a reflection of
speakers’ ‘real’ inner affective states. Instead, it is inherently strategic behaviour
in that people usually wish to attain some interactional ends by signals of
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emotion.® In Caffi and Janney’s (1994:329) words: “emotional communication, thus
viewed, is hence less a personal psychological phenomenon than an interpersonal
social one” (see also Selting 1994:376). Involvement is a term often used in
pragmatics in connection with emotive communication.

Besnier (1994a, 1994b) discusses the use of the term involvement, and says
that it was first used systematically in linguistics in the early 1980's in Gumperz’s
(1982) work on discourse strategies to refer to the willingness and ability of
speakers to initiate and sustain conversations, and in Chafe’s (1982) research to
describe how spoken language differs from written language in terms of its
tendency to reflect speakers’ attention to the act of communication, to their
interlocutors and to the “experiential richness” (Chafe 1982:45) of their messages.*
Since then, the term involvement has often occurred in the linguistic literature (e.g.
Hiibler 1987, Katriel and Dascal 1989, Tannen 1984, 1989), but the problem remains
that it has been used in widely different ways. Caffi and Janney (1994:345,
emphasis original) say that it has been used variously “to refer to preconditions
(inner states), techniques (rhetorical-stylistic strategies), messages (messages of
rapport, shared feelings), and effects (the result of ‘happy’ or ‘cohesive” interaction)
of communication”. Moreover, views of involvement are often so broad as to
encompass all or many of these aspects. For example, Tannen’s (1989:12) definition
states that involvement is “an internal, even emotional connection individuals feel,
which binds them to other people as well as to places, things, activities, ideas,
memories, and words”.

Involvement is thus typically used to refer to emotional connection and
engagement that the speakers feel in the situation towards the subject matter
and/or the other participants in interaction. In this vein, Tompson (1991:167)
describes involvement as emotional commitment, and Besnier (1994b:281) points
out how involvement is commonly thought of as synonymous with ‘engrossed’,
‘concerned’, and ‘emotionally committed’. The focus of such involvement is
typically either the topic or the interaction (e.g. Katriel and Dascal 1989) even
though Chafe (1982) also introduces speaker’s involvement with himself /herself.
Understood in this way as emotional commitment, involvement will contrast with
detachment (e.g. Chafe 1982). There are, however, also views according to which
involvement should best be understood as a scale from detachment to attachment,
both poles representing modes of involvement (e.g. Hiibler 1987, Danes 1994). In
the present study, however, the term involvement will be used in the meaning
discussed above, i.e. as a sign of emotional connection and engagement rather than
detachment.

Studies concerned with involvement make rarely explicit the relationship
between involvement and politeness even though the conception of involvement

. This is why Caffi and Janney (1994), as also Amdt and Janney (1987), wish to make a
distinction between emotional communication, i.e. unintentional leakage of emotion in speech,
and emotive communication, i.e. intentional, strategic signalling of affect in speech.

See also Chafe and Danielewicz (1987) on the properties of spoken and written language.
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as emotive communication seems to come close to politeness due to its “inherently
strategic, persuasive, interactional, and other-directed” nature (Caffi and Janney
1994:329). Ostman (1986), however, deals with both concepts when he sees
involvement as an important pragmatic parameter together with politeness and
coherence, arguing that utterances are always anchored to these three parameters
either explicitly or implicitly. Ostman (1986:182) notes that “these three areas of
human behavior are also the primary parameters according to which pragmatic
phenomena should be classified, and through which they can be explained”.
Coherence and politeness have their focus on culture and interaction, respectively.
That is, speakers try both to be coherent with what is expected of them in the
culture and society in which they live (coherence) and to act so that they take into
account other people and avoid confrontations with them (politeness).
Involvement, on its part, has the individual and his/her attitudes and feelings in
focus. Thus, Ostman (1986) distinguishes between the interactional nature of
politeness and individual-oriented nature of involvement, while Besnier
(1994b:281) and Caffi and Janney (1994:342) see involvement as a dimension which
is interpersonal and relational in nature. However, given that Ostman’s (1986:200)
notion of involvement also includes speaker’s feelings and attitudes to the
addressee in addition to topic and the situation, it seems to entail interactional
features as well.

Politeness and involvement should, probably, best be seen as connected
and interrelated. As Ostman (1986:181) puts it, “a certain type of involvement can
show up as politeness, or vice versa”. Especially when involvement is
conceptualized as “the display of positive affect towards interlocutors” (Besnier
1994b:281) it comes close to positive politeness. However, the two concepts should
not be seen as fully identical. The difference between them seems to be that where
politeness, by definition, is geared towards favourable outcomes and smooth
communication and the diminishing of face threats, thisneed not be the case with
involvement. Instead, involvement is a somewhat broader concept in referring to
speakers signalling their feelings and attitudes to topics, situations and addressees
in general, “for whatever purpose” (Ostman 1986:201). For example, speakers
engaged in a heated argument are certainly involved with each other and the
situation at hand, and they most probably use language in a way that can be
described as an example of “high involvement style” (Tannen 1984) even though
they can hardly be described as polite. Different aspects of the same pragmatic
phenomena might thus be revealed by switching the perspective from politeness
toinvolvement. Therefore, it will be useful also in the present study to consider the
functions of pragmatic force modifiers from the viewpoint of both politeness and
involvement because that can shed some light on the ways in which modifiers, as
other pragmatic phenomena, tend to be “highly polysemic and frequently
ambiguous” (Besnier 1994b:286). The purpose, however, will not be to pin down
pragmatic force modifiers to either politeness or involvement functions. Rather,
an attempt will be made to explore the extent to which modifiers can signal both
of these functions. That s, it is probably the case that pragmatic force modifiers are
capable of signalling both politeness and involvement simultaneously.
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Finally, it is worth pointing out that involvement, as politeness, can be
expressed through various means, ranging from, for example, emphatic
expressions (Biber and Finegan 1989) and interactional features such as repetition
and cooperative overlaps between turns (Tannen 1984) to nonverbal cues such as
gaze and posture (Cappella 1983). Moreover, as Caffi and Janney (1994:348)
emphasize, impressions of involvement typically result from clusters of different
linguistic, prosodic, and other features, the interpretation of which as involvement
markers is, moreover, largely context-dependent. Thus, as Besnier (1994b:297)
points out, involvement is a very broad notion. It is therefore important to see that
the present study is only concerned with the potential involvement functions of
pragmatic force modifiers rather than aiming at an overall explanation of the
phenomenon.

6.1.3 Pragmatic force modifiers as markers of politeness and involvement:
implications of earlier research

Previous research on the interpersonal functions of pragmatic force modifiers gives
mostly evidence of their role in politeness, not least because the research on
politeness has been pervasive, as was pointed out above. More specifically, the
interest has predominantly focused on negative politeness, or tact, as Leech (1983)
calls it. Held (1989:168) argues that this avoidance-based (i.e. avoiding threat/ cost
to hearer) view of politeness has meant that politeness has mainly been associated
with notions such as weakening, minimizing, and softening. Consequently, the
softening function of pragmatic force modifiers has been widely acknowledged as
it contributes to negative politeness (e.g. House and Kasper 1981, James 1983,
Holmes 1984b, Coates 1987, Koike 1989, Takahashi and Beebe 1993).

Due to the impetus in politeness research being on negative politeness,
interest in emphatic strategies has remained much smaller even though Brown and
Levinson (1987) mention the connection between emphasis and positive politeness.
Held (1989), however, stresses the importance of accounting also for emphasizing,
or maximizing, as she calls it. She also makes the important point that the
relationship between emphasizing and politeness is less straightforward than
simply drawing a parallel between emphasis and positive politeness: emphasizing
strategies can serve negative politeness functions as well. Holmes (1984a) shares
the same view and draws attention to the fact that the politeness functions of
emphatic and softening are dependent on the kinds of acts they are used to modify
so that the interplay between pragmatic force modifiers and their functions is more
complicated than simply linking softening with negative politeness and
emphasizing with positive politeness. This also suggests that both types of
modifiers merit attention in pragmatic research, not least because the cumulative
effect that is created when speakers use both types of modifiers together is, as yet,
largely unaccounted for.

As regards the interplay between pragmatic force modifiers and
involvement, earlier research has often made a connection between emphatic
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modifiers and involvement.’ Biber and Finegan (1989), for example, maintain that
emphatics such as I'm sure play a role in creating a sense of involved interaction.
Chafe (1985), similarly, maintains that speakers signal involvement with the
subjectmatter by, for example, exaggeration and “vivid particles” such as just, and
really, which are, as was shown in section 3.2.2 above, included among the group
of pragmatic force modifiers in the present study. Emphasis has thus often been
associated with speakers’ involvement with the topic.

Apart from topics, speakers can also signal involvement in ways which
have the addressees and the interaction with them in focus. Chafe (1985) calls this
‘involvement with the hearer’ and Katriel and Dascal (1989) ‘interactional
involvement’. As second person reference is the most obvious way of signalling
involvement with the hearer (Chafe 1985), it has been argued that involvement
functions are among the many functions that pragmatic force modifiers such as you
know and you see can serve (e.g. Ostman 1981a, Holmes 1986). In the same vein,
other pragmatic force modifiers which can be used for appealing functions can be
considered from the viewpoint of involvement with the addressee, among them
devices such as tag questions and invariant tags such as eh in English and the clitic
-han/-hén in Finnish (e.g. Ostman 1981b, Nikula 1992, Meyerhoff 1994, Norrick
1995, Stubbe and Holmes 1995). Chafe (1985) also introduces the notion of ego-
involvement, i.e. the speaker’s involvement with him/herself; he maintains that
the use of first person pronouns in such phrases as I think, I suppose, and I don’t
know indicate ego-involvement.

The discussion above thus indicates that various studies have connected
pragmatic force modifiers either to politeness or involvement functions. However,
as was pointed our in section 3.2.2 above, many studies on modifying devices have
concentrated on certain expressions and their functions only. There is thus much
room for research exploring the cumulative effect of different modifying devices
in authentic interaction and their connection to politeness and involvement
functions. Moreover, as earlier studies have usually focused on either politeness
or involvement functions of modifying devices there is, as yet, little knowledge if
some modifiers are more important for politeness and others for involvement
functions. It was pointed out in chapter three that pragmatic force modifiers are
conceptualized as forming a continuum from the more explicit to the more implicit
choices. It is, therefore, also worth investigating whether there are differences
betweenexplicit and implicit modifiers in terms of their interpersonal functions on
the one hand and in the ways native and non-native speakers use explicit and
implicit modifiers for interpersonal functions on the other.

Emphasis has, indeed, often been equated with involvement but Caffi and Janney
(1994:247) criticise this view as a simplification.
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6.2 Pragmatic force modifiers as markers of negative politeness

As was suggested above, there is a close link between modifiers with a softening
function and negative politeness, i.e. the wish not to impose. The following
analysis will examine the extent to which the speakers in the three sets of
conversations studied use pragmatic force modifiers for negative politeness
purposes, with special attention to the non-native speakers’ interlanguage
performance. It was shown in chapter four that unlike studies based on elicitation
methods, the present study does not focus on how the learners perform particular
face-threatening acts. Rather, the study seeks to gain a more global picture of the
politeness requirements in the conversations. This, however, does not mean
rejecting the notion of face-threatening acts. On the contrary, evidence of the
politeness functions of pragmatic force modifiers can only be obtained by paying
close attention to the kinds of acts in which their use is recurrent, and by
evaluating the sensitivity /non-sensitivity of these acts in terms of the threats to
facethatthey entail. The acts, however, are embedded in conversations rather than
performed in isolation, which makes it necessary to take account of the overall
conversational context when assessing the functions of modifiers.

Bublitz (1988) points out that a typical characteristic of most conversations
is a tendency to seek agreement and establish cooperation. This applies to the
present data as well: in all twelve conversations investigated for the study, there
is an apparentattempt on the part of the participants to avoid confrontation and
conflict. It is possible that the subjects’ knowledge of their conversations being
recorded simply adds to this overall tendency. This conflict-avoidance is evidenced
by the fact that it is difficult to find the kind of severe face-threatening acts in the
data that have been under investigation in much of elicitation-based research.
There are, for example, no requests, refusals, or orders in the data. The lack of such
acts does not, however, mean that there are no threats to negative face in the
conversations and, hence, no need for negative politeness strategies. On the
contrary, the avoidance of severe threats to faceis itself a strong indication that the
speakers wish to take each other’s face wants intoaccount in order to maintain the
atmosphere of cooperation mentioned above. It was pointed out above, however,
that according to Brown and Levinson’s (1987) theory, most linguistic acts are
potentially face-threatening. This means that politeness strategies are frequently
called for even in the absence of the kinds of serious threats mentioned above.

6.2.1 Comparison of interlanguage and target language

It is crucial to point out at the outset that even though the use of pragmatic force
modifiers is a powerful means of conveying linguistic politeness, not every
instance of speech requires the same amount of modification. This comes up very
clearly in the NS-NNS conversations in terms of topics that the participants choose
to discuss: all of the topics are not equally sensitive. Thus it is usual for both the
native and the non-native speakers to be quite direct when discussing, for
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example, what courses at the university they are taking, how many years they
have studied, their place of residence, or other factual information. Given the
context of university students talking with each other, these topics are probably
considered 'free goods' in Goffman's (1967) sense, i.e. as topics which are open to
discussion and not perceived as sensitive or face-threatening (see also Coates
1987). Moreover, when the speakers provide some factualbackground information
about their respective countries, there seems to be little need for modification. This
is illustrated by the following example, in which the Finnish speakers provide
factual information about language teaching in Finnish schools without resorting
to many pragmatic force modifiers. The lack of modifiers is, however, in no way
disturbing in this context:®

Example 1

(topic: language teaching)

F1  yeainFinland we have to, er everybody have to take two languages, Swedish
and then another one, and, yeah\, for many many years\

N2 [yeah well-]

F1 [and that's like-]

F2  [and man-I've | HEARD, er usually, er students have er three, [languages]

F1  [languages] yeah, I think it's [[true]]

F2  [[yeah]]

N1 whendid you, begin tolearn, a language

F1  English [at er third y]ear so when we were nine

F2  [atthird grade]

F2  and YEAH yeah you could choose if you want to start with Swedish or English,
or something else=

F1  =something else but usually er=

F2  =USUALLY it's [Swedish] or English, well I come from thee, Swedish

F1  [English]
coast- coast of Finland so I took Swedish as my first language
(NS-NNS 1/6)7

This exchange shows that it would be a simplification to say that speakers
should always avoid directness and opt for more indirect ways of expressing
themselves. Rather, there are situations that require no extensive modification
because of the nature of the topic. The effect of the topics discussed on the use of
pragmatic force modifiers seems evident when comparing the four NS-NNS
conversations in this respect. More than half of the pragmatic force modifiers (n
654, 62 % of all modifiers) occur in the two NS-NNS conversations (NS-NNS 1 and
4), in which the speakers discuss topics that range from those about ‘safe’ topics
such as their studies to more personal matters such as speakers” opinions about
different aspects of each others’ countries and cultures. In conversations NS-NNS

Throughout the analysis, the letters N and F are used in extracts from the NS-NNS material to
distinguish between native and Finnish speakers, respectively (e.g. N1, F2). In the examples
from the NSE and NSF data, the letter S (e.g. S1, S2) is used to refer to all speakers.

As was pointed out on page 71 (footnote 6), the numbers after the examples refer to pages of
a separate monograph that contains the full transcripts of the data.
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2 and NS-NNS 3, on the other hand, the speakers mainly keep to topics dealing
with their studies, which may partly explain the fact that there are, on average,
fewer pragmatic force modifiers in these two conversations (n 394, 38 % of all
modifiers) than in the other two conversations. It is obvious, however, that no
casual conversations can proceed only by recourse to undisputed facts and
completely uncontroversial topics. Therefore, in all four NS-NNS conversations —
also in those with less personal topics — the speakers exchange views and opinions,
give accounts of personal experiences, ask questions, and tell anecdotes or stories.
These activities pertain more to the personal sphere than conveying factual
information, and there is thus more danger of the participants' faces being
vulnerable to threats. Negative politeness strategies are called forth whenever
there is a possibility that speakers might feel imposed upon by any of these
activities.

6.2.1.1 Opinions

Expressing opinions is one of the basic functions speakers can accomplish through
language and one of the most often occurring activities in the NS-NNS
conversations. In fact, the conversations mainly proceed by the speakers offering
their views and opinions and personal evaluations of the topics under discussion.
How they do this is not without interpersonal consequences. As Givén (1989:166)
puts it:

In many cultures, perhaps in most, claiming direct personal responsibility for
conveyed information may be a serious social error, to be strictly avoided in any but
the most intimate - thus well protected - social contexts. Strong claims to direct
authorship of transferred information, with the attendant marking of high subjective
certainty and strong evidential support, are all to be avoided.

In order to act according to the requirements of negative politeness,
speakers thus have to take constant care in bringing forth their views so that there
isno risk of the addressees feeling offended or imposed. Consequently, speakers
often choose to play down the pragmatic force of their opinions. They have various
means at their disposal for doing this, the use of pragmatic force modifiers being
a strategy which speakers employ quite often because it adds to indirectness and
vagueness, which in turn helps to take the sharpest edge off the opinions.

Contextual factorsobviously play a part in how much face-work is needed
when opinions are expressed. The quote from Givén (1989) above suggests that,
apart from the most intimate contexts, speakers are likely to attenuate the force of
their opinions. Wolfson's (1988) bulge-theory, as has been pointed out earlier,
posits that situations both among intimates and complete strangers usually require
less politeness efforts than encounters with friends and acquaintances. In terms of
such an intimate-stranger continuum, the NS-NNS conversations belong
somewhere between the two extremes. The pairs of native and non-native speakers
are strangers, but the Finns are acquaintances in each conversation as also the
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native speakers in two of the conversations. The situations are thus not without
potential further social consequences for the participants, which suggests at least
a certain need to modify opinions so as not to be perceived as imposing on others.

The data seem to confirm the assumption of the need for modification: both
the native and the non-native speakers make quite frequent use of pragmatic force
modifiers when presenting their opinions, as the extracts below indicate. In
example 2, native speaker N2 gives her opinion about a course she and F2 are
taking, and in example 3, Finnish speaker F2 expresses his views about how study
fees affect his motivation to study. As the examples indicate, both speakers make
use of pragmatic force modifiers to soften the force of their opinions:

Example 2

(topic: a course N2 and F1 are taking)

N2 OOH god\, I think those guys are, they-, they ARE sort of intimidating just
because I think they are more in depth, [I think that's (-) ]

F1  [yeah they have read] all the books and [(-) ]

N2 [yeah]
(NS-NNS3/23)
Example 3

(topic: study fees)

F2  Iwouldn-Iwouldn't spend five thousand pounds, JUST to be able to study here
if I can do it for FREE [so that ()]

N1 [that's RIGHT yeah,yeah\]
I'mean it's erm, I'm SATISFIED with the- the level of the of the teaching here but
STILL, comparing five thousand to nothing it's, pretty different
(NS-NNS 2/14)

Although both the native and the non-native speakers resort to pragmatic
force modifiers throughout the conversations, there are also differences in their
performance. The examples above show one typical difference between them:
where the native speakers very often resort to multiple use of different pragmatic
force modifiers within an utterance (e.g. speaker N2 uses five modifiers in her turn
in example 2 above), the non-native speakers, as a rule, are more likely to use only
a few modifiers. This, in turn, is partly the reason why the total number of
modifiers, as pointed out in the chapter above, is clearly smaller in the learners'
speech. A similar finding about the rare occurrence of multiple modification in
non-native speakers’ performance was also reported in Nikula (1992), when
Finnish speakers’ conversations among themselves in English were compared with
conversations by native speakers of English. Interestingly, then, the presence of
native speakers in the NS-NNS conversations does not seem to affect the non-
native speakers' performance very much, at least not as far as the mere frequency
of pragmatic force modifiers is concerned. In Beebe and Giles's (1984) terms, then,
the non-native speakers are not accommodating to the way the native speakers use
pragmatic force modifiers as much as might be expected. Part of the explanation
may lie in the factor, suggested both by Preisler (1986) and Faerch and Kasper
(1989), that speakers are, as a rule, unaware of the use of pragmatic force modifiers
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by themselves and by others.? Thus, if non-native speakers are unaware of the
interpersonal significance of pragmatic force modifiers, they are likely to make no
conscious attempt to accommodate to native speakers’ way of using them.

The multiple use of pragmatic force modifiers by the native speakersis also
interesting in the sense that they very often use expressions which have usually
been associated with softening and strengthening functions side by side, i.e.
hedges and emphatics. For example, speaker S3 in the extract below uses kind of,
I think and and everything, which usually tone down pragmatic force, together with
very and obviously, which are usually regarded as emphatics. In addition, he also
makes use of the pragmatic particles like and you know:

Example 4

(topic: government's views on poll tax)
there's still this reluctancy to do anything about it you know there's still this kind
of face saving, [ethic], which is like you know kept over from the,
S2  [yeah]
[[from the the]] pre-Major days and [that's that's gotta go, and obviously it's]
S1 [[yeah yeah]]
S2  [yeah but, I think it will yeah]
very embarrassing for a government in a situation to step back and everything
(NSE 1/49)

Speakers’ tendency to combinehedges and emphatics in the same utterance
indicates quite clearly that regarding these two types of pragmatic force modifiers
as completely separate phenomena would not give full credit for their role in
interaction. A strict separation into hedges and emphatics has probably often been
due to connecting them too categorically to notions of uncertainty and certainty,
respectively. It is, however, more likely, as Biber and Finegan (1989:110) point out,
that when speakers use such expressions, the focus is more on their role in
interaction than on their precise semantic meaning. Thus, in the example above,
speaker S3 cannot be said to be uncertain about the message one moment and
certain the next. Rather, all the pragmatic force modifiers that he uses make the
opinion sound less categorical and more involved. The view of S3 would impose
on the addressee's negative face more if the modifiers were extracted from it
because it would then convey a metamessage that the speaker regards what he is
saying as factual information that others ought to accept at face value rather than
as his personal view that might differ from those of others. It is also easier for
speakers, if need be, to retreat from something that was expressed in a modified
form in the first place. Thus, it is an important negative politeness role of
pragmaticforce modifiers that they, as Coates (1987:122) puts it, “allow room for
further discussion and modifications of points of view”. In other words, they give
both speakers and addressees leeway to adopt an alternative approach if the
situation starts to pose threats towards their negative face wants.

The question of awareness and pragmatic phenomena will be discussed in more detail in
chapter eight.
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As was indicated above, the Finnish speakers of English also quite often
make use of pragmatic force modifiers when expressing their opinions. Therefore,
any claims about the non-native speakers being totally unable to resort to
pragmatic force modifiers would be unwarranted. Especially in the conversation
NS-NNS 4, where the Finnish speakers’ general proficiency in English is the best
(they are the only non-native speakers who are majoring in English), they often use
pragmatic force modifiers quite skilfully as indicated by the following extract, in
which the speakers, contrary to the other non-native speakers in the data, also
combine different types of pragmatic force modifiers to mitigate the force of their
views:

Example 5

(topic: the Nordic countries)
N2  butis Finland very DIFFERENT then
F1 ehm, well/, I- I think the way of LIVING is, is, quite [similar]
F2  [and the LAN]JGUAGE is certainly very diffe[[rent]]
N1 [[yes]]
F2  [(--)we're from a different language group], so so maybe- maybe in
N1 ([itis yeah, yes]
F1  [yeahlanguageis (--)]
THAT sense [(--))
F1  [theway] of living and the standard of living is is more or less the same I think,
[in all the nordic countries]
F2  [yeah I suppose so, yeah, yeah]
(NS-NNS 4/27)

An overall lack of pragmatic force modifiers is thus not as typical of the
non-native speakers as might be expected on the basis of previous research, where
learners' performance has often been associated with excessive directness (e.g.
House and Kasper 1981, Koike 1989). The non-native speakers do use pragmatic
force modifiers in the NS-NNS conversations. This, however, is not enough to
guarantee pragmatic success, because the frequency of modifiers does not yet
reveal whether they are used in interpersonally salient contexts or not. It is,
therefore, important to consider the strategic use of pragmatic force modifiers by
the non-native speakers more closely. The discussion below suggests that an
impression of overall directness in the non-native speakers’ performance can be
due to the fact that they often use pragmatic force modifiers differently from the
native speakers.

A considerable difference between the non-native and the native speakers
in the NS-NNS data is the apparent inconsistency with which the non-native
speakers use pragmatic force modifiers: they, including even those with the best
language skills, seem to be less able than the native speakers to regulate the use of
pragmatic force modifiers according to situational demands. That is, non-native
speakers who are one moment using pragmatic force modifiers quite skilfully to
mitigate the force of their opinions can be very direct the next, even if some level
of indirectness would be beneficial for face-saving purposes. As became apparent
above, directness in itself does not necessarily lead to problems in communication;
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it always has to be related to the kind of topic discussed. It seems, however, that
when speakers express views that are very strong, and especially when these are
somehow disparaging in tone, pragmatic force modifiers are called for. This is
because strong claims can be perceived as a threat to others' face wants, as
predicted by Brown and Levinson. The tendency to soften strong opinions is
evident in the native speakers' performance both in the NNS-NS and the NSE
conversations and is illustrated in the extracts below. In example 6, speaker N1
criticises his own country to the Finnish visitors; in example 7, speaker S3 puts
forward his unfavourable judgement of the British political system:

Example 6

(topic: describing his views of Britain)

N1 Idon't think this country is, well ANYWAY it's politics, but you know I think that
er, Britain doesn’t really look after its RESIDENTS particularly well, but erm, it's
nice in many other ways y- you [w- what you] make of it if you've

F2  [mhm)]
got the MONEY, you can enjoy it (--) in lot pla- places
(NS-NNS 1/8)

Example 7

(topic: British politics)

S3  yeahl think the the her- yeah the hereditary business is er, that, I think that's a
bit out of date

S1  yeah

S3  Idon't [think anyone] should be- should have the power to decide, certain

S4  [definitely]
issues just because their father had also had that power and the father before
that
(NSE 2/62)

In the examples above, the speakers choose to soften their strong views
even where they are directed towards society at large rather than towards any of
the addressees in the conversation personally. This seems to corroborate Holmes's
(1986:10) point that "negative comments, even if not directed at anyone present,
can always be perceived as a threat, however oblique, to the fabric of social
relationships”. As regards the type of pragmatic force modifiers that the native
speakers use, it is usual for them, as in the examples above, to choose explicit
modifiers of the epistemic type, that is, expressions that quite clearly signal that the
speakers are not fully committed to what they are saying. In the above examples,
both speakers N1 and S3 use modifiers I don’t think and I think. In addition, the
modifiers I suppose, I don’t know and probably are often used by the native speakers
to play down negative comments and to emphasize their status as personal
opinions rather than pieces of factual information. The native speakers also often
use explicit modifiers which add to the vagueness of their opinions, such as not
really, not particularly, or a bit in the examples above, for apparent negative
politeness purposes: to reduce the forcefulness of their unfavourable opinions. It
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thus seems that explicit modifiers are often resorted to when speakers want to tone
down the impact of their opinions.

The non-native speakers, in comparison, express their unfavourable
judgements on many occasions in a quite direct manner, with no or only a few
pragmatic force modifiers. In examples 8 and 9 below, moreover, the Finnish
speakers' less than favourable opinions deal with their experiences in Britain,
which have directrelevance for their British conversational partners who may find
such comments a threat to their - if not personal then collective - face. In example
8, speaker F2 voices a strong criticism against a course he is taking and its teacher,
but he fails to add any pragmatic force modifiers that would relativize his claims
in the same way as in the excerpts from native speakers’ performance above. His
views, consequently, sound quite negative and very categorical (e.g. it's not
interesting, he shouldn’t be here, he can’t teach you). The speaker uses I don't know
once, but its influence does not seem to be enough to diminish the abruptness of
the opinion as a whole:

Example 8

(topic: a course F2 is taking)

F2  basically it SHOULD be interesting but because of this lecturer it's-, it is not\,
and the seminar leader is, he's something else\, [he shouldn't] be here

N2  [((laughs))]

N2 really/, [d- does] he not know what he's talking about or is he [just-]

F2  [yea/]it-it's his style and, [I don 't know, very boring,] you don't LEARN

N2 [veryboring ((laughs))]
anything there because, he can't teach you

N2  right\
(NS-NNS3/21)

The fact that speaker F2 in the example above is male gives rise to
considerations about male-female differences. Ever since Lakoff's (1975) study, it
has often been suggested that the level of directness is an important gender
difference, women, on the whole, displaying less confidence by opting for more
indirect strategies.” The present study is not concerned with male-female
differences in the use of pragmatic force modifiers. It seems, however, that the
choice of direct strategies in connection with negative opinions is not confined to
male non-native speakers only, as the female speakers are as likely to resort to
directness. In example 9, for instance, a female speaker (F1) expresses her dislike
about small talk in Britain in a very direct manner (e.g. I hate it) and she also
expresses her perceptions about the nature of small talk in Britain and Finland as
if they were pieces of factual information rather than her personal opinions. Just
as in the example above, there is a difference from the native speakers who,
typically, put forward their unfavourable views by using explicit modifiers that

Holmes (1990), however, rejects the view that indirectness equals lack of confidence. Instead,
she shows how both men and women use hedges and other signs of indirectness to take account
of participants'- face needs. See also Cameron (1994), who discusses the simplified
misconception of drawing parallels between directness and interactional success.
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reduce their assertiveness. Explicit modifiers, as the term suggests, indicate quite
clearly that the speakers are putting forward a personal opinion which leaves
room for further negotiation (cf. examples 6 and 7 above). In comparison, the non-
native speakers’ unmodified matter-of-fact opinions often create the impression
that they do not welcome negotiations (e.g. English uses small talk a lot, in Finland
people mean what they say); adding pragmatic force modifiers might have rendered
the speaker’s views less categorical (e.g. I find/it seems to me that English uses small
talk a lot) and more like an observation to which comments from the other speakers
would be welcome:

Example 9

(topic: living in a foreign country)

N2 ..andId find it very HARD [and]

F1  [it's]also this, still about languages that the English\ us-usesmall talk a lot- lot,
which we do- which we DON'T use in Finland, [so I- so l HATE it] I mean

N1 |it'sstraight to the pointisn't it]
in Finland, they MEAN what they me-, in Finland the people mean what they

say but HERE you can just
N1 SARCASM, [yeah]
F1  [yeah]

(NS-NNS 1/9)

Interestingly enough, strong favourable opinions that are put across
without any pragmatic force modifiers can also sound quite abrupt. In example 10
below, Finnish speaker F2 (incidentally the speaker who otherwise uses 33% of all
modifiers in the NNS data) expresses her positive views of a director very directly.
That such directness leaves little room for negotiation is shown by the way the
native speakers in the situation react: it seems that by saying alright with a falling
intonation, speaker N2 chooses to close the topic rather than expressing a wish to
continue the discussion about it. Speaker N1 seems to pick up this cue as he
immediately switches over to a new topic:

Example 10

(topic: a British film)
N1 and that- that's the Kenneth Branagh one [isn’t it oooh/ I'd like to SEE that]
F2  [yeah, yeah, yeah, it's) WONdeful, [[I've seen it before]]
N2 [[it's very good,]] he's got no LIPS though (-[--) ((laughs))]
-~ F2  [oh that's the BEST] thing about him=

N2 =ohlISit
((laughter))
= F2  he'slovely I ADORE him\

N2 alright \ ((laughs))

N1 mm)\, I went to see a PLAY there recently s- Charles Dickens one, great
expectations that was EXCELLENT
(NS-NNS 4/33)

In the three examples above the prosody is also worth considering. The
Finns' contributions in all three examples are characterised by pitch contours that
are either level or tend towards a fall; they do not use rising intonation in these
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extracts at all. As was pointed out in chapter three, it is not easy to assign
particular prosodic features to particular meanings, but a general assumption
seems to be, as Arndt and Janney (1987:339) put it, that "the fall, with its sense of
finality, is the most direct or assertive of the three intonational contours"” (see also
Allerton and Cruttenden 1978:180), whereas rise, and particularly fall-rise, often
lends utterances a sense of tentativeness. Thus, when the non-native speakers
express opinions with a combination of falling pitch and a lack of pragmatic force
modifiers, they can easily sound assertive and final, as if sending a metamessage
that they do not expect others' responses or reactions to their views. As far as
negative politeness goes, such opinions can be perceived as threatening the
addressee's face because they lack any indications of the speakers' wish to play
down such implications.

A further point about speakers modifying the impact of their opinions is
that when Brown and Levinson (1987) introduce negative politeness strategies,
they mention that they relate to both the addressee’s and the speaker's own face
wants. In practice, however, they mainly deal with negative politeness strategies
in terms of their capacity to protect the addressee's face. In the same vein, the
discussion of the examples above has focussed on the addressees' face wants. It is,
however, also possible to look at opinions from the perspective of the speakers’
own face wants because expressing an opinion tentatively may be motivated by
the wish to protect one's own face from the reactions of others as much as by the
wish to be considerate towards them. In example 11 below, for instance, the
pragmatic force modifiers that speaker S2 uses can be regarded both as a means
to protect the face of others, but also as a means to protect her own face. Moreover,
given the situation in which the views of S1 and S2 differ from each other, it is
probable that S2 uses softening modifiers in order to protect her own face:

Example 11

(topic: the British class system)

Sil there's one in Germany, (I'm sure there is]

S2  [no she- I think that] must be economic or something I mean it wasn't, the sort of
thing I was talking about [you know] the snobbery [[and,]] that WE have

S1 [mm]

S3  [[yeah]]
I mean it's so- so ingrained in this society isn't it it's just [(-) ]

S3  [andIfind] the...
(NSE 4/83)

In most cases it is difficult, even impossible, to be very precise about the
extent to which pragmatic force modifiers are directed towards the hearer's or
towards the speaker's own face. As Goffman (1967:6) puts it, the face of others and
one's own face are indeed "constructs of the same order". Hiibler (1983:158) also
acknowledges the related nature of hearers’ and speakers’ face wants in arguing
that understatements and hedges are "beneficial to the hearer even when the
speaker makes himself the subject of qualificatory predication”. Aston (1988:102)
puts the same idea conversely by pointing out that "politeness to hearers can
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clearly be a means of guaranteeing one's own face". Although it may be difficult
to determine towards whose face pragmatic force modifiers are oriented, the
capacity of modifiers to take into account both the speaker’s and the hearer's face
simultaneously ought to be recognized rather than seeing them only as a means
used for the benefit of the addressees’ face wants.

6.2.1.2 Questions

The discussion above has shown that the NS-NNS conversations are characterised
by the speakers delivering their opinions of the matters discussed, and that this
often requires recourse to negative politeness strategies as opinions, especially
unfavourable ones, can pose a threat to both the hearer’s and the speaker’s face.
Questions form another group of acts that occur very frequently in the
conversations studied. They also deserve attention in terms of negative politeness
because questions, by presupposing answers, violateaddressee’s freedom of action
in the same way as requests do (see Brown and Levinson 1987:64). It is, therefore,
worth investigating to what extent speakers use pragmatic force modifiers to
redress this threat to addressee’s negative face.

The reason why questions are relatively frequent in the NS-NNS
conversations lies in the fact that the native and the non-native speakers are
meeting for the first time. They, therefore, start the getting-acquainted process by
asking plenty of questions. The questions are, however, distributed unevenly
between the speakers. During the four NS-NNS conversations, the non-native
speakers ask 48 questions and the native speakers ask 115. This is indicative of the
power relationships in the conversations and the types of roles the speakers
occupy (the effect of roles will be discussed in more detail in the following
chapter). The fact that the native speakers ask the majority of the questions can be
interpreted as an indication that they have more power than the non-native
speakers in the conversations. As Beebe and Giles (1984:22) argue, “there is a built-
in status differential inherent to all native speaker-non-native speaker interactions,
which gives an automatic edge of control to the native speaker". This seems to be
the case also in the NS-NNS conversations, where the greater number of questions
suggests that the native speakers exert more control over the flow of the
conversations.

Taking the power difference at face value would mean that when
formulating questions, those in power, that is, the native speakers, could afford to
put their questions across more directly than the less powerful ones, who would
have to be more concerned about protecting the addressees' negative face wants.
However, the contrary seems to be true in the NS-NNS conversations in that it is
the native speakers who modify their questions more often. Of all their questions,
41 (36%) have one or more pragmatic force modifiers, whereas with the non-native
speakers’ questions the corresponding figure is 11 (23%). The matter is, however,
more complicated than simply concluding that the non-native speakers do not
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modify their questions enough: attention also has to be paid to the kind of
questions asked.

The proportions above suggest that both the non-native and the native
speakers ask many unmodified questions during the conversations. This is often
the case when the speakers are dealing with topics that were labelled as 'free
goods' above, such as participants' studies at the university or uncontroversial
information about each other's countries. Thus, direct questions like the following
abound both in the native speakers” and the non-native speakers’ performance,
especially during the introductory sequences of the conversations:

Example 12

(context: speakers are introducing themselves to others)
- N2  what are you both doing
F2  well we're doing MEDIEval studies really [and (--)]
F1  [wellI'm I'm] doing linguistics and medieval [[studies]]
N1 [[yes,]] well that's a combin[ation]

F1 [yeah]=
— N2 =what courses in linguistics are you doing/
F1  ehm pragmatics, and language in society\
(NS-NNS 4/26)
Example 13

(topic: comparing the weather conditions of Finland and Britain)
—* F2  do you get any SNOW in Britain, [in the north?]

N2  [NOT really-] YEAH the NORTH/, in the north yeah it’s=

N1  =well every FIVE yearsit's like, probably a=

F2  =mhm=
N1 =agood SNOWstorm that lasts
—+ F1  every five years so the LAST time was/ ((laughs)), how many years ago

N1 probably getit THIS year
F1  aha((laughs))
(NS-NNS 1/3)

Another point worth mentioning about questions is that even if an
unmodified question may seem abrupt if looked at separately, it may be rendered
appropriate when the larger context in which it occurs is taken into account. Very
often, participants discuss some issue at length so that it becomes an established
topic; posing questions about such topics is much less face-threatening than
opening a new topic with a question, for example. Thus it is important, as Leech
and Thomas (1990:199) argue, "to take account of the preceding utterances and of
the cumulative effect of pragmatic force in assessing, say, the appropriateness of
a given utterance™." For instance, in example 14 below, the non-native speaker's
questions could be regarded as quite abrupt and awkward if taken as such in
isolation. These, however, occur after a lengthy discussion during which the
participants one after another have given their reasons for studying at the

10 Thomas (1985:780) considers this as an important principle of what she calls 'dynamic
pragmatics’.
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particular university. Given this context, the questions below are not as intrusive
as might otherwise seem. Note, moreover, the use of so in the question. The
particle helps reduce the force of the question but it can also, simultaneously, be
interpreted as a cohesive device with which the speakerindicates that the question
has relevance to something that has occurred prior to his question:

Example 14

(topic: reasons for being in Canterbury)

F2  sowhy did YOU came here

N1 Canterbury/=

F2  =yeah Canterbury, [what was the reason]

N1 [well, I wanted] to do actuarial science there's FIVE universities that DO it, one
was in Scotland two were in London, one was here
(NS-NNS 3/23)

One probable reason why there are fewer pragmatic force modifiersin the
non-native speakers’ questions is that, on the whole, they avoid producing
questions about matters that are outside the established, safe topics under
discussion. It is the native speakers who more often change the course of the
conversation and introduce new topics by asking questions, which is in itself an
indication of their relative power in the conversations. The native speakers do not,
however, exert their power by formulating questions directly, with no apparent
concern for the addressees' face. On the contrary, their questions are often
extensively modified as indicated by the example below. It is worth noting how
the speaker simultaneously uses explicit and implicit modifiers which mitigate the
force of his question (I mean, I heard, I suppose) and modifiers which strengthen
such aspects of the question that are favourable from the addressee's point of view
(very nice, far nicer, a lot easier):

Example 15

(context: NNSs have just said the NSs that they like staying in Britain)

N2 how aboutin Finland is it better/, I- I mean I heard it was a very nice place to be,
far far- far nicer than here

F2  hmm\

N2  Imean the er, what is it the SOCIAL system, the er the social security benefit is
better than in most [other places]

F1  [yeah]
F2  [yeah it's] GREAT really, its cover er re- ehm really big eh area), in the social
care\

N1 and to be a student is a lot easier there/, CHEaper I suppose\
F2  mm, mm WELL it depends
(NS-NNS 1/1-2)

The example also indicates another feature which is typical of the native
speakers' questions: in addition to using lexical and phrasal modifiers, they also
frequently give detailed grounds and reasons for asking the queslions, thereby
playing down their force; Faerch and Kasper (1989) call this external modification.
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The extract below is another example of external modification where speaker N2
backs up her question with extensive reasons for it:

Example 16

(context: discussion about Finnish culture has preceded this)
N2 but d'you HAVE many other cultures LIVING in Finland like you know like
Britainwe're FAIRLY multi-cultural, in some places, [not not ev]erywhere
F2  [yeah yeah]
because, where I grew up it wasn 't particu[larly multi-cultural] [but-,] a lot
N1 [no probably]
F2  [yeah]
of areas ARE now d'you have similar situations that-, I mean I suppose if you're
from the city it would be more multi-cultural any[way]
F2  [that's right but-]
F1  [notin THAT] scale no
(NS-NNS 4/30-31)

There are no instances of such external modification in the non-native
speakers' performance eventhough sometimes it would help make their questions
sound less machine-gun like. It was pointed out above that the non-native
speakers less often ask questions pertaining to the native speakers’ personal
sphere, favouring, instead, questions about Britain and the British way of life that
are more general (e.g. what’s winter like in Lancaster anyway?). When they ask more
personal questions, however, they favour similarly direct strategies that they also
use when asking questions about more impersonal matters. The context in the
following example is that N1 has told others about his relative who, after having
lived in France for years, now also thinks in French, which is commented on by
N1. Speaker N2 has mentioned at the beginning of the conversation having lived
in Germany as a child, which is probably the reason why the non-native speaker
(F1) asks her question. She could, however, have referred to this background
information explicitly, giving justification for her question, which would have
served as external modification, thereby softening its force (e.g I remember you
mentioning that you ve lived in Germany. . .). As it is now, the question sounds quite
abrupt, especially as speaker F1 chooses to pronounce speak very emphatically and
continues immediately with another, equally direct, question:

Example 17

N1 ..becausel think [in English, and dream\]
N2  [well you CAN'T]be sure
N1 oohITHINKI can
— F1  doyouSPEAK German/
N1 noldon'tand that's=
- F1  =do you speak any languages at all
F2  [((laughs)) any languages]=
N1 [no, SHOWS you how ]
F1  =IMEAN-
N1 irrigant ehm
N2 irrigant [((laughs))]
N1 [(Jaughs))] ARROGANT ((laughs))
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N2  ARrogant the English are, yeah oh yes I agree\
(NS-NNS 1/5)

The finding that the non-native speakers do not resort to external
modification in the way that the native speakers do is in conflict with studies
which have found that non-native speakers tend to produce more talk and more
external modification than native speakers when performing face-threatening
speech acts such as requests and complaints (e.g. Blum-Kulka and Olshtain 1986,
Faerch and Kasper 1989, Olshtain and Weinbach 1993). These studies have used
elicitation methods for data collection, and it is possible that the research
instrument causes non-native speakers’ verbosity and their tendency to use
external modification. As mentioned also in chapter four, Edmondson and House
(1991) point out that such verbosity is typical only in learners' written responses
indiscourse completion questionnaires. When producing written answers, learners
have more time to think of their contributions, and they apparently try to
compensate for lacking routines by excessive verbosity. In the present data, there
are real-time constraints upon the non-native speakers' behaviour, which probably
makes it more difficult for them to plan and elaborate their performance.

Allin all, then, there is plenty of evidence in the present NS-NNS data that
the speakers use pragmatic force modifiers for negative politeness functions. One
use of negative politeness strategies is to enable speakers to maintain distance
between them and their interlocutors, and pragmatic force modifiers are useful for
this purpose because speakers can use them to add to the indirectness and
vagueness of their messages. This, in turn, helps them sound less imposing on their
addressees. As the discussion above shows, both the native and the non-native
speakers use pragmatic force modifiers for politeness purposes at some point in
the conversations. The difference between them is that the native speakers are
more consistent in using modifiers throughout the conversations, whereas the
learners' performance suffers from undue directness at times. This difference
should not, however, be interpreted as an indication that the native speakers have
a desire to be more polite than the native speakers. Both speakers, probably, have
equally good intentions, but the native speakers are more skilful in adhering to
social norms that require a certain amount of indirectness. That is, the learners are
less able to use pragmatic force modifiers strategically for their contributions to be
in accordance with the social requirements of negative politeness.

6.2.2 Comparison of interlanguage and native language

As suggested above, there are occasions in the NS-NNS conversations where the
non-native speakers fail to use pragmatic force modifiers even where they would
be beneficial for face-saving purposes, judging from the way the native speakers
use them. This, obviously, raises a question about the extent to which the features
in the learners’ performance might me due to native language influence. The
reason for having parallel sets of IL, L1 and L2 data in the study is to allow a two-
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way comparison of Finnish speakers of English with native speakers of both the
target language and their own native language, and in this section, the non-native
speakers' performance is assessed against the data in Finnish.

6.2.2.1 Opinions

As was pointed out above, the speakers in the NS-NNS data typically conduct the
conversations by expressing their views and opinions of the matters discussed. The
same applies to the NSF conversations as well: they are characterised by the
speakers exchanging opinions. It is, moreover, very usual for the Finnish speakers
to use pragmatic force modifiers when expressing these opinions. A further factor
which makes the Finnish speakers resemble the native speakers of English is that
they often use more than one modifier in an utterance, and they are also skilful in
combining different types of modifiers. The overall impression reflected by their
performance is thus hardly that of directness (see also Nikula 1992). The extract
below is a typical example of multiple modification where speaker S3 combines
within one utterance explicit modifiers of both the epistemic type (mun mielestd 'in
my opinion’, ekki 'maybe’) and the fuzziness indicating type (joku 'some’) and also
uses a strengthening device (aivan 'really’) and implicit modifiers (niinku, siis):*

Example 18

(topic: studying languages)
S2  ..sitd puhumista ei oo koskaan liikaa\
S1  [ei kylld]
S3  [siis-] siis tadlld niinku aktiivinen kielitaito siis he- siis heikkenee mun mielestd,
aivan mielettdmasti
S2  [niin]
S1 [mm, mm]
S3  niinku ehki joku passiivinen sanavarasto karttuu niinku
(you can never have too much spoken language
no that's true
I mean here like your active language skills you know get worse I think, really
enormously
yeah
like maybe the passive vocabulary becomes sort of bigger you know)
(NSF 2/95)

Speaker S3 expresses quite a strong opinion here, which can in itself be
regarded as a threat to the others' negative face in the sense that they might think
differently and they might, therefore, feel offended by the view expressed by S3.
The pragmatic force modifiers, however, help mitigate the impact of the opinion
by implying that the speaker is ready to acknowledge that the others might have
different views. The same applies to the NSF conversations in general: speakers

i It is difficult to translate pragmatic particles from one language to another (see also Kempas

1991).When possible, however, the Finnish pragmatic particles will be translated using English
pragmatic particles, even though their interpersonal functions are not always exactly the same.
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customarily use pragmatic force modifiers to play down the impact of their
opinions. The extract below is a further example of this. The strategic role of
modifiers is clear in this context in which F1, a male speaker, expresses his view
of feminism to his two female coparticipants who have, earlier in the discussion,
clearly indicated their favourable position towards it. Consequently, F1 seems to
take great care in formulating his view so as not to pose a threat to his
interlocutors' face:

Example 19

(topic: feminism)

S1  mid oon niinku sitd mieltd ettd, mun mielestd se on, pitds olla hyva IHMISILLE siis
KAIKILLE, sekd miehille ettd naisille, ei seriitd jos aatellaan et se on hy- hyva
naisille totta kai se voi auttaa niinku KOHOTTAAN naista niinku sieltd jostakin
suosta missd naiset nyt ON, mut et tota, mut ei se niinku auta ettd-, sit ku
monesti feminismissd ON semmone ehkd siind tulee se na- naisen ndkékulma
liikaa

S3  mutmd luulen [ettd-]

S1  [et SEN] takia, saanks sanoa vield vihin [sen] takia ois just hyva ettd ois

S3  [juu]
miehid mukana miehet osaa kattoa asiaa ehkd eri tavalla, siis than niinku siis,
POSITIIVISESSA mielessi eri tavalla, ja ATATTELEE eri tavalla, tuo ehkd uusia
ajatuksia
(you know in my view I think it is ought to mean being good to people all people
both men and women it's not enough if you think that it's good for women of
course it may help like make women rise out of the sort of depths you know where
women are now but that but it doesn'thelp you know and feminism has often sort
of, perhaps the women's viewpoint is too much in focus there
but I suppose that
so that's why- can I still go on a bit that's why it would be good to have men along
as well men can perhaps look at things differently I mean like differently in a positive
sense and they think differently maybe bring up new ideas)

(NSF 2/103)

The way the speakers in the NSF conversations use pragmatic force
modifiers does not, then, support the view of Finnish directness that has often been
offered as a reason for Finnish speakers' lack of pragmatic success when speaking
foreign languages. Karkkadinen (1990:74), for example, suggests that even though
Finnish has ways similar to those of English in which to indicate the degree of
doubt and certainty that speakers have towards what they aresaying, it is possible
“that there is a difference in the degree to which these devices are put to use" and
that in the case of Finnish speakers, "it might be argued that as Finns they aremore
likely to go about their business in a straightforward and 'honest’ way". The
findings in the present study, however, suggest that the undue directness that can
oftenbeen found in Finns' performance when they are speaking English cannot be
attributed to native language influence as such since the strategic use of pragmatic
force modifiers is equally commonplace, if not more so, in the Finnish
conversations as it is in the speech of the native speakers of English.

It seems that suggestions about Finnish speakers' directness are often based
on their performance in a foreign language. Kéarkkdinen and Raudaskoski
(1988:107), for example, analyse simulated encounters between Finnish speakers
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of English and native speakers of English, after which the participants' reactions
to the situation were recorded. They point out that the native speakers of English
often found that the Finns talked in these situations in a very direct and decided
manner. Their claim that "these comments, then, point toward the existence of
some kind of cultural differences between the two parties, and not so much to
deficiencies in the linguistic competence of Finns" suggests that they regard the
Finnish speakers’ performance in English as a reflection of their native culture. This
is put explicitly in a section where Karkkdinen and Raudaskoski (1988:112,
emphasis added) discuss the small number of positive politeness strategies in the
non-native speakers’ performance: "It appears, then, that the results support our
hypothesis of Finnish culture as one that does not stress closeness and intimateness
in interaction through overt linguistic means". Similar conclusions could be drawn
in the present study on the basis of the NS-NNS conversations, in which the
Finnish speakers opt for more direct strategies than their native counterparts when
performing potentially face-threatening acts. Interpreting this directness in the
learners’ speech as a cultural phenomenon becomes problematic, however, wh