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ABSTRACT

According to the predictive coding model of perception, the brain constantly generates predictions of the upcoming sensory inputs. Perception is realised through a hierarchical generative model which aims at minimising the discrepancy between predictions and the incoming sensory inputs (i.e., prediction errors). Notably, prediction errors are weighted depending on precision of prior information. However, it remains unclear whether and how the brain monitors prior precision when minimising prediction errors in different contexts. The current study used magnetoencephalography (MEG) to address this question. We presented participants with repetition of two non-predicted probes embedded in context of high and low precision, namely mispredicted and unpredicted probes. Non-parametric permutation statistics showed that the minimisation of precision-weighted prediction errors started to dissociate on early components of the auditory responses (including the P1m and N1m), indicating that the brain can differentiate between these scenarios at an early stage of the auditory processing stream. Permutation statistics conducted on the depth-weighted statistical parametric maps (dSPM) source solutions of the repetition difference waves between the two non-predicted probes further revealed a cluster extending from the frontal areas to the posterior temporal areas in the left hemisphere. Overall, the results suggested that context precision not only changes the weighting of prediction errors but also modulates the dynamics of how prediction errors are minimised upon the learning of statistical regularities (achieved by stimulus repetition), which likely involves differential activation at temporal-frontal regions.

1. Introduction

Our brain constantly generates predictions of the upcoming sensory inputs. The predictive coding model proposes that successful perception depends on minimising the discrepancy between predictions and the incoming sensory inputs (i.e., prediction errors) via feedback connections (Rao and Ballard, 1999; Friston, 2009; Summerfield et al., 2008; see Clark, 2013 for a review). Cortical responses can be understood as a transient expression of prediction errors (Friston, 2005; Feldman and Friston, 2010).

Notably, prediction errors are scaled depending on the precision (i.e., inverse variance) of the sensory inputs (Friston, 2005, 2009), which quantifies the degree of certainty about the variables (Feldman and Friston, 2010) and can be driven by internal factors such as attention as well as external factors such as the statistical properties of sensory signals (Quiroga-Martinez et al., 2019). Specifically, in a reliable environment where contextual regularity is conspicuous, deviations eliciting prediction errors are weighted more to update predictions because they are informative. Conversely, in a volatile environment where contextual regularity is weak, deviations eliciting prediction errors are weighted less because they are rather imprecise (Clark, 2013; Schröger et al., 2015). Such precision-weighting mechanism would ensure that learning is primarily driven by reliable rather than volatile contexts. This idea was supported by neuroimaging studies showing that non-predicted tones embedded in temporally regular and random contexts are associated with different amounts of cortical activity. For example, electrocorticography (ECoG) research documented a significant difference on higher gamma activity when comparing deviant sounds presented in regular intervals.
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and random intervals (Dürschmid et al., 2016). Importantly, it is not only temporal precision but also spectral precision that can modulate the gain of prediction errors. Manipulation of spectral precision is commonly adopted to reveal the neurophysiological underpinnings of the prediction of “what” happens in the sensory environment (Lange, 2009; Hsu et al., 2013; Barascud et al., 2016; Southwell et al., 2017; Aukstulewicz et al., 2018). Using the oddball paradigm to elicit mismatch negativity (MMN), electroencephalography (EEG) research reported a significant difference on the event-related potentials (ERPs) when comparing deviant sounds embedded in a standard sequence and an equiprobable sequence (Jacobsen and Schroger, 2001; see Naatanen et al., 2005 for a review). The dissociation was also found in the earlier time window such as the N1, which is an electrophysiological indicator for automatic predictive processing (Schafer and Marcus, 1973; Schafer et al., 1981; Lange, 2009; SanMiguel et al., 2013; Timm et al., 2013; Hsu et al., 2014a, 2014b, 2016; see Bendixen et al., 2012 for a review). When compared with predicted sounds, non-predicted sounds embedded in a spectrally regular stream (referred to as mispredicted sounds) are associated with enhanced N1, while non-predicted sounds embedded in a spectrally random stream (referred to as unpredicted sounds) are associated with suppressed N1 (Hsu et al., 2015, 2018). These findings highlighted the necessity to distinguish between prediction errors triggered by a precise spectral prediction that is not fulfilled and prediction errors triggered by an imprecise spectral prediction.

A recent magnetoencephalography (MEG) research further investigated the cortical dynamic of the minimisation of prediction errors in contexts of different precision (Hsu et al., 2019). Minimisation of prediction errors was achieved by stimulus repetition, which is known to result in the extraction of statistical regularities to optimise predictions (i.e., to minimise prediction errors) (Summerfield et al., 2008, 2011). Meanwhile, precision was manipulated via changes in the familiarity of prime tones. Participants listened to repetition of probe tones preceded by familiar prime tones (which elicited prediction errors in a high precision context; referred to as mispredicted condition) and probe tones preceded by unfamiliar prime tones (which elicited prediction errors in a low precision context; referred to as unpredicted condition). It was found that the minimisation of prediction errors was modulated by precision on N2m but not N1m. The absence of dissociation on the N1m came as a surprise. One possible explanation is that the N1m merely reflects the overall reduction of prediction errors regardless of precision weighting; the minimisation of prediction errors only differentiates as a function of precision later in the auditory processing stream. An alternative hypothesis is that the N1m is an expression of precision-weighted prediction errors. The lack of evidence was due to the manipulation of precision (via changes in the familiarity of prime tones) being too subtle for listeners to detect automatically.

To investigate whether the brain can differentially minimise prediction errors as a function of precision at an early stage of the auditory processing stream, here we adopted a more pronounced manipulation of precision in an MEG experiment. Minimisation of prediction errors was operationalised via stimulus repetition as in our previous research. Meanwhile, in order to augment the contrast between mispredicted and unpredicted conditions, precision was manipulated via changes in the orderliness of prime tones based on the experimental design in Hsu et al. (2015), given that stimulus regularity was reported to robustly modulate the neural signatures of predictive (un)certainty (Barascud et al., 2016; Southwell et al., 2017; Aukstulewicz et al., 2018). Specifically, we presented participants with repetition of tone quintets (which consisted of four prime tones and one probe tone). In most cases, a probe tone followed the ascending pattern of primes tones (referred to as predicted condition in Fig. 1A top), which served as a baseline here. Crucially, there were two oddball scenarios when a probe tone was considered non-predicted: a probe tone violating the ascending pattern of prime tones when the listener was more certain of what the next stimulus could be (which triggered prediction errors in a high precision context; referred to as mispredicted condition in Fig. 1A middle) and a probe tone nested in prime tones of no existing pattern when the listener was less certain of the prediction he/she is making (which triggered prediction errors in a low precision context; referred to as unpredicted condition in Fig. 1A bottom). To maintain participants’ attention on the stimuli (which can interact with the prediction mechanism otherwise), we required participants to press a key as soon as they detected a softer tone as a cover task. If the minimisation of prediction errors is modulated by precision, there should be a repetition (1st/2nd presentations) x context (predicted/mispredicted/unpredicted probes) interaction. In particular, the repetition effect of mispredicted and unpredicted probes should differ from each other.

2. Materials and methods

2.1. Participants

23 healthy adults (average age 23; 6 males; 21 right-handed) with no history of neurological, psychiatric, or visual/hearing impairments as indicated by self-report participated in the experiment. Participants gave written informed consent and were paid for participation. Ethical approval was granted by the research ethics committee at National Taiwan Normal University. 2 participants were excluded from data analysis for excessive measurement noise, leaving 21 participants in the final sample (average age 23; 6 males; 19 right-handed).

2.2. Stimuli

14 sinusoidal tones were generated using Sound Forge Pro 10.0 (Sony

Fig. 1. Stimulus and paradigm. A. Repetition of tone quintet in the predicted (top), mispredicted (middle), and unpredicted (bottom) conditions. B. Time course of a trial.
Creative Software Inc.). The duration of each tone was 50 ms (including 5 ms rise/fall times). The frequency of each tone was within the range of 261.626–987.767 Hz, matching the absolute frequency of a series of 14 natural keys on a modern piano (i.e., C4 D4 E4 F4 G4 A4 B4 C5 D5 E5 F5 G5 A5 B5) (Table 1).

From the pool of 14 tones, a total of 500 tone quintets (consisting of four prime tones and one probe tone) were created. In the predicted condition, which comprised 300 tone quintets, the frequency of the four prime tones was ascending in steps of one natural key and the frequency of the probe tone was one natural key higher than the fourth prime tone in the series (e.g., E4-F4-G4-A4-B4). Here, the probe tone followed the ascending pattern (Fig. 1A top). In the mispredicted condition, which comprised 100 tone quintets, the frequency of the four prime tones was ascending in steps of one natural key and the frequency of the probe tone was two natural keys lower than the first prime tone in the series (e.g., E4-F4-G4-A4-C4). Here, the probe tone broke the ascending pattern (Fig. 1A middle). In the unpredicted condition, which comprised 100 tone quintets, the frequency of each tone was determined by random sampling without replacement, with the exception of any continuously rising or falling sequence to avoid the step inertia expectation (e.g., E4-C4-G4-A4-F4). Here, the probe tone cannot be predicted because there was no existing pattern (Fig. 1A bottom).

2.3. Procedures

A total of 5 blocks of 100 trials were presented. A grey fixation cross against black background remained on the screen for the duration of each block (viewed from a distance of 120 cm). In each trial, a tone quintet was presented twice and each tone was separated by a 517 ms stimulus onset asynchrony (SOA). The tones were presented with an intensity of maximum 70 dB (measured in dBC; range 60–70 dB). In each condition, 10 percent of the probe tones in their 2nd presentation were of attenuated loudness by 20 dB to serve as targets for the cover task. To maintain attention on the stimuli, we required participants to press a key as soon as they detected a softer tone (without being informed that 10 percent of the probe tones in their 2nd presentation were of attenuated loudness by 20 dB to serve as targets for the cover task). To maintain participants’ attention on the stimuli, we required participants to press a key as soon as they detected a softer tone (without being informed that targets would only appear at the position of the probe tones in their 2nd presentation). Each trial was followed by a jittered inter-trial interval (ITI) of 1200–1300 ms (Fig. 1B). The whole experiment took around 50 min (i.e., 500 trials x 5970 ms). Presentation (Neurobehavioral Systems, Inc., USA) was used for stimulus presentation. Stimulation was randomised individually for each participant and delivered through a panel speaker situated in front of the participant.

2.4. Data recording and analysis

MEG data was collected using a 306 channel whole-head device (Elekta Neuromag, Finland) in a magnetically shielded room at National Taiwan University. The sampling rate was 1000 Hz. A high-pass filter of 0.1 Hz was used. Continuous head position monitoring was used based on four Head-Position Indicator (HPI) coils, with two at the forehead and two behind the ears. Electro-oculography (EOG) was recorded using electrodes lateral to each eye and above and below the right eye.

Offline, head movements were corrected and external noise sources were attenuated using the temporal extension of the source subspace separation algorithm (Taulu et al., 2005) in the MaxFilter program (Elekta Neuromag, Finland).

After the initial head movement correction, the data was analysed using MNE-Python (0.15) (Gramfort et al., 2013). The MEG signal was resampled at 250 Hz and filtered at 1–40 Hz using a bandpass overlap-add FIR filter (filter direction: zero-phase; transition bandwidth: 1 Hz for high-pass and 10 Hz for low-pass). Then independent component analysis (ICA) using fastICA algorithm (Hyvärinen and Oja, 2000) was applied to remove eye blinks, horizontal eye movements, and cardiac artifacts. Epochs extended from −200 ms to 500 ms relative to the onset of the probe using a 200 ms pre-stimulus baseline. We rejected segments time-locked to targets, segments where a key press occurred for the cover task, and segments with over 4000 ft/cm peak-to-peak values in gradiometers or 4000 ft peak-to-peak values in magnetometers. In order to avoid the confound of difference in signal-to-noise ratio between conditions, trial numbers were equalized to the lowest number across all conditions using the MNE-python function ‘equalize_epoch_counts’ resulting in approximately 80–90 trials per condition for each participant.

In order to determine the P1m, the N1m, and the late time windows, we first identified the peak of P1m and N1m from the sensor-level grand averages of all conditions across sensors, and then defined the P1m time window as ±20 ms around the peak at 64 ms (i.e., 44–84 ms) and N1m time window as ±30 ms around the peak at 118 ms (i.e., 88–148 ms). The late time window (i.e., 152–500 ms) was picked for a more exploratory purpose. In other words, the time windows were selected based on the peak of the respective response independent of conditions. Hereafter, all permutation statistics were performed in time resolved manner separately for the P1m, the N1m, and the late time windows. In order to examine the repetition (1st/2nd presentations) x context (predicted/mispredicted/unpredicted probes) interaction, which would indicate whether the minimisation of prediction errors (manipulated via stimulus repetition) is modulated by precision (manipulated via changes in the orderliness of prime tones), we calculated the difference waves between repeated presentations (i.e., 1st - 2nd presentation) for each context level as inputs for all permutation statistics.

Sensor-level statistical comparisons were carried out using non-parametric permutation statistics with spatial and temporal clustering. The repetition difference waves were exported to BESA Statistics 2.0 for permutation statistics based on ANOVA with three context levels. The analyses were performed on the combined gradiometers (i.e., vector sum of the two gradiometers) because gradiometers are less sensitive to noise than magnetometers. Cluster alpha level was 0.05 and number of permutations was 1000.

Source-level statistical comparisons were carried out in MNE-Python to further examine the origins of effects found in the sensor-level analysis. The MEG data was co-registered to the fsaverage MRI template with three parameter scaling. A boundary element model of the inner skull created from the fsaverage MRI template was used because no individual MRIs were available. The covariance matrix for the depth-weighted statistical parametric maps (dSPM) of the minimum-norm source solutions used the pre-stimulus baseline from the individual epoch. Depth weighting of 0.8 was used with loose dipole orientations. Permutation statistics with spatial and temporal clustering were based on t-tests (MNE-python function ‘spatio_temporal_cluster_1samp_test’) on the repetition difference waves for pairs of context levels. The contrasts between mispredicted and unpredicted probes, mispredicted and predicted probes, as well as unpredicted and predicted probes were conducted separately. Cluster alpha level was 0.05 and number of permutations was 1000.

Table 1

<table>
<thead>
<tr>
<th></th>
<th>C4</th>
<th>D4</th>
<th>E4</th>
<th>F4</th>
<th>G4</th>
<th>A4</th>
<th>B4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency (Hz)</td>
<td>261.63</td>
<td>293.67</td>
<td>329.63</td>
<td>349.23</td>
<td>392.00</td>
<td>440.00</td>
<td>493.88</td>
</tr>
<tr>
<td>Frequency (Hz)</td>
<td>523.25</td>
<td>587.33</td>
<td>659.26</td>
<td>698.46</td>
<td>783.99</td>
<td>880.00</td>
<td>987.77</td>
</tr>
</tbody>
</table>
3. Results

Fig. 2 shows the sensor-level grand averages of the predicted, mispredicted, and unpredicted conditions over representative left and right temporal channels.

3.1. P1m time window (44–84 ms)

3.1.1. Sensor-level analysis

Permutation statistics in the P1m time window showed a main effect of context for the repetition difference waves, indicating a significant repetition x context interaction (p = 0.005, cluster time points 44–84 ms). Post hoc pairwise ANOVA between three context levels further showed that the repetition difference waves differed between mispredicted and unpredicted probes (p = 0.005, cluster time points 44–84 ms) with the spatial clustering of the channels suggesting a right lateralization of the effect. Meanwhile, the repetition difference waves differed between mispredicted and predicted probes (p < 0.001, cluster time points 44–84 ms) with the spatial clustering of the channels suggesting a right lateralization of the effect but not between unpredicted and predicted probes (Fig. 3A left).

To further examine the direction of repetition effect in each context level, permutation statistics based on t-tests were performed as post hoc analyses. Significant repetition effect was found in predicted probes (repetition enhancement in 2 clusters: p = 0.005, cluster time points 44–84 ms and p = 0.036, cluster time points 44–64 ms) and mispredicted probes (repetition enhancement: p < 0.001, cluster time points 44–84 ms) but not in unpredicted probes (Fig. 3A right).

3.1.2. Source-level analysis

The source-level analysis failed to find statistically significant effect between mispredicted and unpredicted probes. However, the rest of the findings converged with the sensor-level results. There was a statistically significant effect between the mispredicted and predicted probes with the cluster having two foci, one in the Sylvian fissure and the other in the posterior temporo-parietal area in the right hemisphere but not between unpredicted and predicted probes (Fig. 3A lower).

3.2. N1m time window (88–148 ms)

3.2.1. Sensor-level analysis

Permutation statistics in the N1m time window showed a main effect of context for the repetition difference waves, indicating a significant repetition x context interaction (p = 0.002, cluster time points 96–148 ms). Post hoc pairwise ANOVA between three context levels further showed that the repetition difference waves differed between mispredicted and unpredicted probes (p = 0.017, cluster time points 44–84 ms) with the spatial clustering of the channels suggesting a left lateralization of the effect. Meanwhile, the repetition difference waves differed between mispredicted and predicted probes (p < 0.001, cluster time points 96–148 ms) with the spatial clustering of the channels suggesting a left lateralization of the effect but not between unpredicted and predicted probes (Fig. 3B left).

To further examine the direction of repetition effect in each context level, permutation statistics based on t-tests were performed as post hoc analyses. Significant repetition effect was found in predicted probes (repetition enhancement: p < 0.001, cluster time points 104–144 ms)

Fig. 2. A. Channel location schematics. The circles mark the representative left (M152X, M024X) and right (M264X, M133X) temporal channels. The notation X is used to indicate the vector sums of the two orthogonal gradiometers at each channel location (e.g., M152X represents the vector sums of left temporal channels M1521 and M1522, M264X represents the vector sums of right temporal channels M2641 and M2642). B and C. Sensor-level grand averages of the predicted, mispredicted, and unpredicted conditions over representative left and right temporal channels, displayed as overlaid (in B) and separated (in C). Vertical lines mark the onset of the probe. The three transparent boxes respectively mark the P1m (44–84 ms), the N1m (88–148 ms), and the late time windows (152–500 ms). Vertical scale is 10 fT/cm per mark. Horizontal scale is 100 ms per mark.
and mispredicted probes (repetition suppression: \( p < 0.001 \), cluster time points 96–148 ms) but not in unpredicted probes (Fig. 3B right).

3.2.2. Source-level analysis

The source-level results converged with the sensor-level results, showing a statistically significant effect between mispredicted and unpredicted probes. Specifically, we found a cluster extending from the frontal areas to the posterior temporal areas in the left hemisphere. Similar to the sensor-level results, there was a statistically significant effect between the mispredicted and predicted probes with a cluster extending from the frontal areas to the posterior temporal areas in the left hemisphere but not between unpredicted and predicted probes (Fig. 3B lower).

3.3. Late time window (152–500 ms)

Permutation statistics in the later time window did not show any significant effect. Therefore, further statistical analysis was not performed.

3.4. Additional analysis on tone frequency effect

The current study maintained a fixed frequency range from which the tone quintets were constructed (261.626–987.767 Hz), which led to an inevitable imbalance in the average frequency of tones between conditions here (i.e., predicted > unpredicted > mispredicted). In order to exclude the possibility that the reported effects of interest were due to tone frequency effect, we contrasted neuronal responses to tones of highest and lowest frequencies via sensor-level statistical comparisons using non-parametric permutation statistics with spatial and temporal clustering. There were significant differences between the two tones (P1m: \( p < 0.001 \), cluster time points 44–84 ms; N1m: \( p < 0.001 \), cluster time points 88–136 ms), with maximal difference over the bilateral temporal areas at the end of the P1m time window and from the beginning of the N1m time window. Specifically, neuronal responses were larger to tones of highest than lowest frequencies. The pattern was opposite to what was found in the P1m and N1m time windows, where mispredicted condition (where the average frequency was the lowest) elicited the largest neuronal responses (Fig. 2C). Therefore, the observed
differences between conditions cannot be attributed to tone frequency effect.

4. Discussion

The current study used MEG to examine the neuronal underpinnings of the minimisation of prediction errors in context of different precision. The minimisation of prediction errors was operationalised via stimulus repetition. Meanwhile, precision was manipulated via changes in the orderliness of prime tones based on the experimental design in Hsu et al. (2015), given that stimulus regularity was reported to robustly modulate the neural signatures of predictive (un)certainty (Baraschud et al., 2016; Southwell et al., 2017; Aukstulewicz et al., 2018). Specifically, we presented participants with repetition of predicted probes and two non-predicted probes embedded in context of high and low precision, namely mispredicted and unpredicted probes. While mispredicted probes came after four primes arranged in ascending pattern, unpredicted probes came after four primes determined by pseudorandom sampling where there was no existing pattern.

We reported the novel finding that the minimisation of precision-weighted prediction errors started to dissociate on early components of the auditory responses. In the P1m time window, the minimisation of mispredicted and unpredicted errors diverged over right temporal regions. This was due to the fact that repetition of mispredicted probes elicited neuronal enhancement (mainly over right temporal regions) whereas repetition of unpredicted probes did not modulate neuronal responses. In the N1m time window, the minimisation of mispredicted and unpredicted errors diverged over left temporal regions. This was due to the fact that repetition of mispredicted probes elicited neuronal suppression (mainly over left temporal regions) whereas repetition of unpredicted probes did not modulate neuronal responses. The dissociation was further supported by the findings that the repetition difference waves differed between mispredicted and predicted probes but not between unpredicted and predicted probes in both P1m and N1m time windows. Notably, the current study is different from previous research reporting the brain’s capacity to model the auditory context in the MMN (e.g., Schröger and Wolff, 1996; Bendixen et al., 2008), which is by default a difference wave. Meanwhile, while the MMN literature nicely explored the distinction between deviant sounds embedded in a standard sequence and an equiprobable sequence (Jacobsen and Schröger, 2001; see Näätänen et al., 2005 for a review), which resembled our manipulation of context precision, there was little attempt to track how such dissociation might develop as listeners learn to extract new structures in the auditory environment through stimulus repetition. In contrast, the current study was designed to look into this issue. Importantly, our results extend the notion in the predictive coding model of perception that context precision can adjust the weighting of prediction errors (Friston, 2005, 2009; Feldman and Friston, 2010; Schröger et al., 2013; Hsu et al., 2015, 2018). Specifically, we demonstrated that context precision can also influence the dynamics of how prediction errors are minimised upon the learning of statistical regularities (achieved by stimulus repetition), as the minimisation of mispredicted and unpredicted errors seems to recruit distinct networks.

In general, the earliest component that is consistently modulated by the prediction mechanism in adults is the N1m. Here we demonstrated a previously unreported earlier modulation of context precision on the P1m. P1m (and its electrical counterpart P1) is considered an obligatory component of auditory response. Its amplitude was reported to substantially suppress when paired stimuli were presented (Waldo and Freedman, 1986; Dolo et al., 2001). This was thought to reflect the mechanism of sensory gating, which filters out redundant information to prevent overloading the limited capacities of higher-order stages in auditory processing. While the general controllers of P1m were localised at the lateral portion of Heschl’s gyrus (EEG: Liegois-Chauvel et al., 1994; MEG: Pelizzzone et al., 1987; Reite et al., 1988; Makela et al., 1994; Edgar et al., 2003; see Eggermont and Ponton, 2002 for a review), the major source contributing to the sensory gating was localised at the frontal lobes (EEG: Korzyukov et al., 2007; EEG: Knott et al., 2009; Weisser et al., 2001), suggesting that temporal-frontal interaction is required to work in concert to produce sensory gating (Grunwald et al., 2003). Intriguingly, our finding is in contrast with the literature on sensory gating. Specifically, repetition of mispredicted probes elicited P1m enhancement mainly over right temporal regions, whereas repetition of unpredicted probes failed to elicit significant effect. One mechanism underlying the presence and absence of repetition enhancement (rather than repetition suppression) for mispredicted and unpredicted probes might be related to auditory trace formation. It was reported that P1m increased with the number of standard stimulus repetition in the oddball paradigm (i.e., repetition positivity: Haenschel et al., 2005; Baldeweg, 2007), which likely represents sensory memory formation in the auditory cortex. It is possible that auditory trace formation is more efficient in high than low precision context. Another candidate mechanism is attention. Although P1m was long considered a preattentive component in information processing, there was evidence that selective attention could enhance the P1m (Giuliano et al., 2014). Therefore, it might be that repetition of mispredicted probes attracted more attention than repetition of unpredicted probes. This would mean to say that more attention is allocated to the processing of prediction errors embedded in high than low precision context.

On the other hand, N1m is thought to represent a distinct aspect of auditory information processing. The sources of the N1m are shown in the auditory cortices near planum temporale (Picton et al., 2000; Ponton et al., 2002), which is close to sources of the P1m (Yvert et al., 2005). It is believed that N1m (and its electrical counterpart N1) reflects multiple processes of signalling changes in the auditory environment (Näätänen and Picton, 1987; Crowley and Colrain, 2004). Previous research on the N1m refractory properties already documented that repeated stimuli led to suppressed activity (Näätänen and Picton, 1987; Budd et al., 1998; Jääskeläinen et al., 2004; Grau et al., 2007; Boutros et al., 2011; Recasens et al., 2015). Mounting evidence further supports the idea that N1m indicates the operation of an internal predictive mechanism, as expected stimuli also led to suppressed activity, possibly signalling the reduced prediction errors (Schafer and Marcus, 1973; Schafer et al., 1981; Lange, 2009; Todorovic et al., 2011; Todorovic and de Lange, 2012; SanMiguel et al., 2013; Timm et al., 2013; Hsu et al., 2014a, 2014b, 2016). Here we found that repetition of mispredicted probes elicited N1m suppression mainly over left temporal regions, whereas repetition of unpredicted probes failed to elicit significant effect. The mispredicted-unpredicted dissociation provides further evidence that the minimisation of prediction errors is context-dependent.

The results of sensor-level analyses were confirmed and extended in source-level analyses. Permutation statistics conducted on the dSPM source solutions of the repetition difference waves indicated that the context-dependent minimisation of prediction errors involves temporal-frontal activation. Specifically, in the N1m time window, contrast between mispredicted and unpredicted probes revealed a cluster extending from the frontal areas to the posterior temporal areas in the left hemisphere. However, the mispredicted versus unpredicted contrast at the P1m time window was significant at the sensor-level but not at the source-level. This could be due to the sensor-level analyses using information only from the combined gradiometers while the source reconstruction was based on both gradiometers and magnetometers. Further, the amount of spatial information feeding into the clustering was much larger for the source-level analyses which might increase the likelihood of a null finding.

Interestingly, the repetition of predicted probes (which served as a baseline condition) was associated with enhancement of P1m and N1m (at left temporal region). At first glance, it seems contradictory to a large body of literature concerning repetition suppression on early components of the auditory responses (P1m: Waldo and Freedman, 1986; Dolo et al., 2001; N1m: Näätänen and Picton, 1987; Budd et al., 1998; Jääskeläinen et al., 2004; Grau et al., 2007; Boutros et al., 2011; Recasens et al., 2015).
However, given that predicted probes were the fifth tones following the ascending pattern in each trial here, it is not really surprising that there was little prediction error to begin with (i.e., floor effect). Meanwhile, it was reported that recurrent presentation of predicted tones could trigger enhanced auditory responses (P1/P1m: Haenschel et al., 2005; Baldegeweg, 2007; N1/N1m: Hsu et al., 2016), which might be due to sparser stimulus representation (Desimone, 1996; Wiggs & Martin, 1998), escalating learning function (Karhu et al., 1997), and heightened global expectation. The floor effect combined with one or more of these factors might account for our finding of enhanced P1m and N1m for the repetition of predicted probes. It is noteworthy that repetition enhancement is also a well-documented phenomenon in functional magnetic resonance imaging (fMRI) studies (Henson et al., 2000; Fiebach et al., 2005; Gagnepain et al., 2008; Soldan et al., 2008; Müller et al., 2013; Subramaniam et al., 2012), which might be related to stimulus recognition, network formation, and memory retrieval (see Segaert et al., 2013 for a review).

Overall, the current study shows that the minimisation of precision-weighted prediction errors can be dissociated at relatively early stage of the auditory processing stream. Context precision not only changes the weights of prediction errors but also modulates the dynamics of how prediction errors are minimised upon the learning of statistical regularities (achieved by stimulus repetition), which likely involves differential activation at temporal-frontal regions.
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