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This master’s thesis examines Google Trends ability to nowcast Germany and Finland’s 
economic growth, i.e. gross domestic product (GDP). Nowcasting aims to forecast the cur-
rent economic situation. Google Trends data reflects the popularity of different Google 
searches. Early studies found that Google Trends can generate accurate forecasts for var-
ious economic variables, many of which are related to GDP. In this regard, Götz and 
Knetsch (2019) used Google Trends data to nowcast Germany’s GDP. GDP is an important 
economic variable that is published quarterly and has a significant publication delay. 
However, economic changes can occur quickly and suddenly. Therefore, it is important 
to obtain up-to-date information about the current economic situation. 
        In addition to Google Trends data, this study uses Germany and Finland’s consumer 
confidence data as a benchmark. This master’s thesis follows Götz and Knetsch’ (2019) 
study closely and selects similar initial search categories. A large number of initial search 
categories causes the problem of high dimensionality. This thesis solves the problem by 
using both dimension reduction and variable selection methods. The master’s thesis an-
swers to the research topic by creating a nowcasting exercise that attempts to simulate a 
real-life nowcasting situation. Exercise will include multiple nowcasting models, which 
this thesis examines with their root mean square errors and figures.   
        According to the results of this master’s thesis, the most accurate model for a broad 
Google category model was the “News” model. The models were also examined in sub-
category levels. The “Banking” model was the most precise subcategory model in Finland. 
In Germany, however, the “Vehicle Shows” category was the most accurate subcategory. 
Overall, Google models perform significantly better in Germany than in Finland, where 
consumer confidence data provided very accurate predictions. Moreover, the thesis eval-
uated leading models with a leave-one-out cross-validation method, which confirmed 
previous results, i.e. in both countries, the consumer confidence was the leading model. 
Furthermore, Donadelli (2015) found that Google searches had a relationship with policy-
related uncertainty. This study did not find a similar relationship.  
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1 INTRODUCTION 

Government’s statistics agencies publish economic statistics with a significant de-
lay. For example, Statistics Finland publishes Finland’s gross domestic product 
quarterly, at best (Statistics Finland, 2019b). This causes two-month publication 
delay after the end of the quarter. However, changes in economic conditions can 
happen swiftly and suddenly. Therefore, it is in policymakers and central banks’ 
interests to have more timely statistics on the current economic situation. 

Nowcasting attempts to forecast macroeconomic variables even months be-
fore their initial publishing (Koop & Onorante, 2013). Nowcasting is not trying to 
forecast the future; instead, it is trying to predict the present economic situation 
(Choi & Varian, 2012). One can also consider nowcasting models as providing 
predictions about the very near past and future (Bańbura, Giannone, Modugno, 
& Reichlin, 2013, 196). To create these nowcasting forecasts, nowcasting models 
demand more timely data sources, i.e. monthly, weekly or daily data.  

One of the timeliest sources is unstructured data called “Big data”, which 
is generated among other things from extensive internet usage. Nowadays more 
and more people have a device, for example, a mobile phone, which they can use 
to access the internet. In 2004, 1.7 billion people had a cellular subscription, and 
in 2016, subscriptions had increased to over 7.6 billion (World Bank, 2019b). 
These developments in mobile devices have increased the amount of the world’s 
population, which have access to the internet. World Bank estimates that in 2016, 
46 % of the world’s population had access to the internet when in 2004; the esti-
mate was just 14 % (World Bank, 2019a). 

Moreover, internet access has improved substantially also in European coun-
tries. In 2007, 55 % of European household had access to the internet. Later in 
2016, the share had increased to 85 %. The EU-Member countries with the most 
substantial internet access were Netherlands and Luxembourg, with 97 % of 
households having access to the internet (Eurostat, 2018). These statistics paint 
the picture that the internet has become a regular part of our daily lives.  

One of the popular uses of the internet is searching for information, for 
example, searching for appropriate housing, booking hotels, buying products 
and even for dating. Eurostat survey estimates that 80 % of European internet 
users aged 16– 74 have used it for searching for information (Eurostat, 2018). 
Therefore, one of the most notable big data sources generated by Google searches. 
Google search engine, developed by Google LLC, is the most used internet search 
engine in the world (Statista, 2018).  

In 2010, Google LLC revealed that the Google search engine was proving 
over a billion searches per day (Google, 2010). It is safe to assume that these 
searches have only increased to this day; consequently, this has created one of 
the world’s largest databases. Fortunately, Google LLC has made this vast data-
base publicly available. Since 2004, Google LLC has published their search data 
on its Google Trends website1.  

 
1https://trends.google.com 
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Google Trends data are available in a quite extensive form since Google publishes 
search data weekly and daily in real-time. Additionally, the user can specify the 
data by country and in some cases, even in the municipality level. (Google, 2019a; 
Choi and Varian, 2012.)  

Econometric literature has extensively studied Google Trends data’s po-
tential abilities, and the early results have been quite promising. Google Trends 
data has been able to nowcast such macroeconomic variables as unemployment 
and consumption. Furthermore, it has also been used to nowcast travelling, car 
sales and even the financial markets.  

However, studies using Google Trends data for nowcasting countries eco-
nomic growth, i.e. gross domestic product (GDP), are relatively rare. Even 
though GDP is one of the most used a macroeconomic variable in economic re-
search. Therefore, it is of great importance to predict the current and near-future 
GDP. Earlier studies have also found Google Trends data improving model’s pre-
diction accuracy in different sectors of the economy, for example, travelling and 
automobiles. GDP includes the output of these industries; hence, Google Trends 
could also be used to nowcast the country’s GDP. Moreover, GDP is a very influ-
ential economic variable; thus, even a small improvement nowcasting accuracy 
could lead to considerable economic benefits.   

It also seems that nowcasting literature has finally started to study the use 
of Google Trends to predict GDP. In 2019, Götz and Knetsch (2019) published the 
first known study in which, they investigated Google Trend data’s ability to now-
cast German GDP using bridge equation models. According to their results, 
Google Trend variables provide additional information for long and mid-term 
GDP forecasts. (Götz & Knetsch, 2019, 53–54.)  

Another study by Ferrara and Simoni (2019) found that Google Trends 
variables provide useful information for the first four weeks of the forecasting 
period. On the contrary to previous results, this suggests that Google Trends data 
is especially valuable for the short-run forecasts. These results present quite pic-
ture mixed about the Google Trends data’s abilities to nowcast the country’s GDP 
growth. Therefore, it would be interesting to shed new light into this discussion 
and study if Google Trends data is any good in nowcasting a country’s GDP 
growth.  

For a more comprehensive analysis, this master’s thesis uses two different 
countries to examine Google Trends nowcasting ability. The first country is Ger-
many, which is akin to earlier studies, i.e. Götz & Knetsch (2019), Ferrara, and 
Simoni (2019). In this thesis, Germany also represents a large open economy that 
has a wide arrange of different industries.  

The second country where this thesis examines Google Trends is Finland, 
which represents a small and even more open economy. In addition, Finland is a 
relevant country to study this matter because it has one of the highest internet 
access in Europe (Eurostat, 2018). It also estimated that Finnish residents are us-
ing the internet even more often (Statistics Finland, 2016). This extensive internet 
use should produce interesting search data, which in turn, this thesis applies for 
its research.   
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More strictly, this master’s thesis studies whether Google Trends data provides 
sound nowcasting forecasts for both Germany and Finland’s economic growth, 
i.e. gross domestic product (GDP). This thesis is not trying to find a causal rela-
tionship between Google Trends data and GDP. Instead, the focus is to examine 
whether Google Trends data could produce additional information concerning 
the current economic conditions. This thesis also compares Google Trends data 
to consumer survey data, which enables a more precise and robust examination.  

Explicitly stated, this study assumes that Google Trends data is a proxy for 
peoples’ interest in durable goods. For example, the more searches there are for 
Autos & Vehicles the consumers are signalling higher willingness to buy new 
cars and trucks. This increased consumption leads to increases in economic 
growth, as the automobile industry is a part of the GDP.  

The master’s thesis has the following structure. The first chapter provides 
an introduction and motivation to the research theme. The second chapter is a 
literature review of previous studies regarding nowcasting and studies that have 
examined Google Trends data. After that, the third chapter describes the thesis 
data series that include official GDP statistics, consumer confidence statistics and 
Google Trends data.  

Forth chapter illustrates the research methods that this thesis used. Google 
Trends data was highly dimensional, i.e. it included a large number of variables. 
Therefore, this thesis used dimension reduction and shrinkage methods. This 
thesis also conducted nowcasting exercise to study Google Trends data’s fore-
casting abilities. Nowcasting exercise was estimated in pseudo-out-of-sample to 
simulate real nowcast situation. The results of these estimates are in the subse-
quent chapter five. The final chapter concludes this thesis and presents some sug-
gestions for further studies.  
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2 LITERATURE REVIEW 

This literature review intends to provide a concise overview of nowcasting, 
Google Trends literature and present new studies regarding Google Trends use 
in nowcasting GDP. The literature review begins with an introduction to the 
nowcasting theorem and Google Trends data’s potential benefit to it. The subse-
quent section provides a brief examination concerning the Google Trends data 
studies and their progression. Finally, this literature review discusses new stud-
ies that have inspected Google Trends abilities to nowcast GDP growth.  

2.1 Nowcasting 

The nowcasting literature started with simple models nowcasting quarterly var-
iables using monthly data series. Trehan (1989) used a bridge equation model to 
nowcast the United States gross national product (GNP). In other words, Trehan 
(2019, 42–43) predicted first the selected monthly variables, for example, indus-
trial production and then the quarterly GNP. Rünstler & Sedillot (2003) applied 
similar types of bridge models for the Euro area’s countries. More strictly speak-
ing, they attempted to nowcast Euro areas quarterly GDP growth using multiple 
monthly data series (Rünstler & Sedillot, 2003).  

However, Evans’ (2005) study was a significant turning point for the now-
casting literature because it was one of the first to estimate both the United States 
short-term GDP growth and level. More importantly, Evans’ (2005) statistical 
model considered that information regarding GDP becomes available at different 
periods. Since information sets are available in different time periods, there are 
missing observations in some periods, which leads to an unbalanced data set. The 
nowcasting literature calls this the ragged-edge database problem (Giannone, 
Reichlin & Small, 2008).   

Rünstler & Sedillot (2003) had previously modelled missing observations 
through different time series models. But Evans (2005) had a new innovative so-
lution. To solve the issue, Evans (2005) applied the Kalman filter, which provides 
estimates for the missing observations. With the Kalman filter, Evans (2005) esti-
mated the model with 19 different macroeconomic variables regarding GDP 
growth. However, in practice, short-term forecasters use even larger information 
sets and variables. For example, the Bank of Finland uses 48 different variables 
for nowcasting Finland’s GDP (Itkonen & Juvonen, 2017). 

With this number of variables, Evans’ (2005) model could lead to over-
fitting, i.e. variables would start to weaken the model’s forecasts. A large number 
of model variables would also increase Evans’ (2005) model’s estimation uncer-
tainty. Consequently, Giannone, Reichlin & Small (2008) refined Evans’ (2005) 
model by presenting a new dynamic factor model (DFM). This new DFM based 
on an earlier study by Doz, Giannone & Reichlin (2006).  
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In any case, Giannone, Reichlin & Small (2008) DFM allows for an even more 
significant number of information sets, i.e. variables. For this reason, the dynamic 
factor model has been quite popular among central banks, e.g. the Federal Re-
serve Bank of New York. 

 Giannone et al. (2008) dynamic factor model has a two-part structure. 
First, the multiple information sets are reduced to a common factor by a principal 
component analysis (PCA). According to Giannone et al. (2008), PCA provides 
adequate approximations about the optimal model, and it does not lead to over-
parametrization. In other words, PCA uses variables information efficiently.  

The second part applies the Kalman filter, which is trying to estimate the 
missing observations. With these specifications, Giannone et al. (2008) were able 
to present a model that included multiple variables that were possible to insert 
in different periods. In other words, it was possible to include new variables as 
soon as their data was available. 

 Giannone et al. (2008) model’s results suggested that the more infor-
mation sets where added; the more precise their model’s forecasts were. This out-
come recommends using as many information sets as possible and principal com-
ponent analysis for limiting the model’s overfitting. In addition to the dynamic 
factor model, Giannone et al. (2008) proposed a formal representation for the 
nowcasting’s ragged-edge database problem. It had the following characteristics. 
 

𝑃𝑟𝑜𝑗𝑒𝑐𝑡𝑖𝑜𝑛 [𝑦𝑞|Ω𝑣
𝑛]  

 
Equation 1: Nowcasting GDP growth 
 
Nowcasting projection for given quarters 𝑞 GDP growth 𝑦 is dependent on the 
information set Ω, which is published on a monthly basis 𝑣. Because the dynamic 
factor model typically contains various variables, it also includes multiple se-
ries 𝑛. (Giannone et al., 2008.) 
 Giannone et al. (2008) assume that information set Ω𝑣

𝑛 consists of two se-
ries  [Ω𝑣

𝑛1, Ω𝑣
𝑛2] . Information series Ω𝑣

𝑛1  is available with a one-month lag. The 
other series Ω𝑣

𝑛2  possess higher publishing frequency; therefore, it is available 
without lag. (Giannone et al., 2008.) Another way of examining these two-infor-
mation series is to define them as “hard” and “soft” information sets.  

Hard information is typically directly measurable data, for example, in-
dustrial production (Götz and Knetsch, 2019). Hard information series are pro-
duced by government agencies that are under strict policies and fixed publishing 
schedule. Moreover, their statistics releases are difficult to accelerate since gov-
ernment statistics agencies collect data from multiple companies and other gov-
ernment agencies, for example, tax administrations. To ensure high-quality data, 
government agencies employ rigorous quality control methods and revisions 
(Statistics Finland, 2007). However, these methods are quite time-consuming.  

Soft information relates to survey or sentiment data, for example, con-
sumer confidence data. This soft information is projecting consumers’ sentiment 
regarding the economic situation. This type of information is usually less time 
consuming to publish since it is possible to collect it directly from interviews. 
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Therefore, soft information provides more timely statistics than hard information. 
(Bańbura, Giannone, Modugno, & Reichlin, 2013; Götz and Knetsch, 2019.) Be-
cause of its timeliness, nowcasting literature has extensively studied soft infor-
mation’s abilities.  

Giannone et al. (2008) found that survey data had a significant impact on 
the GDP in-sample forecasts. Later Bańbura and Rünstler (2011) confirmed that 
survey data could provide additional information regarding GDP growth when 
there is no official hard information available. Hence, more timely soft infor-
mation may produce early signals concerning the future GDP growth.  

Consequently, the particular quest has been to find sound and appropriate 
soft data sources, i.e. alternatives for survey and sentiment data. One possible 
alternative to these traditional data sources is to use Google Trends data. Google 
Trends data is available in real-time, and it is quite easy to collect.  

In addition, as more individuals are using the internet searches, it covers 
impressively large population. However, because Google Trends data is the 
property of Google LLC, they can adjust it, as they want. Furthermore, Google 
Trends data’s range is still relatively limited; hence, extensive analysis concern-
ing the long-term economic conditions is difficult to conduct. Despite these short-
comings, early studies seem to support Google Trends data’s role as a notewor-
thy data source.  

Some of these studies suggest it is able to generate as accurate statistics as 
the survey data (Donadelli, 2015; Della Penna & Huang, 2009). Google Trends 
has also been found to produce somewhat favourable initial nowcasting results 
(Götz & Knetsch, 2019; Vosen & Schmidt, 2011). More on these and other related 
Google Trends studies in the following subchapter, which provides a brief over-
view of Google Trends literature.  

2.2 Studies using Google Trends data 

The use of internet search data in economic literature started from Ettredge, 
Gerdes and Karuga (2005) study, where they used it to predict the unemploy-
ment rate in the United States. They argued that by using internet searches, indi-
viduals expose information regarding their desires, interests and worries. Results 
suggested that even limited internet search data had a significantly positive rela-
tion to the unemployment rate (Ettredge et al., 2005). At the same time, other 
fields also started to use internet search data in their research. For example, 
Cooper et al. (2005) used it in a cancer-related study.  
 Ginsberg et al. (2009) were the first to use specifically Google search data 
in scientific research, in which they tried to track influenza illness in the United 
States. However, economic nowcasting started using Google Trends, when Choi 
and Varian (Choi & Varian, 2009a; Choi & Varian, 2009b) published their first 
Google Trends research papers.  
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Choi and Varian combined these early studies in their 2012 paper, in which they 
studied Google Trend data’s ability to predict the current unemployment claims, 
consumer confidence, travelling, and car sales (Choi & Varian, 2012).  

Choi and Varian (2012) had positive results on Google Trends data’s abil-
ity to predict unemployment claims. Choi and Varian found that Google Trend 
data implemented models were able to identify a few turning points in the series 
(Choi & Varian, 2012, 5–6). Furthermore, time series models have known issues 
predicting turning points from the data, e.g. Hamilton (2011). Pinpointing these 
turning points is important because, with sound information regarding the cur-
rent economic situation, policymakers can use the appropriate policy tools.  

However, one can question the robustness of these results. Firstly, Choi & 
Varian (2012) unemployment model’s estimation period was relatively short as 
it ranged from 2004 to 2011. With survey data, short-term forecasters can use 
more extended estimation periods. Secondly, the study’s benchmark model was 
a simple AR-1 (Choi & Varian, 2012, 5). 

In other words, the benchmark model included only the lag values of un-
employment claims. With this model specification, the comparison is not reliable 
as more variables typically produce additional information. For a more decisive 
analogy, Choi and Varian (2012) could have used survey data as a benchmark for 
the Google Trends data.  

Nevertheless, these results led to further studies using Google Trends data 
to predict countries unemployment rate. D’Amuri and Marcucci (2009) analyzed 
an impressive amount of times series models in their research concerning the 
United States unemployment rate. Moreover, they created a new Google Index 
indicator by using the search term “jobs”. D’Amuri and Marcucci (2009, 17–19) 
compared these Google Index models to survey data models. Results indicated 
that Google Index augmented models were the most accurate in predicting the 
United States unemployment rate (D’Amuri & Marcucci, 2009, 19–20).  

There have also been numerous studies with international Google Trends 
data. Suhoy (2009) studied Israel’s Google Trends data and found that it provides 
useful information about the current economic situation and especially concern-
ing the current unemployment rate. Askitas and Zimmermann (2009) used Ger-
man Google searches and discovered strong evidence that searches were able to 
explain the German unemployment rate.  

Tuhkuri (2014) examined whether models with Finnish Google search 
data models could explain the Finnish unemployment rate. According to Tuhkuri, 
models that were using Google search data outperformed traditional time series 
models. He also found that Google search data models were especially helpful in 
identifying turning points in the unemployment rate. (Tuhkuri, 2014, 20.)  

Anttonen (2018) studied Euro areas unemployment rate with advanced 
Bayesian vector autoregressive (BVAR) model. Antonen (2018) also analyzed 
BVAR using Google search data similar to Tuhkuri (2014). Google search data 
did not seem to improve initially efficient BVAR model (Anttonen, 2018, 18–19). 
Anttonen (2018, 21) argues that this was because the first principle component 
did not capture enough information regarding Google search data.  
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Like unemployment claims, Choi and Varian (2012) also had favorable results for 
consumer confidence. They used Google Trends data to forecast Australian con-
sumer confidence and found that it over-performed the baseline (AR–1) model 
(Choi & Varian, 2012, 7–8).  

Similar to Choi and Varian’s (2012) paper, there are also other related stud-
ies examining Google Trends ability to nowcast consumer confidence. Della 
Penna and Huang (2009) constructed a consumer confidence index using Google 
Trends data. They found a strong correlation between their consumer confidence 
index and two major survey-based indexes, which were the Conference Board 
Confidence Index (CCI) and the University of Michigan Consumer Sentiment In-
dex (MCSI) (Della Penna & Huang, 2009).  

Vosen and Schmidt (2011) analyzed whether Google Trends data could 
nowcast private consumption in the United States. Their results suggest that 
Google search data is more accurate in explaining private consumption than the 
CCI and MCSI indexes (Vosen & Schmidt, 2011, 12). One possible explanation for 
this result is that survey-based indicators are not able to capture the actual con-
sumption. In turn, they measure only the expected consumption. However, 
Vosen & Schmidt (2011, 12) note that their study’s estimation period was rela-
tively short, i.e. ranging from 2005 to 2009. Later, Vosen & Schmidt (2012) ex-
tended Google Trends consumption research to Germany, where they found sim-
ilar results.  

Likewise, Kholodilin, Podstawski and Siliverstovs (2010) studied Google 
Trend data’s ability to nowcast the United States private consumption. In addi-
tion to the MSCI and CCI indexes, Kholodilin, Podstawski and Siliverstovs used 
financial market variables that included different types of interest rates and the 
S&P 500 stock market index. Results showed that Google Trend data augmented 
model is indeed able to forecast private consumption in the United States. At the 
same time, traditional survey and sentiment data were able to produce similar 
forecasting results. (Kholodilin et al., 2010, 13–14.) 

Numerous other consumer-related studies have used Google Trends data 
in their nowcasting models. Choi and Varian (2009b) examined Google Trends 
ability to predict home sales in the United States. Models that included the 
Google Trends data model had significantly better forecasts than the model with-
out them (Choi & Varian, 2009b, 13). Similar to earlier studies, Choi and Varian’s 
(2009b) estimation period were quite short, and models were rather simplistic.   

Regardless, Choi and Varian’s (2009b) paper encouraged additional now-
casting studies to use Google Trends for predicting housing markets. Wu and 
Brynjolfsson (2015) studied the United States housing market in national and 
state level. They argue that because there is no strategic or bargaining situation 
involved when searching for information, internet searches could be “honest sig-
nal” for consumer’s preferences and interests (Wu & Brynjolfsson, 2015, 90; Pent-
land, 2010). In other words, internet searches could reveal consumers’ underlying 
behavior. Wu & Brynjolfsson (2015) results suggest that Google Trends data is 
associated with future house prices and sales.  
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There are also few studies for European housing markets. McLaren and Shan-
bhogue (2011) compared Google Trend data augmented models to models with 
official statistics in the United Kingdom’s housing market. McLaren and Shan-
bhogue (2011, 135) also emphasize Google data’s real-time limitations as the 
search terms are not in absolute numeric form.  

In this case, searches are a random sample of all searches. This kind of 
random sampling can cause real-time search results to vary on consecutive days. 
Moreover, this can be particularly problematic with less popular search terms. 
(McLaren and Shanbhogue, 2011, 135.)  

They report that models with Google Trends variables led to lower pre-
diction errors; hence, they provided useful information about the current hous-
ing market. (McLaren & Shanbhogue, 2011, 138). Google Trend data also pre-
sented similar results for the Netherlands housing market, where the search term 
“mortgages” was found to correlate with Dutch housing transactions (Veld-
huizen, Vogt & Voogt, 2016).  

Choi and Varian (2009b & 2012) were the first to study Google Trend 
data’s ability to predict travelling. According to the results, Google search data 
improved Hong Kong tourist flow predictions (Choi & Varian, 2012). As before, 
their benchmark model was rudimentary. Besides, the model was analyzed only 
for in-sample forecasts (Choi & Varian, 2012, 7). Hence, Choi and Varian’s (2012) 
results reliability is under question.  

Still, the travelling theme is relevant for countries, which economies are 
heavily reliant on tourism. One of these countries is Spain, where Artola and 
Martínez-Galán (2012) examined Google Trend data’s ability to nowcast British 
tourist visiting Spain. Their study suffers from ambiguity as research results only 
vaguely reported. Moreover, Artola and Martínez-Galán (2012) stated that 
Google Trends data could produce helpful information about British tourists.  
However, these results depended on the chosen time series model (Artola & Mar-
tínez-Galán, 2012, 26). Therefore, the extrapolation of these results is somewhat 
limited.  

In summary, these previous studies suggest that Google Trends data can 
provide somewhat useful information concerning current and near-future con-
sumer behavior. However, the estimation period was relatively short in these 
early studies.  

Despite this, there are also currently a growing number of studies, where 
researchers use Google Trends data to nowcast financial markets and broad mac-
roeconomic variables. Studies regarding the financial markets are examining 
whether Google Trend data contain information regarding investors’ sentiments. 
In other words, they are trying to find a relationship between investor’s attitudes 
for a particular stock and Google searches.  

Preis, Reith and Stanley (2010) were one of the first to study the connection 
between financial markets and Google Trends data. Furthermore, they found a 
strong correlation between the S&P 500 stocks trading volume and Google Trend 
data (Preis et al., 2010). Bank, Larch and Peter (2011) studied Google Trends 
data’s forecasts for German stocks and liquidity.  
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According to Bank, Larch and Peter’s study, Google search reflect uninformed 
investors interest in German companies, which they found to correlate with 
stocks trading volume and liquidity (Bank et al., 2011, 263.)   

Perlin et al. (2017) studied Google Trends data’s ability to forecast interna-
tional financial markets, which included markets from Australia, Canada, the UK 
and the USA. Google Trends data was able to forecast financial markets, and it 
was exceptionally accurate during the 2009 financial crisis. Perlin et al. recom-
mend that Google Trends database should be included in financial research be-
cause it provides helpful early signals of decreased equity prices and increased 
volatility. (Perlin et al., 2017, 466.)  

In addition, researchers have tried to nowcast multiple other macroeco-
nomic variables with Google Trends data. Koop and Onorante (2013) studied 
Google Trends data with nine different macroeconomic variables that included 
United States inflation and industrial production. Koop and Onorante (2013, 3) 
argued that Google searches proxy people’s “collective wisdom” and therefore, 
it could be used to nowcast, for example, inflation. Because Koop and Onorante 
use multiple macroeconomic variables, they have high dimensional data set 
(Koop & Onorante, 2013, 5).  

To solve this issue, Koop & Onorante apply advanced econometric meth-
ods, e.g. TVP regression and model switching (Koop & Onorante, 5–8). They con-
clude that Google Trends data improves overall nowcasting forecasts compared 
to the benchmark model, which did not include Google data. (Koop & Onorante, 
2013, 9–11.) However, Koop & Onorante (2013) are ambiguous about their mod-
els’ results, making them difficult to interpret. 

 Similar to the financial market and investor sentiment, there are also stud-
ies where the national sentiment is under examination. These papers focus on 
analyzing the macroeconomic uncertainty through policy-related uncertainty in-
dexes. In his article, Donadelli (2015) studied Google Trend data’s use as policy-
related uncertainty indicator or index.  

Donadelli (2015) used Google Trends data to form a policy-related uncer-
tainty index for the United States macroeconomic situation. Donadelli stated that 
growth in Google searches regarding the macroeconomic situation is a signal for 
the uncertainty of the current economic situation (Donadelli, 2015, 802). Accord-
ing to the results, Google data index can produce similar information as other 
uncertainty indexes, i.e. VIX-index and news-based indexes (Donadelli, 2015, 
805). These results indicate that Google Trends data is a relevant indicator of eco-
nomic uncertainty.  
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2.3 Nowcasting GDP growth with Google Trends data  

These earlier studies seem to suggest that Google Trends data has many useful 
features and functions for macroeconomic variables. One of the newest applica-
tions for Google Trends data is to use it for forecasting country’s gross domestic 
product (GDP). It is well-known that government agencies publish GDP statistics 
with a significant time lag. Business cycles can change swiftly and suddenly; 
therefore, it is in central banks and policymaker’s interests to have real-time sta-
tistics on the current economic situation. There are currently few studies where 
Google Trends data have considered providing more timely statistics regarding 
the country’s GDP.    

Götz and Knetsch (2019) studied Google Trends data’s ability to forecast 
Germany’s GDP. To do this, they used simplistic bridge equation models that 
models are commonplace in central banks. Götz and Knetsch argued that model’s 
simplicity enables transparent examination about Google Trend data’s effects. In 
bridge models, each GDP component has a separate model. Furthermore, Götz 
and Knetsch assume that these GDP components represent different industry 
sectors. (Götz and Knetsch, 2019, 46–48.)  

Götz and Knetsch’s industry models include short-term indicators, i.e. 
timely information concerning the particular industry. Therefore, short-term in-
formation is being “bridged” to the GDP estimation. Götz and Knetsch divide 
these short-term indicators into soft and hard indicators. Former relates to the 
survey data and the latter, for example, data on the industrial production. Given 
its properties, they consider Google Trends data as a soft indicator. (Götz & 
Knetsch, 2019, 46–48.) 

 Moreover, Vosen and Schmidt (2011) previously stated that Google 
Trends data provides more accurate predictions about the current consumption 
than the survey data. Hence, this further suggests that Google data could be a 
possible alternative for traditional survey data.  

Götz and Knetsch estimated bridge models using European Central Banks 
(ECB) search data. This ECB data differs from the publicly available Google 
Trends data. Publicly available data includes more categories than ECB data. 
However, ECB data is normalized to begin from one when the public data starts 
from zero. Götz & Knetsch, 2019, 49.) Götz and Knetsch also argue that the ECB 
data is more accurate as “the random samples on which the data are based are 
much smaller” (Götz & Knetsch, 2019, 49). 

Compared to other traditional data sources, Google data is typically 
highly dimensional, i.e. there are multiple variables for a limited amount of time-
series data. This particular property calls for meticulous variable selection. For 
identifying the most efficient Google variables, Götz and Knetsch used multiple 
variable selection methods (Götz and Knetsch, 2019, 50–51).  

These included partial least squares (PLS), shrinkage, principal compo-
nent analysis (PCA), boosting, selection operator (LASSO) and a few “ad hoc” 
approaches. These "ad hoc” methods were the most simplistic as one of them 
included just using “common sense”. (Götz and Knetsch, 2019, 50–51.)   
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In other words, they were selecting search terms that they thought to have actual 
economic relation with GDP. The “ad hoc” method also utilized Google correlate 
service, which singles out variables that are moving in the same direction. (Götz 
and Knetsch, 2019, 50–51.)   

After the reduction of dimensionality, Götz and Knetsch conducted now-
casting forecasts for three different model specifications. Götz and Knetsch com-
pared these models in two parts. First, they compared models, which included 
hard indicators, Google Trends data and survey data to the benchmark model. 
Benchmark model included only the hard indicators and the traditional survey 
data. Second, they compared the benchmark models forecast to models, which 
excluded the survey data. (Götz & Knetsch, 2019, 51–55.) 

Their estimation period spanned years 1991–2016. Google Trends data is 
available since 2004; ergo Google variables spanned years 2004–2016. (Götz & 
Knetsch, 2019, 51.) Known issue when studying GDP growth is the ragged-edge 
database problem. Götz and Knetsch (2019, 52) solved this issue by estimating 
every dataset that was not available in the forecasting period. Regardless, Götz 
and Knetsch (2019, 53–55) analyzed nowcasting models by their root mean 
squared forecast error (RMSFE) results, which is a standard method to examine 
time-series forecasts. In other words, they compared Google augmented models 
RMFSFE results to the benchmark models results.  

Results suggest that Google Trends data is capable of providing some ad-
ditional information regarding the German manufacturing, hotel and mining sec-
tor. However, models that included both the Google and survey data suffered 
forecast accuracy losses in construction and net tax sectors. (Götz & Knetsch, 2019, 
53–54.) According to Götz and Knetsch, models that included only Google 
Trends data as a soft indicator produced low RMSFE results in the long and mid-
term. Nevertheless, the benchmark model exceeded Google augmented models 
in the near-term. It seems that Google Trends data is missing some valuable in-
formation about the near-term. (Götz & Knetsch, 2019, 53–54.)  

In summary, Google Trends data can provide additional information 
when there is no official survey data available. However, official survey data is 
available monthly, which implies that Google Trends data’s gains are somewhat 
limited. Similar to Götz and Knetsch paper, there are other central bank-related 
studies concerning Google Trend data’s use in forecasting GDP.  

The most recent working paper by Ferrara and Simoni (2019) examines 
Google Trends data’s effectiveness to nowcast euro areas GDP growth. For 
achieving this, they used bridge equation models to study GDP growth in Ger-
many, France, Italy, Netherlands, Belgium, and Spain. (Ferrara & Simoni, 2019, 
1–3.) 

Ferrara and Simoni used both the hard and soft information sets in their 
bridge models. The hard information was the euro area’s industrial production. 
Soft information was the euro areas sentiment index, which is a survey index 
from various industry sectors. Ferrara’s and Simoni’s also used Google Trends 
data set, which had a significant number of variables, 1776 in total. (Ferrara & 
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Simoni, 2019, 1–3.) This number of variables naturally leads to high dimension-
ality. However, dimensionality is possible to reduce with different variable selec-
tion methods. 

To do this, Ferrara and Simoni employed a machine-learning technique 
called Ridge regression and Sure Independence Screening method (SIS). SIS 
method’s objective is to find variables that provide the most significant correla-
tions with the GDP growth. Ferrara and Simoni solved nowcasting’s ragged edge 
database problem by constructing 13 different models for each week of the quar-
ter. (Ferrara & Simoni, 2019, 6–7, 10.) 

Ferrara and Simoni compared these models based on their RMSFE results. 
According to Ferrara & Simoni, models that included Google Trends data were 
able to produce valuable information for nowcasting GDP. However, this infor-
mation was valid for only the first four weeks of the quarter. For the fifth week, 
official survey statistics were able to outperform the Google Trend model.  

They conclude that Google Trend data forecasts are the most useful when 
there is no official data available, i.e. survey data. (Ferrara & Simoni, 2019, 14–16, 
21.) Still, it is possible to question further Ferrara & Simoni’s results, as models 
without Google variables were able to get the lowest RMSFE results. In other 
words, the most accurate forecasting models did not include Google Trend vari-
ables. (Ferrara & Simoni, 2019, 15.) This result undermines Google Trend status 
as an alternative for traditional survey data.  

In conclusion, earlier GDP studies using Google Trends have had quite 
mixed results. Studies suggest Google data could provide some additional infor-
mation concerning the GDP growth. In Germany, this information seems to relate 
to its manufacturing sector (Götz & Knetsch, 2019, 53–54). German’s relatively 
large manufacturing sector could explain this relation, i.e. the automotive indus-
try. 

Furthermore, Google data’s additional information was found to be par-
ticularly potent in the first four weeks (Ferrara & Simoni, 2019, 14–16). One can 
challenge the reliability of these results because the model that contained the sur-
vey data had the most accurate forecasts. Illuminated by these early results, this 
master’s thesis attempts to examine whether Google Trends data could nowcast 
Germany or Finland’s GDP growth. Following sections describe this examination 
in detail.  
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Table 1: Studies with Google Trends   
       

Studies with Google Trends Country Economic variable(s) Key result(s) 

Choi & Varian (2009a, 2009b 
and 2012)  

USA, Hong 
Kong and 
Australia  

Multiple different eco-
nomic variables  

Google Trends provided useful information 
about unemployment claims, consumer confi-
dence, home sales and travelling.  

D'amuri & Marcucci (2009) United States Unemployment rate Google model had the most accurate forecasts 

Suhoy (2009) Israel Unemployment rate Google searches provided additional infor-
mation about unemployment 

Askitas & Zimmermann 
(2009) 

Germany Unemployment rate Google searches were able to explain unem-
ployment rate 

Tuhkuri (2014) Finland Unemployment rate Google Trends model generated the most ac-
curate forecasts 

Anttonen (2018) Euro area Unemployment rate Google search data did not improve initially 
efficient BVAR model 

Huang & Della Penna (2009) United States Consumer confidence Google searches had substantial correlation 
with consumer confidence  

Vosen & Schmidt (2011 and 
2012) 

USA and 
Germany 

Consumption Google Trends data is capable to explain pri-
vate consumption 

Kholodilin, Podstawski & 
Siliverstovs (2010) 

United States Consumption Google models produced similar results as 
consumer confidence models 

Wu & Brynjolfsson (2015) United States Housing market Google searches were found to be linked with 
future house sales and prices 

McLaren & Shanbhogue 
(2011) 

United King-
dom 

Housing market Google Trends models had the most accurate 
forecasts 

Veldhuizen, Vogt & Voogt 
(2016) 

Netherlands Housing market The search term "mortgages" had a significant 
correlation with housing transactions 

Artola & Martínez-Galán 
(2012) 

Spain Travelling Google Trends data was able to generate infor-
mation about future tourists 

Preis, Reith & Stanley (2010) United States Stocks trading volume Found a significant correlation between S&P 
500 stocks trading volume and Google Trends 
data 

Bank, Larch & Peter (2011) Germany Stocks and liquidity Google Trends data was found to correlate 
with stocks trading volume and liquidity 

Perlin, Caldeira, Santos & 
Pontuschka (2017) 

Australia, 
Canada, UK 
and USA 

Financial markets Google Trends produced additional infor-
mation about financial markets 

Koop & Onorante (2013) United States Nine different macroe-
conomic variables 

Implementing Google Trends data improves 
forecasting accuracy 

Donadelli (2015) United States Policy-related uncer-
tainty 

Google data generated similar information as 
other uncertainty indexes 

Götz and Knetsch (2019) Germany GDP Survey data outperformed Google Trends 
data.  

Ferrara & Simoni (2019) Euro area GDP The most accurate models did not include 
Google Trends data 
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3 DATA  

This master’s thesis uses three different types of data to study the intriguing topic 
of nowcasting GDP growth using Google Trends. These data sources include 
both Finland’s and Germany’s official GDP statistics, consumer survey statistics 
and Google Trends data. For this purpose, the data section has a three-part struc-
ture. The first part consists of a discussion concerning the countries official GDP 
data series. The second part focuses on describing countries consumer survey 
data. The third and the final section examines the properties of the Google Trends 
data.  

3.1 Gross Domestic Product (GDP) data  

This master’s thesis utilizes GDP volume data measured in changes compared to 
the previous quarter to measure a country’s GDP growth. The GDP data was also 
seasonally, and working day adjusted. Statistics Finland publishes Finland’s 
GDP data as part of their national accounts’ statistics. OECD publishes a wide 
range of economic data, one of which is Germany’s GDP data. These published 
GDP statistics depicts how countries GDP has fluctuated through time, i.e. the 
GDP growth. Figures 1 & 2 illustrate Finland and Germany’s quarterly GDP 
growth from 2004 to 2018.  
 

 
Figure 1: Finland’s quarterly GDP growth from 2004 to 2018 (Statistics Finland, 
2019b)   
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Figure 2: Germany’s quarterly GDP growth from 2004 to 2018 (OECD, 2019)  
 
Compared to the monthly data series, both of the official GDP statistics had a 
reporting lag of two months. For example, in 2019, Statistics Finland’s released 
fourth-quarter GDP statistics at the end of February. On the other hand, the offi-
cial consumer survey data and Google Trends data are available monthly; hence, 
they do not have a similar time lag.    

3.2 Consumer Confidence data  

Consumer confidence survey has been one of the most used soft data sources in 
nowcasting models, e.g. Bańbura, Giannone & Reichlin (2010). Consequently, 
this master’s thesis uses consumer confidence survey as a benchmark for a typical 
soft data. In other words, this thesis regards Google Trends data as an alternative 
to Finland and Germany’s consumer survey data.  

 As previously stated, Statistics Finland publishes Finland’s consumer sur-
vey monthly. Statistics Finland constructs these surveys by interviewing over 
2000 individuals living in Finland. Interviews measures individuals’ confidence 
and expectations about Finland’s or their own economy (Statistics Finland, 2017.) 

More specifically, this study applies Finland’s consumer confidence data 
regarding consumer’s confidence in their own economy. This data series is also 
a logical choice because its properties are similar to Google Trends data. In short, 
they are both short-term proxies for consumers’ behaviour. Figure 3 depicts con-
sumers’ confidence data in their own economy from 2004 to 2018.   
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Figure 3: Finland’s monthly consumer confidence in their own economy from 
2004 to 2018 (Statistics Finland, 2019a)  
 
Figure 3 implies that consumer confidence decreased in during the 2008 financial 
crises. Confidence briefly recovered shortly after the crises. This recovery was 
short-lived, and in 2014, Finland’s consumers had the lowest confidence about 
their economy. However, after this low point, the confidence rose steadily and 
finally reaching its pre-crisis levels in 2018.  

For Germany, this master’s thesis uses European Commissions consumer 
survey data. More explicitly, consumer confidence data concerning consumers 
the financial situation over the last 12 months, which is similar to earlier Finnish 
confidence data.  

 

 
Figure 4: Germany’s monthly consumer confidence from 2004 to 2018 (European 
Commission, 2019) 
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Unlike in Finland, the confidence of German consumers has mostly strengthened 
in the last fourteen years. According to figure 3, the only significant drop in con-
fidence occurred during the global financial crises. Overall, German consumers 
seem to be highly confident regarding their financial situation.  

3.3 Google Trends data  

Google Trends data are available on Google’s website, which allows users to type 
in different search terms. Moreover, users can specify search terms for different 
geographical levels. For example, the website reports Finnish search term results 
for both the country and municipality levels.  
 Google Trend data website also enables users to specify the range of the 
search terms; for example, users can set search data to begin from the past hour. 
The maximum range for the Google Trend data spans from the year 2004 to the 
present day. However, this maximum range is only available in the form of 
monthly data. In addition, the website provides related topics and queries; in the 
case of GDP, these consists of other macroeconomic factors such as inflation and 
human development index.  
 It is worth noticing that the website does not publish the search data in 
absolute numerical form; instead, it is available in the form of a search ratio. Fol-
lowing equation 2 provides a formal depiction of the search ratio. 
 

𝑆𝑅𝑖𝑔 = (
𝑠𝑖𝑔

∑ ∑ 𝑠𝐺
𝑔=1 𝑖𝑔

N
𝑖=1

) ∗ 100 

𝑖 = 1, . . . , N 
𝑔 = 1, . . . , G 

Equation 2: Search ratio 
 
Search ratio 𝑆𝑅 for a search term 𝑖 in a geographical area is possible to present as 
a division. In it, search term 𝑖 in a geographical area 𝑔 is divided by sum of all 
the search terms 𝑛 in a particular geographical area. Finally, the result of this di-
vision is then multiplied by 100. (Choi & Varian, 2012; Google, 2019b.) 

In other words, the search ratio ranges from 100 to zero, where 100 states 
that search term is relatively popular in the chosen region. According to Google, 
this normalization allows for a smoother comparison between search terms as 
search volumes vary between different countries. (Google, 2019b.) 
 Google divides Trends data into non-real-time data and real-time data. 
Non-real-time data covers more ground as it is a random sample of Google search, 
which is possible to collect since the year 2004. Real-time data is more frequently, 
and the random sample is possible to collect from the past week. (Google, 2019b.)   
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Google Trends website provides data only for popular search terms. Furthermore, 
Google states that data do not include duplicate “searches from the same person 
over a short period of time”. This duplicate search term control reduces the pos-
sibility of people deliberately affecting search terms popularity. Google also spec-
ifies that Trends data include only search terms without special characters or 
apostrophes. (Google, 2019b.)  

Since August 2008, Google has classified different search terms into vari-
ous categories (Google, 2008). In other words, if the user searches “apple”, it 
could mean the fruit or the computer company. Google assigns these search 
terms into a specific category by using probabilities; for example, search term 
“apple” into the Food & Drink category (Google, 2019c; Choi and Varian, 2012, 
4).  

Google Trends uses 27 broad categories that include categories covering, 
for example, searches about News, Shopping and Jobs. Also, Google further di-
vides these broad search term categories into over 1400 subcategories, which vary 
from specific scripting languages to Gothic subcultures.  

One advantage of these categories is that the researcher does not need to 
worry about language-specific search terms. Still, with an abundance of possible 
categories and variables, the researcher needs to proceed with caution to deter-
mine which subcategories are relevant for GDP growth. This master’s thesis fol-
lows Götz and Knetsch (2019) paper to select appropriate initial subcategories. 
However, the sensitive subject’s category is excluded from this thesis because it 
was not available on the Google Trends website. These initial subcategories are 
in appendix 1.  

As presented in the appendix, there are over 180 initial Google Trends 
subcategories (i.e. variables) from 16 different broad categories. Because of this, 
the data series is highly dimensional. Consequently, this study applies modern 
dimension reduction methods, which are similar to Götz and Knetsch (2019) pa-
per. With these dimension methods, initial 180 subcategories were compressed 
into 16 different broad categories. Table 2 shows these broad categories. 

 
Table 2: Compressed Google Trends broad categories 
 

 
 
The initial categories were in monthly form, and they ranged from January 2004 
to March 2019. Moreover, this master’s thesis possesses the longest possible 
range of Google Trends data available in early 2019.  

Figures 4 & 5 present both Finland and Germany’s Food & Drink category 
data. The figures also illustrate the Food & Drink category against countries’ GDP 
and consumer confidence data. In these figures, the monthly data series were ag-
gregated to quarterly levels by calculating their three-month averages. In addi-
tion, Food & Drink category variables were compressed into a single common 
factor by the principal component analysis (PCA).  
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Furthermore, in this analysis, a common factor was created by selecting the first 
principal component. As suggested by Giannone et al. (2008, 668), common fac-
tors are a good approximation for high dimensional data sets. The following sec-
tion 4 discusses the principal component method in greater detail. Nevertheless, 
subsequent figures 4 and 5 show the Food & Drink category’s first principal com-
ponent (PC1) and countries’ GDP growth.  
 

 
Figure 5: Finland’s GDP growth and first principal component for the Food & 
Drink category 
 
Figure 5 implies that the number of Food & Drink category related search terms 
have been varying quite substantially. The most noticeable trend is a large num-
ber of Food & Drink related searches in the pre-financial crises. It is also interest-
ing that these searches decreased in amidst of 2008 financial crisis. Furthermore, 
it was a long-term decrease in Food & Drink related searches.  

Searches for Food & Drink related search terms might have initially in-
creased with individual’s better internet access and people’s interests eating at 
restaurants, as the Food & Drink category includes search terms for restaurants. 
For a more specific description of the Food & Drink category is in appendix 1. 
However, in 2008, news about the financial crisis greatly affected people’s incen-
tives for saving and eating at home.  

In addition to the initial short-term effect, the financial crisis had a long-
term effect, and people’s interest in Food & Drink related continued to stay rela-
tively low. Searches were able to reach their pre-crisis levels as late as 2018. These 
developments in Food & Drink searches could be a reflection of Finland econ-
omy’s structural change, which began from the 2008 financial crises.  
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Figure 6: Germany’s GDP growth and first principal component for the Food & 
Drink category 
 
Similar to Finland’s results, Germany’s Food & Drink category searches have a 
relatively high variance. People were doing much Food & Drink related searches 
before the financial crises. These searches decreased in the aftermath of the crises. 
It could be that financial crises changed people’s incentives to eat more at home. 
Germany’s Food & Drink searches have increased and decreased more rapidly 
and searches were able to catch up with GDP a lot earlier compared to Finland.  
 

 
Figure 7: Finland’s consumer confidence and first principal component for the 
Food & Drink category 



 

  

30 

As seen in figure 4, Google search terms for food & drinks and Finland’s con-
sumer confidence seem to be opposite images of each other. When consumer con-
fidence is relatively low, searches for food & drink are high. In other words, peo-
ple search for food & drink when they are not confident about their economy. 
Moreover, the Food & Drink category also includes search terms for alcoholic 
beverages. It could be that when the confidence to own economy is low people 
are seeking relief from alcohol. 
 

 
Figure 8: Germany’s consumer confidence and first principal component for the 
Food & Drink category 
 
Figure 8 shows that in Germany, there is not as clear a link between consumers 
and Food & Drink searches as in Finland. This divergence is because German 
consumers have experienced constant improvements in their financial situations, 
which have led to higher consumer confidence. The next table 3 describes how 
other Google category PC1 components relate to countries consumer confidence. 
Namely, table 3 depicts Google categories correlations against Finland and Ger-
many’s consumer confidence.  
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Table 3: Google categories correlations with consumer confidence2 
 

 
 
According to table 3, most of the Google categories correlate positively with Fin-
land’s consumer confidence survey. It could be that when consumer confidence 
is relatively high, Finland’s people are searching for more information. This in-
formation could be about nutrition, shopping, or travelling.  

However, all of Germany’s Google categories were highly negatively cor-
related with German consumer confidence. In other words, when German people 
were most confident about their financial situation, they were using less of their 
time searching for information. Furthermore, these significant correlations pro-
vide some confirmation to Huang & Della Penna (2009) earlier paper regarding 
Google Trends correlation with consumer confidence. 

 In summary, table 3 results suggest that in both countries, Google Trends 
categories share a significant relationship with the consumer confidence data. In 
Finland, this relationship is mostly positive and in Germany is negative. The sub-
sequent section uses these data sources to nowcast both Finland’s and Germany’s 
GDP growth.  
 
 
 
 
 
 
 
 
2It is worth noting that principal components have a property, which can lead to a “wrong” initial sign. Principal com-

ponents were tested against summed Google categories to verify the correct correlation sign. These tests releveled the fact 
that initial signs were incorrect as principal components correlated negatively with summed Google categories. Thus, this 
master’s thesis had to correct these correlations. Table 3 displays these adjusted correlations.  
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4 METHODS 

Before this master’s thesis can start to discuss or conduct any prominent now-
casting analysis, Google Trend data’s high dimensionality properties demand 
further assessment. For reducing high dimensionality, Götz and Knetsch (2019) 
used seven different methods that included dimension reduction, shrinkage and 
a few ad hoc approaches. Ferrara and Simoni (2019) applied both Sure Independ-
ence and Ridge methods. This study uses similar methods to mitigate Google 
Trends data’s high dimensionality property, i.e. dimension reduction methods 
and variable selection method.  

4.1 Dimension reduction methods 

This master’s thesis applied two different dimension reduction methods. The 
general idea in dimension reduction methods is to reduce the number of predic-
tors by transforming them, for example, into common factors. These common 
factors or linear combinations can be formally defined with original predictors 
𝑋1,. . . , 𝑋

𝑝
 and constants 𝜙1𝑚, . . . 𝜙𝑝𝑚 . (James, Tibshirani, Witten, & Hastie, 2013, 

229.) 
 

(3)  𝐶𝑜𝑚𝑚𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟𝑚 = ∑ 𝜙𝑗𝑚𝑋𝑗                                              𝑚 = 1, . . . , M𝑝
𝑗=1    

           
Dimension reduction methods objective is to find the optimal values for con-
stants  𝜙𝑗𝑚.  These methods reduce the number of predictors to 

a 𝐶𝑜𝑚𝑚𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟𝑚. These common factors can then be implemented into linear 
regression, which can be estimated using the ordinary least squares (OLS). (James, 
Tibshirani, Witten, & Hastie, 2013, 229.) 
 
(4)  𝑦𝑖 = 𝜃0 + ∑ 𝜃𝑚𝐶𝑜𝑚𝑚𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟𝑖𝑚

𝑀
𝑚=1 +  𝜖𝑡                             𝑖 = 1, . . . , N 

𝑚 = 1, . . . , M 
 
Now, due to dimension reduction methods regression has a fewer prediction as 
𝑀 <  𝑝. Furthermore, instead of 𝑝 + 1 predictors regression has only 𝑀 + 1 pre-
dictors. (James, Tibshirani, Witten, & Hastie, 2013, 229.)  

One method to find these optimal constants 𝜙𝑝𝑚 is to use Principal compo-

nent analysis (PCA). PCA’s way to reduce dimensionality is by maximizing vari-
ance. (Götz & Knetsch, 2019, 56). Equation 5 illustrates this variance maximiza-
tion as an optimization problem.   
 

(5)                   𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒{𝜙𝑚
T Σ𝜙𝑚}        𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 𝜙𝑚

T 𝜙𝑚 = 1 
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Equation 5 states that variance is maximized with constants transposed vec-

tor 𝜙𝑚
T , the covariance matrix Σ of predictors 𝑋𝑗 and constant vector 𝜙𝑚. Also, op-

timization has a normalization constraint. This constraint enables the real maxi-
mum solution. (Jolliffe, 2002, 2–5.)  

Moreover, this optimization is possible to solve with Lagrange multiplier 
and eigen decomposition (Jolliffe, 2002, 5 & James, Tibshirani, Witten & Hastie, 
2013, 376). Following equations 6 and 7 illustrate Lagrange multiplier optimiza-
tion.  
 

(6)                     𝜙𝑚
T Σ𝜙𝑚 − 𝜆(𝜙𝑚

T 𝜙𝑚 − 1) 
 
As seen in equation 6, the optimization problem is constrained with Lagrange 
multiplier 𝜆.  
 
(7)               (Σ −  𝜆𝐼𝑝)𝜙𝑚 = 0 

 
Equation 7 is the result of differencing equation 6 with respect to 𝜙𝑚. What is 
more, it now includes an identity matrix 𝐼𝑝. Now, 𝜆 represents the eigenvalue of 

the covariance matrix Σ. Furthermore, 𝜙𝑚  is the eigenvector. (Jolliffe, 2002, 5.) 
These eigenvectors, also called loadings, explains a different amount of the vari-
ance (James, Tibshirani, Witten & Hastie, 2013, 231).  

As described in equation 3, the common factors are generated from the 
constants or component loadings that multiplied with the original predictors’ 𝑋𝑗 

values. In the principal component analysis, the first principal component ex-
plains the most substantial amount of the series variance. The second principal 
component explains the second-largest amount of the series variance orthogonal 
of the first component. (James, Tibshirani, Witten & Hastie, 2013, 231–232.) 

Because the first principal component is defined to explain the most sub-
stantial amount of the series variance, it can be used to summarize data (James, 
Tibshirani, Witten & Hastie, 2013, 379). Therefore, this master’s thesis uses the 
first principal component as a common factor, which used to reduce Google 
data’s high dimensionality. There are also other dimensionality reducing meth-
ods.  

The other prevalent dimension reduction method is Partial least squares 
(PLS), which is similarly transforming original predictors into new common fac-
tors. In the PLS method, common factors are constructed by considering the re-
lationship between the original prediction variables 𝑋1,. . . , 𝑋

𝑝
 and the dependent 

variable 𝑦𝑖. (Götz & Knetsch, 2019, 56; James, Tibshirani, Witten & Hastie, 2013, 
237.) More formally, PLS decomposes prediction variables and dependent varia-
ble into two parts, which are found in the following equations 8 and 9.  
 
(8)  𝑋𝑝 = 𝑇𝜙𝑚

T + 𝐸 

 
(9)   𝑦𝑖 = 𝑈𝑄𝑇 + 𝐹 
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In equations 8 and 9 𝑇 and 𝑈 are the PLS components. Furthermore, 𝐸  and 𝐹 
terms are the residuals. Similar to PCA, 𝜙𝑚

T  are the predictor’s 𝑋𝑝 loadings. How-

ever, in PLS, the dependent variable 𝑦𝑖  has also loadings 𝑄𝑇. PLS method is try-
ing to maximize the covariance between 𝑇  and  𝑈 . This maximization is con-
ducted through their weights 𝑤 and 𝑐. (Rosipal & Krämer, 2005, 35–36.)  
 
(10)   [𝑐𝑜𝑣(𝑡, 𝑢)]2 = 𝑚𝑎𝑥𝑖𝑚𝑖𝑧𝑒[𝑐𝑜𝑣(𝑋𝑤, 𝑌𝑐)]2 
 
The maximization problem described in equation 10 is solved with different al-
gorithms that follow similar iterative processes. These algorithms produce a sim-
ilar result, which is shown in equation 11. (Rospial & Krämer, 2005, 35–36.) This 
master’s thesis used the Kernel algorithm.  
 
(11)  𝑋𝑇𝑌𝑌𝑇𝑋𝑤 = 𝜆𝑤 
 
Algorithms form the first component for the prediction variable 𝑋𝑝, which is in 

the following equation 12. (Rospial & Krämer, 2005, 35–36.) In PLS, the first com-
ponent can also be formed for the dependent variable 𝑦𝑖.  
 
(12)  𝑡 = 𝑋𝑤 
 
Similar to equation 3, the first component is formed by multiplying the predictor 
variable 𝑋  with the eigenvector 𝑤  (Rospial & Krämer, 2005, 35–36). In other 
words, the PLS concept to construct the first common factor is somewhat similar 
to PCA. Likewise, after constructing these factors, they can also be implemented 
into linear regression.  

However, to find optimal factors, PLS gives more weight on the original 
𝑋𝑗 predictors that are highly correlated with the dependent variable 𝑦𝑖. In addi-

tion, when estimating the second common factor, the variables are adjusted by 
the first common factor. In other words, the second common factor uses only the 
residuals of the first common factor. This process continues to follow through all 
of the factors. (Götz & Knetsch, 2019, 56; James, Tibshirani, Witten & Hastie, 2013, 
237.) 

PLS method’s benefit is that it is better in explaining the relationship be-
tween the prediction variables and dependent variable. However, according to 
James, Tibshirani, Witten & Hastie (2013, 237), PLS results are also exposed to 
greater variance. Nevertheless, PCA and PLS methods advantage is also that they 
are optimal methods even if the data series are highly correlated (James, Tibshi-
rani, Witten, & Hastie, 2013; Stock & Watson, 2002). Because Google Trend cate-
gories are related to one another, they are expected to be highly correlated this, 
in turn, would produce spurious regressions. Therefore, dimension reduction 
methods are proper tools to mitigate also this issue.  
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4.2 Shrinkage method 

Shrinkage is a method that includes all the 𝑝 predictors from the data. Similar to 
ordinary least squares (OLS), shrinkage methods are trying to create a tight fit of 
the data by reducing the sum of squared residuals. However, shrinkage methods 
are subject to a shrinkage penalty or a constraint, which shrinks regression coef-
ficients towards zero. (James, Tibshirani, Witten & Hastie, 2013, 214–215, 221.) In 
this manner, shrinkage can allow for more efficient use of the data. One of the 
most used shrinkage methods is LASSO.  
 LASSO or least absolute shrinkage and selection operator is a method, which is 
shrinking the initial regression predictors by punishing its coefficients. Next 
equation displays how LASSO adjusts its regression coefficients. (James, Tibshi-
rani, Witten & Hastie, 2013, 219.) 
 

(13)    ∑ (𝑦𝑖 − 𝛽0 − ∑ 𝛽1𝑥𝑖𝑗)𝑝
𝑗=1

2𝑛
𝑖=1 ) + 𝜆 ∑ |𝛽𝑗|𝑝

𝑗=1        

 
As noticed in equation 13, LASSO uses a tuning parameter 𝜆 to punish its regres-
sion coefficients. When the tuning parameter increases, the coefficient decrease. 
In other words, if the tuning parameter is equal to zero, the model includes all 
the coefficients at which point it is a typical OLS regression. (James, Tibshirani, 
Witten & Hastie, 2013, 219.) 

Furthermore, LASSO is trying to identify coefficients that produce the 
lowest regression residual. This identification is possible to present as a minimi-
zation problem, which is in the following equation 14. (James, Tibshirani, Witten 
& Hastie, 2013, 220.) 
 

(14)    𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 {∑ (𝑦𝑖 − 𝛽0 − ∑ 𝛽1𝑥𝑖𝑗)𝑝
𝑗=1

2𝑛
𝑖=1 }    𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡 ∑ |𝛽𝑗| ≤𝑝

𝑗=1 𝑠 

 
Equation 14 states that LASSO is minimizing the regression residual. However, 
this minimization is under a constraint. If 𝑠 is relatively small, minimization pro-
duces only a few coefficients (James, Tibshirani, Witten & Hastie, 2013, 221). To 
find the optimal 𝑠  or tuning parameter  𝜆 , one can use the cross-validation 
method in which the parameter with the lowest cross-validation error is chosen 
(James, Tibshirani, Witten & Hastie, 2013, 176, 227).  

Thus, the LASSO method selects the coefficients that minimize regression 
residual, and meanwhile, the number of variables in the regression decreases. In 
other words, this method allows the researcher to use high dimensional data set 
in a relatively efficient manner.  
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4.3 Nowcasting exercise and models 

This master’s thesis constructed pseudo-out-of-sample forecasting exercise to ex-
amine Google Trends data’s nowcasting abilities. The purpose of this exercise 
was to simulate a real-world nowcasting situation (Stock & Watson, 2008, 1). This 
sort of pseudo-out-of-sample simulation is possible to estimate with two differ-
ent strategies. The first strategy is “fixed” rolling window in which the sample size 
does not change. The second strategy is a recursive or expanding window, where 
the initial sample is expanding (Stock & Watson, 2008, 3–4). The first strategy 
demands a relatively long data series. However, because Google Trends is avail-
able since 2004, this study uses expanding window nowcasting strategy.   

In this master’s thesis, the initial sample size was 20 % of the entire data, 
i.e. 12 periods. This initial sample size a rather short, which is because of the 
length of the Google Trends data, i.e. 60 periods. The forecasting exercise used 
both the most recent monthly data and aggregated monthly data to match the 
monthly data to the quarterly data. With these specifications, this thesis used fol-
lowing forecasting models that were estimated using ordinary least squares 
(OLS). Gradual description of the pseudo-out-of-sample exercise is in Appendix 
2. 
 
(15)  𝐺𝐷𝑃𝑡 = 𝛽0 + 𝛽1𝐺𝐷𝑃𝑡−1 + 𝜀𝑡                                                      𝑡 =  1, . . . , T                            
 
The equation 15 depicts the benchmark (AR-1) model in which current 𝐺𝐷𝑃𝑡 is 
forecasted using the previous period’s 𝐺𝐷𝑃𝑡−1 values. This study also used mod-
els that included only consumer confidence and Google Trends data. These 
model specifications allowed a thorough examination of the soft data sets.  
 
(16)  𝐺𝐷𝑃𝑡 = 𝛽0 + 𝛽1𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑡 + 𝜀𝑡                                              𝑡 = 1, . . . , T 
 
The confidence model is in equation 16, where the current GDP is nowcasted 
with only country’s consumer confidence data. 
 
(17)  𝐺𝐷𝑃𝑡 = 𝛽0 + 𝛽1𝐺𝑜𝑜𝑔𝑙𝑒𝑖𝑡 + 𝜀𝑡                                                       𝑡 = 1, . . . , T 

𝑖 = 1, . . . , N  
 
The model that included only the Google Trends data is in equation 17. In it, the 
current GDP is nowcasted using the current Google Trends data. This thesis uses 
equation 17 for three different levels of Google Trends data. Firstly, this thesis 
uses it for the entire Google Trends data. Secondly, this thesis utilizes equation 
17 for broad category models, i.e. models that were constructed using the dimen-
sion reduction methods3.  
 
3 This thesis was unable to eliminate all of the future GDP influence in the partial least squares (PLS) dimension reduction 

method. In other words, partial least squares models were created in pseudo-out-of-sample. However, forecasts use 
Google data that have been constructed with respect to ex-post GDP data. This construction can give the PLS method 
forecasts an advantage in GDP forecasting. 
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Thirdly and finally, this master’s thesis applies equation 17 for Google subcate-
gory models that this thesis formed with the LASSO shrinkage method. It is note-
worthy that this thesis used the LASSO method for ex-post data, i.e. data availa-
ble in 2018. However, the optimal category models, which were selected by the 
LASSO, were estimated in the manner of pseudo-out-of-sample exercise.  
 
(18)  𝐺𝐷𝑃𝑡 = 𝛽0 + 𝛽1𝐺𝐷𝑃𝑡−1 + 𝛽2𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑡 + 𝜀𝑡                     𝑡 = 1, . . . , T               
 
The equation 18 depicts model where current 𝐺𝐷𝑃𝑡 is nowcasted using the previ-
ous GDP values and the current consumer confidence data 𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑡 . This 
kind of nowcasting is possible because is GDP quarterly data and consumer con-
fidence is –more frequent– monthly data.  
 
(19)  𝐺𝐷𝑃𝑡 = 𝛽0 + 𝛽1𝐺𝐷𝑃𝑡−1 + 𝛽2𝐺𝑜𝑜𝑔𝑙𝑒𝑖𝑡 +  𝜀𝑡                              𝑡 = 1, . . . , T 

𝑖 = 1, . . . , N  
 
Equation 19 is similar to the earlier equation, but now the Google Trends data is 
used as a nowcasting factor for the current GDP.  
 
(20)  𝐺𝐷𝑃𝑡 = 𝛽0 + 𝛽1𝐺𝐷𝑃𝑡−1 + 𝛽2𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑡 + 𝛽3𝐺𝑜𝑜𝑔𝑙𝑒𝑖𝑡 +  𝜀𝑡 
 

𝑡 = 1, . . . , T 
𝑖 = 1, . . . , N 

 
The equation 20 depicts nowcasting model that includes both  𝐺𝑜𝑜𝑔𝑙𝑒𝑖𝑡  
𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑡 variables. This sort of combined model specification allows for an 
additional comparison between the Google Trends and consumer confidence 
data.  
 

(21)   𝑅𝑀𝑆𝐸 = √
∑ (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒𝑠𝑡–𝐴𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒𝑠𝑡)2𝑇

𝑡=1

𝑇
 

𝑡 = 1, . . . , 𝑇 
 
This thesis compared all model forecasts by their Root mean squared errors (RMSE), 
which is in equation 21.  RMSE have been relatively popular statistic to evaluate 
model’s accuracy and many previously mentioned papers have applied it, e.g. 
Bańbura et. al (2013), McLaren and Shanbhogue (2011), Bańbura and Rünstler 
(2011). 

In RMSE, predicted values are being ex-ante compared to the actual values. 
In other words, RMSE compares forecasted GDP values to the actual realized 
GDP values. This comparison is increased to the power of two, to assess the pos-
sible negative values. The squaring also emphasis large errors over small ones. 
These values are then summed together to cover every observation.  

Finally, by dividing it by the amount of the observations, one can get the 
average RMSE result. The RMSE is useful when comparing different models’ 
forecasting performance. Furthermore, the model, which has the lowest RMSE 



 

  

38 

score, is the most accurate. However, by itself, the statistic does not provide any 
useful information.  
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5 RESULTS AND ANALYSIS  

This chapter 5 presents models’ results, which include models’ RMSE scores, fig-
ures and model estimates. The section begins by discussing results for the bench-
mark and confidence models. After that, the Google models’ results are presented 
in three different subsections depending on the levels of data.  

What is more, this section includes a subsection for cross-validation 
method, which analyses nowcasting models’ robustness. The following para-
graph examines the previously found relation with Google searches and policy-
related uncertainty. Chapter 5 concludes with the discussion of the results, i.e. 
how this thesis’s findings relate to earlier studies and are the results reliable.   

5.1.1 Benchmark and consumer confidence results 

Results in the following tables are divided into two different segments depend-
ing on the data format. “Three-month average” relates to data that this master’s 
thesis formed by averaging every three months. The “every third-month” data 
represents the most recent data available because the GDP is a quarterly statistic.  

The numbers in parenthesis represent the previously presented model 
equations. On top of that, this study calculated all of the RMSE scores with the 
formula shown in equation 21. The following table 4 presents results for both 
Finland’s benchmark and confidence models.  
 
Table 4: RMSE results of Finland’s models (15), (16) and (18) 
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Figure 9: Finland’s benchmark (AR-1) model and actual GDP growth 

 
Table 4 and figure 9 imply that Finland’s previous GDP changes can generate 
somewhat useful information about the current GDP. However, this information 
is useless in the most volatile times. For example, during the 2008 financial crises, 
the benchmark model with AR-1 lag variable generated GDP forecasts with a 
more profound and longer-lasting recession.   
 

 
Figure 10: Finland’s consumer confidence models and actual GDP growth 
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According to RMSE results in table 4, consumer confidence has an impressive 
ability to nowcast Finland’s current GDP. Furthermore, figure 10 illustrates mod-
els that included the consumer confidence variable. Figure 10 also further sug-
gests that a model that included only the consumer confidence were able to fol-
low Finland’s GDP growth carefully.  

Moreover, amidst the 2008 financial crises, the fall in consumer confidence 
happened simultaneously with Finland’s GDP. As the recession deepened peo-
ple’s confidence in their economy declined. These results confirm survey data’s 
remarkable nowcasting abilities, which were previously found by Bańbura & 
Rünstler (2011) and Giannone et al. (2008). The next table 5 and figure 11 present 
Germany’s benchmark and confidence model’s results.  

 
Table 5: RMSE results of Germany’s models (15), (16) and (18) 
 

 
 
 

 
Figure 11: Germany’s benchmark (AR-1) model and actual GDP growth 
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As seen in table 5 and figure 11, Germany’s previous GDP values can generate 
slightly useful information regarding the current GDP. Similarly, to Finland’s 
benchmark model, this information is rather useless in the most volatile times. 
However, Germany’s similarities with Finland end here as the consumer confi-
dence model’s results differ considerably. These differences are visible in the fol-
lowing figure 12. 
 

 
Figure 12: Germany’s consumer confidence models and actual GDP growth 

 
Table 5 presents the univariate confidence model’s RMSE results, which are 
much lower than the benchmark model. Despite this, figure 12 suggest that Ger-
many’s consumer confidence model is not that accurate in nowcasting the current 
GDP. What is more, the confidence models’ estimates are not sufficiently varied, 
which make their practical usage rather tricky. Thus, with these specifications, 
Germany’s confidence model produces poor nowcasting results.  

5.1.2 Initial Google Trends results 

Now, it is appropriate to discuss one of the most central topics of this master’s 
thesis, i.e. Google models’ nowcasting performance. Google Trends data’s high 
dimensionality was reduced using principal component analysis (PCA) and par-
tial least squares (PLS). This thesis applied these methods both before and during 
the nowcasting exercise.  

Appendix 4 shows results for models, which used dimension reduction 
methods before the exercise. Furthermore, this thesis applied these methods for 
different levels of Google Trends data. The following section reports RMSE scores 
and nowcasting estimates for models that used the entire Google data. The con-
secutive sections report results for more specific levels, i.e. Google Trends data’s 
broad and subcategories. Also, these RMSE results are in four different segments 
depending on the dimension reduction method and the data. 
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The first Google models RMSE scores are in table 6 and 7. These models included 
a specific country’s entire Google Trends data, i.e. all the 181 initial subcategories 
from Finland and Germany. Strictly speaking, these models were examining how 
the quantity of Google searches are related to a country’s GDP growth. Could an 
increase in Google searches be an indicator of increased economic activity? The 
next analysis discusses first Finland’s Google models and then Germany’s mod-
els.  

 
Table 6: Models that included entire Finland’s Google Trends data 
 

 
 
Table 6 results state that regardless of the dimension reduction method, the uni-
variate models were the most accurate. In addition, principal component (PCA) 
method produced the most accurate model with RMSE score of 1.445. RMSE re-
sults are also quite similar between the different data formations, i.e. three-month 
average and every third month.  
 In conclusion, it appears that Google Trends data is somewhat related to 
Finland’s GDP growth. This relation is because RMSE scores are not that far from 
consumer confidence models. Google Trends models can also generate lower 
RMSE scores than the benchmark (AR-1) model. Subsequent figures 13 and 14 
show Google models nowcasting estimates against Finland’s GDP and consumer 
confidence.  



 

  

44 

 
Figure 13: Google models and Finland’s GDP growth 
 
Figure 13 portrays Google models that included AR-1 lag and consumer confi-
dence variables. It appears as that these models are producing lagged estimates, 
as one would expect. However, it seems that model with confidence variable is 
generating more volatile nowcasting estimates. This higher estimate volatility is 
evident in the following figure 14. 
 

 
Figure 14: Leading Google model and Finland’s GDP growth 
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Figure 14 presents the leading Google model against the leading consumer con-
fidence model. Both Google and consumer confidence models can achieve similar 
results, as both had the same reaction to the 2008 financial crisis. Consumer con-
fidence decreased because people were anxious about the recession. Google 
searches also appeared to fall, which may be caused by the fact that people were 
planning to consume fewer durable goods as most of the categories relate to con-
sumption.  
 
Table 7: Models that included entire Germany’s Google Trends data 
 

 

 
Germany’s univariate Google models, found in table 7, produced the lowest 
RMSE results. According to the RMSE scores, the most accurate Google model 
was constructed using the partial least squares (PLS). However, these results did 
not seem to depend on the data formation.  

It is also interesting that the inclusion of consumer confidence data in-
creased RMSE scores. In other words, consumer confidence data weakened 
Google model’s accuracy. Overall, the Google model’s RMSE results strengthen 
the view that Germany’s Google searches are related to its current GDP growth. 
Following figures, 15 and 16 further discuss this relationship.  
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Figure 15: Google models and Germany’s GDP growth 
 
Figure 15 displays Germany’s Google models, which included AR-1 lag and con-
sumer confidence. Because of the lag variable, both models generated lagged 
nowcasting estimates. However, compared to Finland, both of these model esti-
mates are quite similar. Moreover, there are only a few differences between them. 
This similarity might be because the German consumer confidence is not able to 
generate any further information to the model.  
 

 
Figure 16: Leading Google model and Germany’s GDP growth 
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Figure 16 portrays both Germany’s consumer confidence model and the Google 
model. Unlike in Finland, Germany’s Google model produces significantly more 
variation. Moreover, it seems that Germany’s consumer confidence hardly de-
creased in the 2008 financial crises. However, Google searches decreased signifi-
cantly, and it happened amidst the crises. This decrease could be because finan-
cial crises affected almost immediately people’s consumption habits.  

Both Finland’s and Germany’s results confirm the Vosen and Schmidt 
(2011, 573–576) finding that Google searches relating to consumption decreased 
in amidst of the 2008 financial crisis. However, the Google model initial results 
are somewhat mixed. In Finland, the Google model produced more stable now-
casting estimates than consumer confidence model. On the contrary, Germany’s 
Google models produced more volatile results.  
 

5.1.3 Google category analysis and results 

Despite these initial Google results, it is still unclear, what are the underlying 
factors in these searches. Therefore, the category analysis is examining, are there 
any specific search terms categories that are relating to a country’s GDP growth. 
This category analysis has a two-part structure.  

The first part examines the 16 different Google Trends broad categories. 
This master’s thesis created these broad categories during the nowcasting exer-
cise using the dimension reduction method, and they are visible in the earlier 
table 2. In addition, this thesis constructed categories before the exercise, and 
their results are in appendix 4. These models using pre-exercise categories gave 
more emphasis on the partial least squares (PLS) method, but overall, they pro-
duced a somewhat similar result.  

The second part of the category analysis focused on the 181 different 
Google Trend subcategories that are in appendix 1. The subcategory analysis was 
performed using the LASSO shrinkage method, which selected the optimal 
search categories. Both category analyses used similar models shown in section 
4. Following tables 8 and 9 presents RMSE results for the broad category models. 
In other words, the model results for the univariate Google model in equation 
(17). Rest of the broad category results are in appendix 3. 
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Table 8: RMSE results of Finland’s Google category models (17) 
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Table 8 presents the results for the 16 different broad categories. It appears that 
in Finland, all of the Google Trend broad category models have lower RMSE re-
sults than the benchmark AR-1 model, i.e. they are more accurate. The most pre-
cise broad categories being Jobs, Real Estate and News. All of which were con-
structed using the principal component analysis (PCA) method and three-month 
average data. The following figure 17 plots two of these leading nowcasting mod-
els against Finland’s GDP growth.  
 

 

Figure 17: Two of the leading Google category models and Finland’s GDP growth 
 
Figure 17 depicts two of the leading Google Trends category models against Fin-
land’s GDP growth. It also confirms the earlier result that Google Trends now-
casts relatively small changes to current GDP. Additionally, Google Trends cate-
gories did not seem to have a significant reaction to the 2008 crises. However, 
figure 17 states that Google searches regarding jobs and real estate did have a 
minor decrease after the financial crises. It is possible to break down the factors 
of these broad category estimates by reviewing their subcategories in appendix 
1.  

It may be that financial crises affected people’s Google searches for Real 
Estate related search terms. Namely, fewer people could have been searching for 
new housing and mortgages. It is also interesting that searches for jobs had de-
creased in the aftermath of financial crises. This decrease contradicts Tuhkuri 
(2014) results, which found that search terms related to unemployment increased 
after the financial crises. This different result may be because Tuhkuri (2014) used 
six different keywords to proxy Finland’s unemployment. This thesis used 
Googles own categories to intermediate unemployment. Thus, it could be that 
Google is not able to categorise Finland’s unemployment search terms correctly.  
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Moreover, when analysing the Googles broad categories nowcasting accuracy, 
all the RMSE results are higher than consumer confidence models. In other words, 
consumer confidence outperformed all of the Google Trends broad category 
models. This conclusion is characterised by the following figure 18. 
 

 
Figure 18: Confidence and the leading Google model against Finland’s GDP 
growth 
 
Figure 18 portrays how Finland’s leading broad category, i.e. the News model, 
fares against the consumer confidence model. This thesis formed the leading 
News model with the principal component method (PCA). What is more, the 
2008 downturn seemed to have little effect on people’s searches for news in Fin-
land. However, as before consumer confidence model can foreshadow the 2008 
financial crises. News category model’s reaction is only ex-post, at best.  

Besides, consumer confidence models nowcasts are overall more in line 
with the actual GDP growth. According to figure 18, when Finland’s GDP has 
surged, most notably in 2011, the consumer confidence models growth estimates 
increased. Thus, consumer confidence models generated the most accurate and 
reliable nowcasting estimates when models included only one variable. The next 
analysis examines Germany’s broad category models.  
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Table 9: RMSE results of Germany’s Google category models (17)  
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Similar to earlier table 8, table 9 presents Germany’s Google model results for 16 
different broad categories. Somewhat like in Finland, almost all these Google 
models produced lower RMSE results than the benchmark AR-1 model. Only 
Law broad category, which was created by PLS generated higher RMSE results 
than the benchmark model. Thus, almost of all this thesis’s univariate Google 
models were able to outperform their benchmark models.  

In Germany, the most accurate broad category models were Autos & Ve-
hicles, Real Estate and News. These models did not have any superior dimension 
reduction method, and the leading models were constructed with different meth-
ods. The following figures, 19 and 20, depict these leading category models 
against Germany’s GDP growth.  
 

 

Figure 19: Two of the leading Google category models and Germany’s GDP 
growth 
 
Figure 19 presents the Google model’s results for Autos & Vehicles and Real Es-
tate categories. Both of these models produced quite smooth estimates. Both of 
the category models estimates decreased shortly after the financial crises. This 
decrease might be because, after the crises, the people were using less of their 
time to search for new housing and cars. 

After the crises, Autos & Vehicles category nowcasted significant increase 
to Germany’s GDP. This increase was in line with the actual GDP growth. This 
result could suggest that Google searches related to Autos & Vehicles have some 
relationship with Germany’s GDP changes. This relation could be because the 
automotive industry is a large part of Germany’s manufacturing sector. This is 
somewhat in line with Götz and Knetsch (2019) finding of Google information 
relating to the manufacturing industry in Germany.  
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Still, Real Estate model’s estimates are too smooth for practical purposes, and 
they do not seem to follow Germany’s GDP growth carefully. Nevertheless, the 
following figure 20 presents the leading broad category Google model in Ger-
many.    

 

 

Figure 20: Confidence and the leading Google model against Germany’s GDP 
growth 
 
Figure 20 depicts nowcasting estimates for both confidence and News category 
model. As previously stated, Germany’s confidence model produces rather sta-
ble forecasts. However, the leading broad category model generates quite intri-
guing results. News category estimates increased significantly after the financial 
crises. This increase might be because after the crises actualized, the people were 
searching for news about the financial crises, i.e. people were doing a considera-
ble amount of Google searches when macroeconomic, and policy-related uncer-
tainty was high.  

This result is similar to Donadelli (2015) finding that in Google searches 
have a positive relationship with policy-related uncertainty. However, after the 
crises, News categories relationship with GDP changed. Figure 20 also suggests 
that post-crisis News category had a mostly positive relation with Germany’s 
GDP growth.  

So far, this master’s thesis has mainly discussed category analysis’s uni-
variate results. Google multivariate models both in Finland and Germany gener-
ated significantly inferior RMSE results, i.e. nowcasting equations 19 and 20. 
These multivariate results are in appendix 3. According to RMSE scores, the most 
accurate Finnish multivariate Google models generally contain both Google cat-
egories and AR-1 variable. In other words, they did not contain consumer confi-
dence variable. Thus, it appears that the Google category and AR-1 variable can 
capture most of the relevant information regarding Finland’s GDP.  
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Similar to Finland, the inclusion of consumer confidence data also weakened Ger-
many’s multivariate models. Therefore, univariate and multivariate results sug-
gest that Google data is capable of capturing GDP information more effectively 
than consumer confidence in Germany at least. For a clearer picture, the follow-
ing tables 10 & 11 presents five leading nowcasting models and their RMSE re-
sults and estimates.   
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Table 10: Model estimates for five leading models in Finland 
 

 

  



 

  

56 

As found in table 10, the most accurate models in Finland were the consumer 
confidence models, which also had significant coefficient estimates. The most ac-
curate Google models were all constructed using the principal component anal-
ysis (PCA) method. These Google models included categories relating to News, 
Real Estate and Jobs.  

News category had the lowest RMSE score; hence, it is the most accurate 
Google broad category model to nowcast Finland’s GDP. However, the News 
category model’s estimate is not nearly significant, with a p-value of 0.558. In 
summary, broad category analysis, suggests that consumer confidence is the 
most relevant data source to nowcast Finland’s GDP growth. The following table 
11 presents estimates for the five leading nowcasting models in Germany. 
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Table 11: Model estimates for five leading models in Germany 
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As seen from the table 11, the five leading nowcasting models in Germany were 
all Google models. The five leading Google broad category models were News, 
Autos & Vehicles, Real Estate and Sports. Unlike Finland, most of these were 
constructed using the partial least squares (PLS) method. It also noteworthy that 
two of the five Google models had significant coefficients for the Google varia-
bles.  
 Broad category analysis suggests that in Finland consumer confidence 
model was consistently the most accurate and robust nowcasting model. In Ger-
many, consumer confidence falls behind, and the most accurate model was the 
News category model. However, it is still unclear, what is the driving force be-
hind both Finland and Germany’s broad categories models. In other words, what 
are the primary Google subcategories affecting the leading broad categories? 

Following part of the analysis is examining the Google Trends subcatego-
ries that are in appendix 1. Especially, is there a Google Trends subcategory that 
has an especially close relationship with a country’s GDP growth? These optimal 
subcategories were selected using LASSO shrinkage method. In addition, the 
LASSO method was applied separately for the three-month average data and 
every third-month data. This master’s thesis constructed subcategory models 
based on the univariate Google models, i.e. equation 17. Subcategory results are 
in tables 12 & 13.  
 
Table 12: Finland’s subcategory models selected by LASSO shrinkage method 
 

 
 
According to table 12, even with optimal Google subcategories, Finland’s con-
sumer confidence is still able to dominate the comparison. In other words, previ-
ous table 4 revealed consumer confidence model’s RMSE score to be 1.300. Thus, 
it seems that Google Trends is consistently secondary regards to consumer con-
fidence data in nowcasting.  
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Even with different levels of Google Trends data, the consumer confidence can 
generate the lowest RMSE score, i.e. the most accurate nowcasting estimates. In 
Finland, the most accurate subcategory model included search terms related to 
banking. Thus, the Banking subcategory was the driving force behind the Invest-
ment category with RMSE score of 1,365. The following figure 21 depicts these 
estimates against Finland’s GDP growth.  
 

 
Figure 21: Banking subcategory model and Finland’s confidence model 
 
Figure 21 presents that Google searches about Banking decreased after the finan-
cial crises. After that, searches have remained stable, which could be because this 
banking model used three-month average data. Nonetheless, even with the opti-
mal chosen subcategory consumer confidence data seems to be the superior soft 
data source. The following table 13 presents optimal subcategories for Germany.  

  



 

  

60 

Table 13: Germany’s subcategory models selected by LASSO shrinkage method 
 

 
 
Table 13 suggests that the driving force behind the Autos & Vehicles category 
was the Vehicle Shows subcategory. It appears that searches for vehicles shows 
could be a signal for current GDP. In other words, when people are searching for 
vehicle shows, they could be planning to purchase a new car. This planning, in 
turn, could lead to an actual car purchase that would increase Germany’s con-
sumption and manufacturing, i.e. mainly the automotive industry. The following 
figure depicts the optimal Vehicle Shows subcategory model against Germany’s 
GDP growth.  
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Figure 22: Vehicle Shows subcategory model and Germany’s confidence model 
 
Figure 22 implies that Vehicles Shows subcategory model is more in line with 
Germany’s GDP growth than the consumer confidence model. It also suggests 
that searches for vehicle shows decreased shortly after the financial crises. In ad-
dition, there are simultaneous increases in vehicle show searches and GDP. How-
ever, careful post-crises examination seems to reveal a cyclical pattern from the 
subcategory model. Nevertheless, Germany’s subcategory models distinctly ex-
ceed the consumer confidence model.  
 Overall, Finland’s consumer confidence model outperformed all of the 
Google subcategory models. Confidence model’s results were also more realistic 
and reliable. In Germany, the opposite was right, as the leading subcategory 
model unambiguously surpassed the confidence model. This master’s thesis also 
applied model validation techniques to ensure these nowcasting results.  

5.1.4 Cross-validation 

This thesis applied a Leave-one-out cross-validation (LOOCV) method to achieve a 
more robust analysis of the models’ nowcasting performance. Cross-validation 
methods typically split the data into two subsets the validation data and the train-
ing set. However, the leave-one-out cross-validation method follows an iterative 
process where single observation is repeatedly excluded from the training set. In 
other words, the leave-one-out cross-validation method is fitting models with 
training data and creating model predictions with validation data. (James, Tib-
shirani, Witten & Hastie, 2013, 178–179.)  

Unlike previous pseudo-out-of-sample exercises, this thesis’s cross-vali-
dation models are using “future” data and fixed sample size. This method allows 
for a longer forecasting period; hence, there are more point forecasts to evaluate 
and examine. More throughout depiction of this thesis’ cross-validation arrange-
ment is in appendix 2.  
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This thesis applied these methods for both Finland and Germany’s leading 
Google and confidence models. For the leave-one-out cross-validation method, 
this thesis also included new nowcasting model, which is in equation 22.  

 
(22)   𝐺𝐷𝑃𝑡 = 𝛽0 + 𝛽1𝐺𝑜𝑜𝑔𝑙𝑒𝑖𝑡 + 𝛽2𝐶𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒𝑡  

𝑡 = 1, . . . , T 
𝑖 = 1, . . . , N 

 
Model in equation 22 includes both the country’s leading Google category and 
its consumer confidence data. As previously stated, cross-validation allows for 
more extended estimation period as the earlier pseudo-of-sample. This extended 
period should benefit complex models, as shown in equation 22. The following 
table 14 display Finland’s cross-validation results.  

 
Table 14: Finland’s leave-one-out cross-validation results 
 

 
 
As previously stated, Finland’s leading Google model was the News category 
model. Table 14 imply that the cross-validation method still recommends con-
sumer confidence as the most accurate model. Cross-validation method also led 
to higher differences between the leading Google and confidence models RMSE 
results.  

It is also interesting that Google models forecasting accuracy improved 
when it included the consumer confidence data. However, with RMSE result of 
1.208, the consumer confidence model is still able to prevail. Moreover, Finland’s 
News category models’ results did not significantly differ from the intercept-
term. Nevertheless, bellow figure 23 depicts Finland’s cross-validation estimates 
for the confidence augmented model and confidence model.  
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Figure 23: Confidence augmented News category model and Finland’s confi-
dence model 
 
As evident from the figure 23, the models are now able to generate more point 
forecasts. Furthermore, these forecasts are mostly similar. The main difference 
between them is that the confidence-augmented model’s estimates are smoother 
than the univariate confidence models. This smoothness is because the leading 
News category uses “three-month average” data. However, this smoothness 
does not improve the predictive accuracy of the model. Therefore, the univariate 
confidence model is the most accurate and reliable cross-validation model to 
nowcast Finland’s GDP growth. The following table 15 present RMSE results for 
Germany’s cross-validation models. 
 
Table 15: Germany’s leave-one-out cross-validation results 
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Compared to Finland, there are smaller differences between the models RMSE 
result. Table 15 indicate that the cross-validation method provides noticeable 
gains to confidence models estimation accuracy, i.e. lower RMSE result. Confi-
dence data also improves the Google model’s forecasting accuracy as the aug-
mented model had the lowest RMSE result. However, table 15 results imply that 
univariate Google model had the lowest accuracy.  
 

 
Figure 24: News category model and Germany’s confidence model 
 
Figure 24 indicates that Germany’s News model is somewhat accurate nowcast-
ing model. Furthermore, the News category model generates considerably more 
variation than the consumer confidence model. Despite this, the univariate News 
category model is the most inaccurate cross-validation model in Germany. It is 
also interesting that despite the different estimation method, the News model 
still forecasts a significant increase in GDP growth in amidst of the financial crises. 
This noticeable increase is a potential signal of the Google searches relationship 
with policy-related uncertainty. Anyhow, following figure 25 present both the 
confidence and the leading model, i.e. confidence augmented News category 
model.  
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Figure 25: Confidence augmented News category model and Germany’s confi-
dence model 
 
Figure 25 presents intriguing estimates produced by the leading cross-validation 
model, i.e. equation 22. Confidence augmented model cannot only react appro-
priately to the financial crisis; it also has several adequate responses to Ger-
many’s GDP changes. However, the last two years of the estimation period are 
quite tricky, as the model seem to exaggerate the actual GDP growth. Even so, it 
appears that a combination of Google and confidence data can create useful now-
casting results.  

In conclusion, cross-validation confirms the earlier results that the con-
sumer confidence model was the most accurate model to nowcast Finland’s GDP 
growth. In Germany, cross-validation reinforced confidence augmented Google 
model’s position as the most precise nowcasting model. Thus, Google Trends 
data works better in Germany than in Finland, where consumer confidence data 
is a more efficient data source describing the country’s GDP growth. However, 
figures 20 & 24 present some evidence about Google searches relationship with 
economic uncertainty. Thus, it would be interesting to examine do Google 
searches have a relationship policy-related uncertainty and how it affects Google 
models’ forecasts.  
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5.1.5 Google Trends and policy-related uncertainty 

Donadelli (2015) found that Google searches have relation to policy-related un-
certainty. Furthermore, policy-related Google searches are particularly popular 
when there are significant levels of uncertainty for economic conditions 
(Donadelli, 2015, 802). Growing uncertainty also tends to make people more cau-
tious about consuming and investing (Donadelli, 2015, 802). Therefore, when eco-
nomic conditions are favorable, there should be a considerable number of Google 
searches for durable goods. This master’s thesis includes these uncertain eco-
nomic conditions in the following equation 23. 
 

(23)   𝐺𝐷𝑃𝑡 = 𝛽0 + 𝛽1𝐺𝐷𝑃𝑖𝑡−1 + 𝛽2𝐺𝑜𝑜𝑔𝑙𝑒𝑖𝑡 +  
                                𝛽3𝐺𝑜𝑜𝑔𝑙𝑒𝑖𝑡 ∗ 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦𝑡 +  𝜀𝑡 

𝑡 = 1, . . . , T 
𝑖 = 1, . . . , N 

 
Equation 23 describes a model, which includes a new interaction term 𝐺𝑜𝑜𝑔𝑙𝑒𝑖𝑡 ∗
𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦𝑡. This interaction term’s 𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦𝑡  represents the United States 
policy-related uncertainty, which this study has collected from Economic Policy 
Uncertainty (EPU) database4. More specifically, this thesis uses the EPU’s news-
based policy uncertainty index developed by Baker, Bloom & Davis (2016), which 
is measured in terms of newspaper coverage frequency. This news-based uncer-
tainty index includes data from the United States 10 largest newspapers, i.e. the 
index searches newspaper articles containing words regarding uncertainty and 
politics.  

In this manner, the model in equation 23 is controlling for increased news-
based policy-related uncertainty in the US and its influence on Finland and Ger-
many’s Google searches. It is worth noting that increased policy-related uncer-
tainty might potentially lead to weaker GDP forecasts. This thesis’s uncertainty 
models’ results are in the following tables 16 & 17. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4Economic Policy Uncertainty (EPU) indexes are available in https://www.policyuncertainty.com  
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Table 16: RMSE results of Finland’s uncertainty model (23)  
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Table 16 illustrates US policy-related uncertainty’s influence on Finland’s Google 
searches, i.e. the equation 23. Now data averaging has a noticeable disadvantage, 
which is because uncertainty is a more volatile indicator. Additionally, table 14 
suggests that the PLS method is a hindrance when models include the uncer-
tainty term. This issue may be because PLS reduces Google Trends data’s dimen-
sion based on the covariance with GDP. Mainly, it produces information sets that 
have high covariance with Finland’s GDP. Thus, it seems that Finland’s GDP 
growth is not that related to US news-based policy uncertainty. 

However, PCA methods results imply that Finland’s Google searches are 
associated with US policy-related uncertainty. This possible is because the PCA 
method does not regard Finland’s GDP when transforming the information sets. 
Thus, it appears that Google Trends categories have some tendency to respond 
to macroeconomic policy-related uncertainties.   

Nonetheless, according to the RMSE results, the most accurate models 
were the Investing, Jobs and Law category models. It seems that when people 
feel uncertain about the economic conditions, the searches regarding finance, jobs 
and legislations are greatly affected. This result is somewhat intuitive as these 
categories of information should be in people’s interests in high levels of uncer-
tainty. The uncertainty models nowcasting estimates are in the subsequent fig-
ures 27 and 28.  
 

 
Figure 26: Job, Investing and Uncertainty models against Finland’s GDP growth 
 
Difference to previous figures, figure 26 shows highly volatile nowcasting esti-
mates. Higher volatility is due to the uncertainty data, which is quite volatile. 
Nonetheless, Jobs and Investing categories seem to move in unison.  
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Most noticeable movements being the surges in 2007 and 2009. Although there 
are some confluences with Finland’s GDP, the uncertainty models with Jobs and 
Investment do not produce reliable nowcasting results.  
   

 
Figure 27: Food & Drink and Uncertainty models against Finland’s GDP growth 
 
The leading uncertainty model included the Law Google Trends category. When 
looking at figure 27, it appears that the model nowcasts a considerably lower 
GDP growth than the actual GDP. Furthermore, it seems to forecast a noticeable 
decrease to Finland’s GDP in late 2018.  

Regardless, provided by the results of table 16, figures 26 and 27, it ap-
pears that Google Trends categories do not work well with policy-related uncer-
tainty data, at least for Finland’s GDP. News based uncertainty data generates 
too much volatility to the nowcasting models. Higher volatility, in turn, leads to 
the models to aggravate the GDP changes in a way that is not plausible in real-
life. The following table 17 presents Germany’s uncertainty models RMSE results.  
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Table 17: RMSE results of Germany’s uncertainty model (23)  
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Table 17 describes the US policy-related uncertainty’s influence on Germany’s 
Google searches. The table’s results look similar to the previous Finnish uncer-
tainty models. As before, the PLS method is producing information sets that have 
high covariance with Germany’s GDP. Therefore, it seems that Germany’s GDP 
does not have a relationship with US news-based policy uncertainty. Also, like 
Finland’s results, PCA methods suggest that also Germany’s Google searches re-
late with US policy-related uncertainty.  
 As reported in table 17, the most accurate German uncertainty models 
were Real Estate, Sports and Jobs. In other words, policy-related uncertainty ap-
pears to affect people’s Google searches for jobs, housing and athletics. The Job 
category is identical to previous Finnish uncertainty results. However, in Ger-
many, real estate and sports searches are also affected. These two categories are 
in the following figure 28.   
 

 
Figure 28: Sports, Travel and Uncertainty models against Germany’s GDP 
growth 
 
As shown in figure 28, the Real Estate category’s nowcasts are highly volatile. 
Although the Sports category was second-most accurate model, it also produced 
too volatile nowcasts. Moreover, two of the leading uncertainty models do not 
seem to coincide to Germany’s GDP growth. Bellow figure 29 depicts Germany’s 
most accurate uncertainty model. 
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Figure 29: Job and Uncertainty models against Germany’s GDP growth 
 
The most accurate Germany’s uncertainty model included Google’s Job category. 
Surprisingly enough, Jobs uncertainty model seem to be also this thesis’ the most 
accurate uncertainty model. Its nowcasting results mostly coincide with Ger-
many’s GDP growth. Despite these positive results, the Jobs category model’s 
estimates are also too volatile to use in practice. 
 Overall, the uncertainty models are not effectively nowcasting either of 
the country’s GDP growth. However, both countries’ results suggest that peo-
ple’s searches for Jobs are one of the most affected searches when US policy-re-
lated uncertainty arises. In Finland, law and investing related searches are also 
affected. In Germany, US policy-related uncertainty affected searches regarding 
people’s real estate planning and sports.   
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5.2 Discussion of the results 

According to the results of this master’s thesis, the leading nowcasting models 
used only one variable. Results also suggest that Google Trends data models 
were generally able to outperform the benchmark (AR-1) models. Broad category 
models also confirmed this. In Finland, the most accurate Google Trends category 
models were constructed using principal component analysis (PCA) dimension 
reduction method and “three-month average” data. Three of the leading broad 
categories were News, Real Estate and Jobs. However, the consumer confidence 
model produced the lowest RMSE score.  

On the contrary to Finland, most of Germany’s leading broad categories 
were constructed using partial least squares (PLS) and “every third-month” data. 
These leading categories included News, Autos & Vehicles, Real Estate and 
Sports. In addition, all these categories were able to surpass the consumer confi-
dence model.   

When studying the Google Trends subcategories, LASSO found several 
optimal subcategories relating to Finland’s GDP growth, the most accurate being 
the Banking category. Even with this selection method, the consumer confidence 
model proved to be the most accurate nowcasting model. In Germany, LASSO 
revealed the Vehicle Shows subcategory to be the driving force behind the lead-
ing Autos & Vehicles broad category.  

This thesis applied leave-one-out cross-validation (LOOCV) to achieve a 
more comprehensive analysis of Google searches nowcasting abilities. Finland’s 
results further strengthened consumer confidence models role as the leading 
nowcasting model. What is more, Google models forecasting accuracy improved 
when it included the confidence data. Germany’s leading Google model was con-
structed using the PLS method, which could potentially be influenced by future 
GDP. This thesis constructed cross-validation method differently; hence, it pro-
vides further evidence about the true nature of the Google data.  

Cross-validation results reveal that also in Germany; the consumer confi-
dence can produce the lowest RMSE scores, i.e. it is the most accurate model in 
the analysis. However, when looking at the figures, confidence models’ estimates 
are far from being as adequate, say, as in Finland. It is also interesting that Google 
model accuracy once again increases when it includes consumer confidence data.    

Donadelli (2015) found that Google search data had a relationship with 
policy-related uncertainty. This master’s thesis used US policy-related uncer-
tainty index to examine if Google searches relate to uncertain economic condi-
tions. Finland’s uncertainty models result imply that leading Google categories 
were Investing, Jobs and Law. Germany’s leading uncertainty models included 
Real Estate, Sport and Jobs. The most accurate being the Jobs category, which 
generated somewhat surprising results. Nonetheless, all of these models pro-
duced highly volatile nowcasting estimates.  
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5.2.1 Comparing results to earlier studies 

Earlier studies, most notably, Götz and Knetsch (2019), Ferrara and Simoni (2019) 
found that Google Trends data are able to generate additional information about 
GDP growth. Götz and Knetsch (2019, 21) concluded that in the absence of any 
official information, Google Trends data could augment models with useful in-
formation regarding the German GDP. Ferrara and Simoni (2019) found Google 
Trends data models to provide accurate forecasts in the first four weeks.  

This master’s thesis cautiously confirms some of these results as most of 
the Google models could outperform the benchmark (i.e. AR-1) model. In Finland, 
consumer confidence models consistently outperform Google Trends models. In 
other words, there is not a single Google model that had a lower RMSE score than 
consumer confidence. Thus, in the absence of official data, i.e. Google Trends data 
manages to produce additional information about Finland’s GDP growth.  

However, when carefully studying the Finnish nowcasting estimates 
through figures, consumer confidence models show their dominance. Consumer 
confidence model’s nowcasts, not only foreshadow 2008 crises, but they also 
moved unison with Finland’s actual GDP. This movement is not evident in the 
leading Google Trends categories, which estimates do not seem to have co-move-
ment with actual GDP. Furthermore, Google Trends categories models’ estimates 
appeared to be much smoother than consumer confidence. Therefore, although 
Google Trends data can exceed the benchmark model, consumer confidence 
model produces more robust nowcasting results. This result partially confirms 
Bańbura & Rünstler (2011) and Giannone et al. (2008) findings of survey data’s 
usefulness in nowcasting.  

In Germany, almost all the univariate Google models are able to surpass 
the confidence model. Moreover, the five leading nowcasting models included 
only Google category models. The figures also strengthen the Google models su-
premacy as they produced estimates that coincided with Germany’s GDP. On the 
other hand, Germany’s consumer confidence model generated too smooth now-
casting estimates. One of the reasons for this is that consumer confidence data do 
not relate Germany’s GDP as strongly as in Finland. Google models can also gen-
erate more accurate results in Germany for another reason. It may be that the 
Google LLC category algorithm works better in larger countries than in smaller 
countries, e.g. Finland.  

This master’s thesis is unable to find conclusive results about Google 
Trends data’s relationship with policy-related uncertainty. Comparison between 
PLS’s and PCA’s RMSE results reveal that Google Trends data is possibly associ-
ated with policy-related uncertainty. However, the uncertainty model’s estimates 
appear to be highly volatile. This volatility is not plausible in real-life GDP cycles. 
Furthermore, these estimates are not moving at unison with Finland’s GDP 
growth. Thus, this study is unable to find Finnish Google searches relating to 
policy-related uncertainty. In Germany, this thesis found some relationship with 
policy-related uncertainty and Google Trends data. Nevertheless, that relation-
ship requires further examination.  
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5.2.2 Reliability of the results 

Results of this master’s thesis suggest that consumer confidence data is superior 
for nowcasting Finland’s GDP. Finland is a relatively small country; therefore; its 
GDP is highly dependent on exports. Thus, Finnish Google searches could have 
difficulties capturing relevant information about the economy. Consequently, 
Google Trends data seem to work better in Germany, which is a large country 
with a large manufacturing sector. However, most of Germany’s leading models 
were constructed using the partial least squares (PLS) methods, in which ex-post 
GDP potentially influencing the forecasts. Moreover, cross-validation results 
suggest that although Germany’s consumer confidence model was not able to 
follow the GDP that carefully, it had the lowest RMSE score.  
 Additionally, Google Trends data were relatively short beginning in Jan-
uary 2004, which significantly limits the possible estimation length. Still, the 
quantity of searches has increased considerably, and it is safe to assume that the 
search terms have also changed. In other words, Google searches data may have 
changed substantially throughout the years. Therefore, in the future, as Google 
Trends data grows, and depending on how Google’s algorithm evolves, it might 
have a better representation of people’s interests and preferences.  

This master’s thesis Google Trends data were somewhat similar to Götz and 
Knetsch (2019). This thesis included the same initial broad and subcategories. 
However, Götz and Knetsch (2019) used private ECB Google Trends data, which 
is formed differently than the publicly available data. Despite this, the overall 
results did not differ significantly. 

This thesis’s methods followed Götz and Knetsch (2019) study as it applied 
similar dimension reduction methods, i.e. principal component analysis and par-
tial least squares. This thesis also used partially same LASSO shrinkage method 
as in Götz and Knetsch (2019). However, Götz and Knetsch (2019) applied bridge 
equation models. This master’s thesis examined more straightforward nowcast-
ing models. Furthermore, it is worth noting that there are minor pitfalls in these 
methods. For example, LASSO may produce unstable estimates (Lim & Yu, 2016). 
Nevertheless, these research methods are relevant in terms of answer the re-
search question. 

In this context, one may also consider if Google Trends data is relevant for 
nowcasting GDP growth. It may be better suited to nowcast different consumer 
confidence categories, e.g. housing, cars and finance. Likewise, consumer confi-
dence is more closely associated with people’s interests than countries GDP 
growth. Even so, this study found that Google Trends data has a minor correla-
tion with consumer confidence. That evidence suggests that they both have some 
similar information within them, but this related information was not that evi-
dent in the nowcasting estimates.  
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6 CONCLUSIONS 

This master’s thesis attempted to nowcast Finland and Germany’s GDP growth 
using Google Trends. To answer the question of whether Google Trends data is 
any good. The results suggest that Google data is, in fact, able to generate addi-
tional information in both countries as it outperforms the benchmark model. Still, 
careful examination reveals that Finland’s consumer confidence models are con-
sistently superior to Google models.  

In Germany, the five leading Google models surpassed the consumer con-
fidence model. However, cross-validation analysis revealed that consumer con-
fidence model could produce forecasts that are more accurate than the leading 
Google model. This master’s thesis also investigated Google Trends data’s rela-
tionship with policy-related uncertainty, but there was no conclusive evidence 
supporting this argument. Differences in dimension reduction results confirm re-
lationship with uncertainty, but nowcasting estimates were too volatile.  
 Nevertheless, there are still multiple possibilities for further studies. Fur-
ther studies could study Google Trends data relationship with policy-related un-
certainty in other large developed countries, e.g. the United States, the United 
Kingdom. Furthermore, low-income developing countries could present an intri-
guing research topic as their official GDP statistics are difficult to produce.  

In addition, as previously stated, Google Trends data is not in the absolute 
numeric form, and this thesis applied only recursive nowcasting exercise. There-
fore, further studies could use the Kalman filter to estimate dynamic nowcasting 
models with the actual values of the search terms. Moreover, future models using 
Google Trends could focus on nowcasting turning points in GDP growth.  
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APPENDIX 1 Initial Google Trends subcategories 

Table 1.1: Initial subcategories 1 
 

 
 

Broad categories Subcategories Broad categories Subcategories

Autos & Vehicles Beauty & Fitness

Bicycles & Accessories Beauty Pageants

Boats & Watercraft Body Art

Campers & RVs Cosmetology & Beauty Professionals

Classic Vehicles Cosmetic Procedures

Commercial Vehicles Face & Body Care

Custom & Performance Vehicles Fashion & Style

Hybrid & Alternative Vehicles Fitness

Microcars & City Cars Hair Care

Motorcycles Spas & Beauty Services

Off-Road Vehicles Weight Loss

Personal Aircraft

Scooters & Mopeds Computers & Electronics

Trucks & SUVs CAD & CAM

Vehicle Brands Computer Hardware

Vehicle Codes & Driving Laws Computer Security

Vehicle Maintenance Consumer Electronics

Vehicle Parts & Accessories Electronics & Electrical

Vehicle Shopping Enterprise Technology

Vehicle Shows Networking

Programming

Business & Industrial Software

Advertising & Marketing

Aerospace & Defense Investing

Agriculture & Forestry Accounting & Auditing

Automotive Industry Banking

Business Education Credit & Lending

Business Finance Financial Planning

Business Operations Grants & Financial Assistance

Business Services Insurance

Chemicals Industry Investing

Construction & Maintenance

Energy & Utilities Food & Drink

Hospitality Industry Alcoholic Beverages

Industrial Materials & Equipment Cooking & Recipes

Manufacturing Grocery & Food Retailers

Metals & Mining Non-Alcoholic Beverages

Pharmaceuticals & Biotech Restaurants

Printing & Publishing

Professional & Trade Associations Health

Retail Trade Aging & Geriatrics

Small Business Alternative & Natural Medicine

Textiles & Nonwovens Health Conditions

Transportation & Logistics Health Education & Medical Training

Health Foundations & Medical Research

Home & Garden Medical Devices & Equipment

Bed & Bath Medical Facilities & Services

Domestic Services Medical Literature & Resources

Gardening & Landscaping Men's Health

Home Appliances Mental Health

Home Furnishings Nursing

Home Improvement Nutrition

Home Storage & Shelving Oral & Dental Care

Homemaking & Interior Decor Pediatrics

HVAC & Climate Control Pharmacy

Kitchen & Dining Public Health

Laundry Reproductive Health

Nursery & Playroom Substance Abuse

Pest Control Vision Care

Swimming Pools & Spas Women's Health

Yard & Patio
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Table 1.2: Initial subcategories 2 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Broad categories Subcategories Broad categories Subcategories

Internet & Telecom Jobs & Education

Communications Equipment Education

Email & Messaging Jobs

Mobile & Wireless

Search Engines News

Service Providers Broadcast & Network News

Teleconferencing Business News

Web Apps & Online Tools Gossip & Tabloid News

Web Portals Health News

Web Services Journalism & News Industry

Local News

Law & Government Newspapers

Government Politics

Legal Sports News

Military Technology News

Public Safety Weather

Social Services World News

Shopping Real Estate

Antiques & Collectibles Apartments & Residential Rentals

Apparel Commercial & Investment Real Estate

Auctions Property Development

Classifieds Property Inspections & Appraisals

Consumer Resources Property Management

Entertainment Media Real Estate Agencies

Gifts & Special Event Items Real Estate Listings

Luxury Goods Timeshares & Vacation Properties

Mass Merchants & Department Stores

Photo & Video Services Sports

Shopping Portals & Search Engines College Sports

Swap Meets & Outdoor Markets Combat Sports

Tobacco Products Extreme Sports

Toys Fantasy Sports

Wholesalers & Liquidators Individual Sports

Motor Sports

Travel Sporting Goods

Air Travel Sports Coaching & Training

Bus & Rail Team Sports

Car Rental & Taxi Services Water Sports

Carpooling & Ridesharing Winter Sports

Cruises & Charters World Sports Competitions

Hotels & Accommodations

Luggage & Travel Accessories

Specialty Travel

Tourist Destinations

Travel Agencies & Services

Travel Guides & Travelogues
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APPENDIX 2 Gradual description of the nowcasting exercises 

This master’s thesis pseudo-out-of-sample forecasting exercises were conducted 
in the following order: 
 

1) Data preparation  
a. Monthly data series were adapted to quarterly data 

i. Three-month averaging 
ii. Every third-month data 

b. Relevant variables were reconciled in one data matrix 
i. Data covers the years from 2004 to 2018 

ii. Data’s length was 60 periods 
2) Loop procedure  

a. Initial sample size length was 12 periods 
b. Loop ran through the entire data so that the model’s sample was 

continually increasing, and each observation was used in the esti-
mation.  

c. If the model included Google Trends data, dimension reduction 
method was conducted, i.e. principal component analysis (PCA) or 
partial least squares (PLS). Selected dimension reduction method 
produced a single Google variable, which was implemented to the 
model 

d. Each model in question was estimated with ordinary least squares 
(OLS)  

3) Nowcasts were created by multiplying the “original data” with model es-
timates, i.e. the model’s coefficients 

a. PCA and PLS methods “original data” were created with ex-post 
Google data  

i. However, in PLS method the “original data” for the Google 
variable were constructed with the respect of the ex-post 
GDP 

4) Root mean squared errors (RMSE) results were generated comparing the 
model forecasts and the actual GDP data 
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Thesis’s leave-one-out cross-validation exercises had the following structure: 
 

1) Data preparation  
a. Monthly data series were adapted to quarterly data 

i. Three-month averaging  
ii. Every third month 

b. Relevant variables were reconciled in one data matrix 
i. Data covers the years from 2004 to 2018 

ii. Data’s length was 60 periods 
2) Loop procedure  

a. Cross-validation used all data, but each loop iteration removed one 
row of data. In other words, models could not use the country’s 
current GDP in their estimates. 

b. If the model included Google Trends data, dimension reduction 
method was conducted, i.e. principal component analysis (PCA) or 
partial least squares (PLS). Selected dimension reduction method 
produced a single Google variable, which was implemented to the 
model. 

c. Each model in question was estimated with ordinary least squares 
(OLS)  

3) Forecasts were created by multiplying the “original data” with model es-
timates, i.e. the model’s coefficients 

a. In cross-validation, the “original data” is the first column of the 
score-matrix, which is formed from a simple matrix calculation 

i. It is done by first taking the inverse of the cross-validation’s 
PLS loadings matrix and by multiplying it with the Google 
data. Second, this result is then subtracted by its mean.   

4) Root mean squared errors (RMSE) results were generated comparing the 
model forecasts and the actual GDP data 
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APPENDIX 3 Multivariate models’ results 

Table 2.1: RMSE results of Finland’s model (19)  
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Table 2.2: RMSE results of Germany’s model (19)  
 

 

  



87 
 
Table 2.3: RMSE results of Finland’s model (20)  
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Table 2.4: RMSE results of Germany’s model (20)  
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APPENDIX 4 Dimension reduction before the nowcasting exer-
cise  

Following RMSE results and figures are for models where PCA and PLS dimen-
sion reduction methods this thesis conducted before the pseudo-out-of-sample 
exercise. In other words, these models used data that was ex-post available.  
 
Table 3.1: Models that included entire Finland’s Google Trends data 
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Figure 3.1: Google models and Finland’s GDP growth 

 
Figure 3.2: Leading Google model and Finland’s GDP growth 
 
 
Table 3.2: Models that included entire Germany’s Google Trends data 
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Figure 3.3: Google models and Germany’s GDP growth 
 
 

 
Figure 3.4: Leading Google model and Germany’s GDP growth 
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Table 3.3: RMSE results of Finland’s Google category models (17) 
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Figure 3.5: Leading Google category models and Finland’s GDP growth 
 

 
Figure 3.6: Confidence and the leading Google model against Finland’s GDP 
growth 
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Table 3.4: RMSE results of Germany’s Google category models (17)  
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Figure 3.7: Two of the leading Google category models and Germany’s GDP 
growth 
 

 

Figure 3.8: Confidence and the leading Google model against Germany’s GDP 
growth 
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Table 3.5: RMSE results of Finland’s model (19)  
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Table 3.6: RMSE results of Germany’s model (19)  
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Table 3.7: RMSE results of Finland’s model (20)  
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Table 3.8: RMSE results of Germany’s model (20)  
 

 

 
 


