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Abstract
Snellman, Tomas
Jet transverse momentum distributions from reconstructed jets in p–Pb collisions
at
√
sNN = 5.02 TeV

Jyväskylä: University of Jyväskylä, 2019, 140 p.
(JYU Dissertations
ISSN 2489-9003; 99)
ISBN 978-951-39-7800-6 (PDF)

In this thesis we study the transverse structure of reconstructed jets via transverse
fragmentation momentum, jT, distributions in proton-lead (p–Pb) collisions at
the centre-of-mass energy per nucleon of 5.02 TeV. The data is measured with the
ALICE experiment at the CERN LHC.

In previous analysis that used two-particle correlations, it has been observed
that the measured jT distributions can be factorised into two components, a narrow
Gaussian component, and a wide non-Gaussian component. It was argued that
these components can be linked to the non-perturbative hadronisation and to the
perturbative showering process, respectively. We have observed the same factori-
sation holds for jT distributions obtained using reconstructed jets. Furthermore
although a direct quantitative comparison is not possible, our data is qualitatively
compatible with jT distributions measured from two-particle correlations.

Studies of collective flow in high multiplicity p–Pb collisions have seen hints
of behaviour that in Pb–Pb collisions has been taken as indication of the creation
of Quark Gluon Plasma (QGP), a deconfined state of QCD matter. However
studies of jet observables have shown no modification in high multiplicity p–Pb
collisions. As expected it has been observed in Pb–Pb collisions that jets traversing
through QGP medium will lose energy from interactions with the medium. Thus
it remains an open question whether QGP is created in a p–Pb collision. In this
thesis we compare measured jT distributions between minimum bias and high
multiplicity p–Pb collisions. Our results show no sign of modification within the
current experimental capabilities.

Keywords: jet, jet shape, jet fragmentation, jet reconstruction, heavy ion, p–Pb,
transverse momentum, ALICE, CERN, LHC
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Chapter 1

Introduction

This thesis focuses on studying Quantum Chromodynamics (QCD) [1], a part of
the standard model of particle physics [2], which is the theory describing the strong
interactions. Strong interaction is the force responsible for interactions that holds
the nucleus of an atom together. Fundamentally it describes the interactions be-
tween quarks and gluons, the elementary constituents of the building blocks of the
nucleus, protons and neutrons. Because of specifics of this interaction quarks and
gluons, together dubbed partons, can never be seen free [3]. Under ordinary con-
ditions they are confined into bound states called hadrons. In extreme conditions
they can form a medium of asymptotically free quarks and gluons, guark-gluon
plasma (QGP) [4].

Indirectly partons can be observed in high energy particle collisions as jets,
collimated showers of particles [5]. The physics of these jets is the primary topic
discussed in this thesis. Understanding jets is important when one is interested
in the processes that produce the partons that eventually fragment into jets. By
themselves jets can provide an insight into QCD when the fragmentation is studied.
Jets can also be used as probes of the QGP medium.

Experimentally jets can be studied with jet reconstruction algorithms which
group observed tracks, in essence undoing the showering process, to find a rea-
sonable estimate of the initial parton. That is also the case in this thesis. The
main observable studied is the jet fragmentation transverse momentum jT which
is defined as the perpendicular component of the momentum of jet constituents
with respect to the jet axis, the best estimate of the initial parton. As such jT

measures the transverse nudge that fragmentation products receive.
The analysis studies collisions between protons and lead nuclei. Originally these

were meant to be a reference for lead-lead collisions to rule out possible cold nuclear
matter effects [6]; effects caused by the regular ’cold’ nuclear matter of a nucleus
as opposed to QGP. However, p–Pb collisions have provided interesting physics
by themselves. Many of the collective phenomena that in Pb–Pb collisions were
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attributed to QGP have been observed also in high multiplicity p–Pb collisions [7]
and even in ultra high multiplicity pp collisions [7]. However observables of jet
modification show no conclusive signals in p–Pb collisions [6, 7].

This thesis is organised as follows: Section 1 first gives a general introduction
into the history and properties of QCD and heavy-ion physics. It is followed by a
description of hard processes, jet fragmentation and hadronisation and how these
processes might look like in a heavy-ion environment. Finally there is a discussion
on the physics of small systems.

The experimental setup that was used to collect the data in this thesis is
described in Section 2. It starts by explaining the accelerator facilities at CERN
and LHC in more detail. This is followed by a description of the ALICE experiment
and its sub-detectors. A part of Section 2 is dedicated to coming upgrades of
ALICE as this is a timely topic. In 2019-2020 ALICE will be upgraded and I have
made a personal contribution to the TPC upgrade.

Section 3 gives a description of the event, track and cluster selection criteria
used in the analysis. This is followed in Section 4 by the specific analysis methods
used in this thesis. First the jet reconstruction algorithm used, anti-kT, is de-
scribed. Section 4 continues by introducing the jT observable, how it is obtained
and what methods are used to estimate background contribution and correct for
detector effects. Finally the fitting method used for the final results is described.
Section 5 gives the different systematic uncertainties that arise from the analysis.

Finally the results from the analysis are presented in Section 6. The results
are compared to Pythia and Herwig Monte Carlo generators. Further discussion
of the results is given in Section 7 when the results are compared to jT results
obtained with a different analysis method. Section 8 summarises the main results
and gives an outlook for future.
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1.1 Quantum chromodynamics

1.1.1 Foundation of QCD

The universe is governed by four basic interactions: gravity, electromagnetic, weak
and strong interactions. Gravity is best described by the theory of general rela-
tivity [8]. The standard model of particle physics [2] includes the remaining three
interactions, electromagnetic, weak and strong interactions. The standard model
is a quantum field theory where local gauge symmetries dictate particle interac-
tions [5].

The first interaction included in the standard model was the electromagnetic
interaction. The foundations of quantum field theory and Quantum Electrody-
namics (QED) were already laid out by the work by Dirac in 1927 [9]. The full
theory of QED was formulated in 1946-1949 by Tomonaga [10], Schwinger [11,12]
and Feynman [13]

Motivated by the success of a quantum field theory approach for the elec-
tromagnetic interaction physicists started working on the remaining interactions.
However, the weak and strong nuclear interactions proved more challenging to
formulate [14]. In the end the weak interaction was unified with the electromag-
netic interaction into the electroweak theory. The final theory was formulated by
Glashow [15], Salam [16] and Weinberg [17].

The theory of strong interactions became to be known as Quantum Chromody-
namics (QCD). The search for a theory of strong interactions began already after
the formulation of QED and drew further inspiration when new particle accelera-
tors were introduced in the 1950s. These were powerful enough to conduct particle
physics research while before this the main source of particle physics had been the
study of cosmic rays. From cosmic ray studies positrons, neutrons and muons had
been discovered in the 1930s and charged pions were discovered in 1947 [18, 19].
The neutral pion was discovered in 1950 [20].

These new accelerators included the Bevalac accelerator which was commis-
sioned at the Lawrence Berkeley National Laboratory (LBNL) in 1954. Bevalac
was followed by the Super Proton Synchrotron (SPS) at CERN in 1959 and by
the Alternating Gradient Synchrotron (AGS) at the Brookhaven National Labo-
ratory (BNL) in 1960. The most powerful of these was the AGS which could reach
energies of up to 33GeV with proton beams. With these accelerators a host of
new particles were discovered by the beginning of the 1960s. The most notable
were antiprotons [21], antineutrons [22], ∆-particles and the six hyperons (Ξ0 [23],
Ξ− [24], Σ± [25], Σ0 [26] and Λ [27]).

Physicists started searching for symmetries between these newly observed par-
ticles. Already in 1932 Heisenberg [28] had used an SU(2) symmetry in his isospin
model to group protons and neutrons, as apart from electrical charge these behave
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almost identically. In 1962 this was extended by Gell-Mann and Ne’eman [29] to
the SU(3) symmetry based organisation of particles. In this SU(3) model hadrons
sharing the same spin and parity numbers were grouped into octets. This lead to
the discovery of the Ω− [30] baryon as the SU(3) decouplet that included heavier
baryons was missing a baryon.

In the SU(3) symmetry group the simplest representation is a triplet where
particles would have electric charges 2/3 or −1/3. However, no particles with frac-
tional charge had been detected. Although they still didn’t consider these to be
real particles, Gell-Mann [31] and Zweig [32] proposed in 1964 that baryons and
mesons would be bound states of these three hypothetical triplet particles. Now
we know that these are the u, d and s quarks. The term quark was coined by
Gell-Mann while Zweig had called them aces.

This original quark model still had a problem as it violated the Pauli exclusion
principle. Because of the antisymmetry of fermion wave functions no two similar
fermions can share the exact same quantum numbers. However, in a particle
comprised of three identical (same flavour) quarks, like the Ω− particle, at least
two quarks would have the same quantum numbers, as the only variable quantum
number, spin, can have two values for quarks with spin 1/2. This problem was solved
by the addition of another quantum number, colour, which separated quarks of the
same species. The idea of colour had been originally presented already in 1964 by
Greenberg [33]. A model combining quarks and colour was presented in 1971 by
Gell-Mann and Fritzsch [34]. In the new colour model the baryonic wave function
became

(qqq)→ (qrqgqb − qgqrqb + qbqrqg − qrqbqg + qgqbqr − qbqgqr) , (1.1)

Experimentally the colour model could be confirmed by observables like the decay
rate of a neutral pion and the Drell-Ratio. When taking colour into account the
neutral pion decay rate is

Λ
(
π0 → γγ

)
=
α2

2π

N2
c

32

m3
π

f 2
π

, (1.2)

where Nc is the number of colours, mπ is the mass of pion and fπ is the pion
decay constant. For Nc = 3 this decay rate is 7.75 eV while the measured value is
(7.86± 0.54) eV [35].

The Drell-Ratio D [36] combines both the colour information and the number
of quarks species. Defined as

D =
σ (e+ + e− → hadrons)

σ (e+ + e− → µ+ + µ−)
= Nc

∑
f

Q2
f , (1.3)
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where Qf are the effective charges of individual quark flavours. This ratio has the
numerical value 2 when the lightest quarks u, d and s are included. For collision
energies exceeding the threshold of heavy quark (c and b) production processes the
ratio increases to 10/3 (for f = u, d, s, c) and 11/3 (for f = u, d, s, c, b). So far the
energy threshold (

√
s ≈ 350 GeV) of tt̄ production, has not been reached by any

e+e− colliders.
In the colour model only colour neutral states are possible which explains why

no free quarks had been observed. The simplest ways of producing a colour neu-
tral object are the hadrons which can be observed, i.e. (anti)baryons and mesons,
the combinations of either three (anti)quarks or a quark-antiquark pair respec-
tively. Although the hunt for more exotic combinations has been going on for
decades, only in 2019 did LHCb produce conclusive evidence of the observation of
a pentaquark [37], a state which consists of 4 quarks and one antiquark.

First experimental indication of the existence of quarks came in 1969 when a
series of experiments at the Stanford Linear Accelerator Center (SLAC) revealed
that protons and neutrons appeared to have some substructure [38, 39]. For this
discovery they eventually received the Nobel Prize in Physics in 1990 [40]. Bjorken
demonstrated that these results could be explained if protons and neutrons were
composed of virtually noninteracting pointlike particles [41, 42]. Feynman [43]
interpreted these objects as real particles and suggested they would be the quarks
of Gell-Mann’s model. At the time, however, this seemed mysterious; if all strongly
interacting particles, hadrons, were composed of quarks, then quarks should surely
be strongly interacting themselves. Why would they appear to be almost free
inside hadrons? This turned out to be a key clue in formulating the theory of
strong interactions [14].

With the inclusion of colour the final quantum field theory of QCD could be
formed rapidly between 1972-1974. A significant contribution was the work done
by Gross, Wilczek, Politzer and George for non-abelian gauge field theories [1,44–
47]. The work showed that quarks would indeed be asymptotically free in a non-
abelian theory, which explained the results from SLAC. In 2004 Gross, Wilczek
and Politzer received the Nobel Prize in Physics for their work [48]. The role of
gluons as the particles mediating the strong interaction was presented by Fritzsch,
Gell-Mann and Leutwyler in 1973 [49].

The quark model was extended in 1974 when the discovery of the charm quark
and the first charmed hadron, J/Ψ, was simultaneously published by teams from
the SLAC [50], from Brookhaven National Laboratory [51] and from the ADONE
collider in Frascati, Italy [52]. In 1976 the Nobel Prize in Physics was awarded to
Richter and Ting for the discovery of the charm quark [53]. The existence of a
fourth quark had already been speculated in 1964 by Bjorken and Glashow [54], but
a proper prediction was provided by Glashow, Iliopoulos and Maiani in 1970 [15]
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based on symmetries between leptons and quarks in weak interactions.
However, the mediating particles, gluons, had not been directly seen in any

experiments. The existence could be inferred from observing that the quarks
only carried about half of the momentum of protons [55]. Direct evidence was
first seen in 1979 at the Positron-Electron Tandem Ring Accelerator (PETRA) at
DESY [56–58] in the form of a three jet event, where the third jet came from a
gluon.

The two remaining quarks, bottom and top, were introduced by Kobayashi and
Maskawa in 1973 to explain CP-violation [59]. For this they received the Nobel
Prize in Physics in 2008 [60]. Bottom quark was discovered soon after, in 1977, at
Fermilab [61]. The heaviest quark, top quark, would eventually be discovered in
1995 by the CDF [62] and DØ [63] experiments at Fermilab.

1.1.2 Asymptotic Freedom

In Quantum Electrodynamics (QED) the vacuum becomes polarised in the vicin-
ity of a charge. Virtual particle-antiparticle pairs populate the surroundings of
the centre charge. The net effect is that the field at any finite distance is par-
tially cancelled. Closer to the central charge one sees less of the vacuum effect
and the effective charge increases. With increasing distance to the charge the ef-
fective charge weakens until the QED coupling constant reaches the fine-structure
constant α = 1

137
[5].

There is screening also in QCD because of the colour charges. However, as
QCD is a non-abelian theory gluons can interact also with other gluons. The
mediating particles of QED, photons, are neutral and thus can’t interact with
other photons. The self-interaction of gluons leads to the antiscreening of the
colour charge which dominates over the screening effect. As the distance to the
central charge increases, virtual gluons of the vacuum cause the coupling constant
to grow larger. If the distance between colour charges, quarks, gets large enough
the interaction is strong enough to produce a new quark-antiquark pair. Thus no
free colour charges can be seen. On the other hand, at very small distances the
coupling constant approaches zero. This is known as asymptotic freedom [5].

Extending the idea of asymptotic freedom Collins predicted in 1975 [64] a state
where individual quarks and gluons would no longer be bound to hadrons. This
state of bulk QCD matter, which can be seen as a separate phase of hadronic mat-
ter, was later coined Quark-Gluon Plasma (QGP) by Edward Shuryak in 1980 [4].
With some assumptions a phase diagram of hadronic matter can be drawn. Fig-
ure 1.1 shows a schematic view of this phase diagram.

At a time of 10−6s after the Big Bang the conditions in the early universe pre-
ferred the existence of QGP instead of hadronic matter. Nowadays the properties
of QGP can be explored in laboratories, through collisions of heavy atomic nuclei
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Figure 1.1: A schematic illustration of the phase diagram of QCD matter. The
x-axis, showing the quark chemical potential µ, represents the imbalance between
quarks and antiquarks. Along the x-axis the temperature is zero. Along the
vertical axis the temperature increases, which takes us through the crossover from
a hadronic gas to quark-gluon plasma. With low µ this is the regime explored by
high-energy heavy-ion colliders and also the trajectory taken by the universe as
it cooled after the Big Bang. The conditions in neutron stars correspond to the
lower right corner, with low T and high µ.

at ultra-relativistic energies. The phase transition between QGP and ordinary
hadronic matter is the only phase transition in a quantum field theory that can
be studied by any current or foreseeable technology. Thus the study of QGP in
extreme conditions is of high interest.

One important property of QGP is the shear viscosity to entropy ratio, η/s. It
is believed that among all substances in nature this ratio has a universal minimum
value of 1/4π ≈ 0.08. In the strong coupling of certain gauge theories this is
reached [65]. Figure 1.2 shows the temperature dependance of η/s for several
substances. For all cases the η/s ratio has a minimum value in the vicinity of
the critical temperature, Tc [66]. Therefore studying the η/s ratio in QGP matter
could also probe the critical point of QCD matter.

In
√
sNN = 200 GeV Au–Au collisions at RHIC η/s has been estimated to be

0.09± 0.015 [66], which suggests that at least at some point during the evolution
the matter is close to the critical point of QCD.
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Figure 1.2: The figure shows η/s as a function of (T−Tc)/Tc for several substances
as indicated. The lines are drawn to guide the eye. The η/s = 0.09±0.015 value at
RHIC is estimated from Au–Au collisions at

√
sNN = 200 GeV. The calculations

assume a value Tc = 170 MeV for nuclear matter. This figure has been reprinted
from [66] with kind permission from the American Physical Society.
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1.2 Heavy-ion physics

Quark Gluon Plasma (QGP) can be experimentally studied by colliding heavy-ions
at high energies. Nowadays research of heavy-ion collisions is mainly performed
at two particle colliders; The Relativistic Heavy-Ion Collider (RHIC) at BNL in
New York, USA and the Large Hadron Collider (LHC) at CERN in Switzerland.
Energy densities at these colliders are assumed to be large enough to produce
QGP and indeed convincing evidence of QGP has been seen at both colliders.
Complimentary research with heavy nuclei is also performed at the Super Proton
Synchrotron (SPS) at CERN.

The first heavy-ion collisions were performed in fixed target experiments at
the Bevalac experiment at the Lawrence Berkeley National Laboratory [67] and
at the Joint Institute for Nuclear Research in Dubna [68], which reached energies
of up to 1GeV per nucleon. These were followed in 1986 by the Super Pro-
ton Synchrotron (SPS) at CERN which collided oxygen beams with fixed lead
targets reaching a centre-of-mass energy per colliding nucleon pair

(√
sNN

)
of

19.4GeV [69]. However, no decisive evidence of QGP was found in these initial
experiments. In 1994 SPS introduced a heavier lead beam to produce Pb–Pb col-
lisions at

√
sNN ≈ 17 GeV. Simultaneously the Alternating Gradient Synchrotron

(AGS) at BNL started colliding ions like 32S with a fixed target at energies of up
to 28GeV [70]. In 2000 CERN [71] presented compelling evidence for the existence
of a new state of matter in SPS. Today SPS is used for fixed-target experiments
with 400GeV proton beams. One of these is the SPS heavy-ion and Neutrino
Experiment (SHINE) [72], which tries to search for the critical point of strongly
interacting matter.

The next significant addition was the Relativistic Heavy-Ion Collider (RHIC)
at BNL in New York, USA which started operating in 2000 and keeps operating
to this day. Instead of using fixed targets, RHIC can collide two accelerated
beams, significantly increasing the potential centre-of-mass energy. In Au–Au
collisions RHIC can reach a centre-of-mass energy per nucleon pair of 200GeV.
The experiments at RHIC have provided a lot of convincing evidence that QGP
was created [73–76].

The newest addition to the group of heavy-ion accelerators is the Large Hadron
Collider (LHC) at CERN, Switzerland. Primarily used for proton-proton collisions
LHC started operating in November 2009. A year later, in November 2010, first
Pb–Pb heavy-ion runs began at

√
sNN = 2.76 TeV. Since then LHC has provided

both Pb–Pb and p–Pb collisions and a short period of Xe–Xe collisions. Table 1.1
shows a summary of these. Among the main experiments at LHC, ALICE (a Large
Ion Collider Experiment) is dedicated to heavy-ion physics. The all-purpose nature
of CMS (Compact Muon Solenoid) and ATLAS (a Toroidal LHC Apparatus) make
them well suited also for many heavy-ion studies and they have active heavy-ion
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programs. The fourth main experiment, LHCb, uses its SMOG system [77] to
perform unique fixed target collisions with heavy ions, complementing the other
experiments.

Table 1.1: Summary of datasets. The integrated luminosities are from ALICE.

Run 1 (2009-2013)

pp

0.90 TeV ∼ 200µb−1

2.76 TeV ∼ 100 nb−1

7.00 TeV ∼ 1.5 pb−1

8.00 TeV ∼ 2.5 pb−1

p–Pb 5.02 TeV ∼ 15 nb−1

Pb–Pb 2.76 TeV ∼ 75µb−1

Run 2 (2015-2018)

pp 5.02 TeV ∼ 1.3 pb−1

13.00 TeV ∼ 25 pb−1

p–Pb 5.02 TeV ∼ 3 nb−1

8.16 TeV ∼ 25 nb−1

Xe–Xe 5.44 TeV ∼ 0.3µb−1

Pb–Pb 5.02 TeV ∼ 1 nb−1
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1.3 Features of heavy-ion collisions

1.3.1 Collision Geometry

Since atomic nuclei have a significant transverse size, a collision between nuclei
has geometric properties that provide insight into the collision dynamics. One
illustration of a heavy-ion collision is shown in Figure 1.3. The main defining
parameter of a collision is the vector connecting the centres of the two colliding
nuclei at their closest approach, which is known as the impact parameter ~b.

The impact parameter with the beam direction defines the reaction plane,
which has an angle ΨRP in the experimental reference frame, which is fixed by
the detector setup. This reaction plane angle can be estimated with the event
plane method [78] since particle production changes as a function of the angle
with respect to the reaction plane.

x

y

xRP

yRP

~b

ΨRP

Figure 1.3: The definition of the impact parameter and the reaction plane. The
x–y plane represents a coordinate system fixed by the experiment. The dashed
circles are the two colliding nuclei. xRP is the reaction plane and ΨRP gives its
angle.

Although the length of the impact parameter can be used to quantise the
centrality of a heavy-ion collisions in theoretical models, it is not practical in an
experimental setup. Any connections between ~b and experimental observables is
model-dependent. For a comparison of results between different experiments and
models, one needs a general definition for centrality.
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Figure 1.4: An illustration of the multiplicity distribution which is divided into
centrality bins in ALICE measurements. The red line shows the fit of the Glauber
calculation to the measurement. Figure from [79].

In practice this definition is provided by dividing events into percentile bins by
the observed multiplicity of produced particles. In a heavy-ion collision the total
multiplicity can be related to the number of participants. Small centrality percent-
ages correspond to central events with the highest multiplicity while peripheral col-
lisions have lower multiplicities and thus higher centrality percentages. Figure 1.4
shows an observed multiplicity distribution from ALICE measurements [79] with
the centrality bin division. The distribution is fitted using a phenomenological
approach based on a Glauber Monte Carlo calculation [80].

The Glauber Model is often used to model the nuclear geometry in a heavy-
ion collision. The model was originally introduced already in 1958 [81] and the
modern terminology and tools were introduced in 1976 by Białas, Bleszyński, and
Czyż [82] to model inelastic nuclear collisions.

The model starts by defining the thickness function which is the integral of the
nuclear density over a line going through the nucleus with minimum distance s
from the centre of the nucleus

TA (s) =

∫ ∞
−∞

dzρ
(√

s2 + z2
)
, (1.4)

where ρ
(√

s2 + z2
)
is the number density of nuclear matter. This can be exper-

imentally determined by studying the nuclear charge distribution in low-energy
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Figure 1.5: Woods-saxon distribution, with typical values for a Pb nucleus, a =
0.55fm and R = 6.6fm.

electron-nucleus scattering experiments [80, 83]. For a spherically symmetric nu-
cleus a good approximation is given by the Woods-Saxon potential [84]

ρ (r) =
ρ0 (1 + ωr2/R2)

1 + exp
(
r−R
a

) , (1.5)

where ρ0 is the nucleon density in the centre of the nucleus, R is the nuclear radius,
a parametrizes the depth of the skin and ω can be used to introduce a surface
excess. Figure 1.5 shows how this distribution looks like with parameters observed
for lead nuclei. With ω = 0 the density changes only slightly as a function of r
until it quickly drops to almost 0 around R. The slope and length of the transition
region is given by a.

The integral over the overlap area of two thickness functions of colliding nuclei
defines the overlap function

TAB

(
~b
)

=

∫
d2sTA (~s)TB

(
~s−~b

)
. (1.6)

In essence this is the material that takes part in the collision for a given impact
parameter ~b. The average overlap function, 〈TAA〉, in an A-A collisions is given
by [85]

〈TAA〉 =

∫
TAA (b) db∫ (

1− e−σinelpp TAA(b)
)
db
. (1.7)

Using 〈TAA〉 one can calculate the mean number of binary collisions
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〈Ncoll〉 = σinelpp 〈TAA〉 , (1.8)

where the total inelastic cross-section, σinelpp , gives the probability of two individual
nucleons interacting. As every binary collision has an equal probability for direct
production of high-momentum particles the number of high momentum tracks is
proportional to 〈Ncoll〉 [84, 86, 87]. This requires knowledge of σNN

inel, which can be
measured in proton-proton collisions with different energies. At the LHC the most
precise cross section measurements come from TOTEM [88].

Contrary to hard particles, soft particle production is based on the number of
participants [86]. It can be assumed that participating nucleons get excited and,
since the time scales are too short for any reaction to happen in the nucleons, it
does not matter how many interactions a single nucleon experiences. After the
interactions excited nucleons produce a predictable number of soft particles. The
average number of participants, 〈Npart〉 can be calculated from the Glauber model
as

〈
NAB
part

(
~b
)〉

=

∫
d2sTA (~s)

1−

1− σNN
TB

(
~s−~b

)
B

B


+

∫
d2sTB (~s)

1−

1− σNN
TA

(
~s−~b

)
A

A
 . (1.9)

In practice the Glauber model can be implemented in two common ways. Sim-
ple analytical expression can be obtained from the optical approximation. These
include the nucleus-nucleus interaction cross-section, the number of interacting
nucleons and the number of nucleon-nucleon collisions on average. In the optical
Glauber it is assumed that the nucleons move independently during the crossing
of the nuclei and they will be essentially undeflected.

With increased appreciation for the physics emerging from fluctuations in the
collision geometry the Glauber Monte Carlo (GMC) approach has provided a way
to get a better description of heavy-ion collisions. In GMC nucleons are distributed
randomly according to the nuclear density distribution [84]. In the simplest model
nucleons of two nuclei will interact if their distance in the orthogonal plane, d is
small enough, i.e.

d <
√
σNN

inel. (1.10)

The number of participants and binary collisions can be calculated per event. By
simulating many heavy-ion collisions one can then determine both average values
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and the fluctuation around the average. The results of one GMC Pb–Pb event
with impact parameter b = 9.8 fm is shown in Figure 1.6.

x(fm)
-10 0 10

y(
fm
)

-10

-5

0

5

10

Figure 1.6: The figure shows a Pb–Pb collision in a Glauber Monte Carlo simula-
tion. The big circles with black dotted boundaries outline the two colliding nuclei.
Small blue and red circles represent nucleons with different colours for the two
nuclei. Circles with solid boundaries are participants i.e. there is an overlap with
at least one nucleon from the other nucleus. Circles with dotted boundaries are
spectators which do not take part in the collision [89].

1.3.2 Collective motion

For most cases the evolution of a heavy-ion event can be separated into four stages.
A schematic illustration of the evolution of a heavy-ion collision with this division
is shown in Figure 1.7. Stage 1 is the pre-equilibrium stage, the phase immediately
after the collision. It is commonly assumed to last about 1 fm/c in proper time τ .

During the second stage the system has thermal equilibrium or at least a near-
equilibrium. This lasts about 5 − 10 fm/c until the temperature of the system
decreases enough for the system to lose its deconfined, strongly coupled state and
hadronisation occurs. During stage 2 the matter is driven outwards by the large
pressure gradient from the centre of the collision to the vacuum outside the collision
volume.

During stage 3 the hadrons still interact with each other. This ends when
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Figure 1.7: Schematic representation of a heavy-ion collision as a function of time
and the longitudinal coordinate z. The various stages of the evolution are separated
by hyperbolic curves which are defined by fixed proper time τ =

√
t2 − z2. Figure

from [90].

hadron scattering becomes rare and in the final phase hadrons become free stream-
ing until they reach the detector.

In a heavy-ion collision the bulk collective particle production that is emitted
from the QGP medium is referred to as flow. During hadronisation the pressure-
driven expansion of QGP turns into the flow of mainly low-momentum particles.
Since the expansion is close to isotropic the resulting particle flow is isotropic with
small anisotropies of the order of 10% at most. The isotropic component of flow
is referred to as radial flow. Figure 1.8 shows the transverse momentum spectra
dN/ dpT in heavy-ion collisions.

The geometry of the heavy-ion collision produces an anisotropic component
to the collective motion. Figure 1.9 gives illustrations of collisions with differ-
ent impact parameters. In a non-central heavy-ion collision, with a large impact
parameter, the impact zone has an elliptical shape in the transverse plane. In
a central collision, with a small impact parameter, the overlap region is almost
circular.

During the evolution of the QGP medium this asymmetry of the impact zone is
transformed into the asymmetry of particle production in momentum space. The
distance from high pressure, the collision centre to low pressure, vacuum outside
the impact zone varies. It is smallest in the direction of the impact parameter ~b
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and thus the pressure gradient is strongest in this direction, in-plane. The higher
pressure gradient will produce more collective flow as compared to the out-of-plane
direction [92–94]. Figure 1.9 illustrates the difference in impact zone and resulting
flow.

Flow anisotropy is typically parametrised in the form of a Fourier composition

E
d3N

dp3
=

1

2π

d2N

pT dpT dη

(
1 +

∞∑
n=1

2vn (pT, η) cos(n(φ−Ψn))

)
, (1.11)

where the overall normalisation, 1
2π

d2N
pT dpT dη , gives the strength of radial flow, Ψn

gives the rotation angle of the component n contribution, and the coefficients vn
give the relative contributions of anisotropic flow components. The coefficients
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Figure 1.8: The radial flow is represented by the charged particle spectra for dif-
ferent centrality classes given in the legend. The dashed lines show proton-proton
reference spectra which are scaled by the nuclear overlap function determined for
each centrality class. For clarity the distributions and the reference spectra are
offset by arbitrary factors. Figure from [91].
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can depend on both transverse momentum pT and pseudorapidy η. As in general
Fourier analysis is known as harmonic analysis the components are often referred
to as harmonic flow components. Elliptic flow, i.e. flow with two maxima, is
represented by v2 and v3 represents triangular flow while the first coefficient, v1, is
connected to directed flow [95]. Because of momentum conservation directed flow
is in total assumed to be zero. In certain rapidity or momentum regions it can be
nonzero but it must be canceled by other regions.

In a peripheral collision v2 is the dominant part of anisotropic flow as it arises
from the asymmetric geometry of the collision region. For a long time the odd
harmonics were considered to be negligible, because they would require a more
complex asymmetry. In 2007 Mishra et al. [96] argued that inhomogeneities in
the initial state density would lead to non-zero vn values for v3 and other higher
harmonics. As the colliding nuclei are not static objects, the arrangement of
the nucleons at the time of a collision is random [97]. Therefore the shape of the
collision zone is not symmetric but rather more complex. On the other hand, inside
the collision zone the created medium is not homogenous. Instead the medium
includes hot spots with higher density. It is expected that higher harmonics of vn
would be suppressed more by viscous effects and thus the shape of vn as a function

(a) Peripheral collision (b) Central collision

Figure 1.9: Illustration of elliptic flow in central and peripheral collisions. The den-
sity of the arrows represent the strength of flow in the corresponding azimuthal
direction as seen in the detectors. In a peripheral collision momentum the dif-
ference in pressure gradients gives a strong flow into the in-plane direction while
the flow into the out-of-plane direction is small. In a central collision flow is more
isotropic and dominated by higher harmonics. In the figure the difference is exag-
gerated and the difference in total multiplicity is not taken into account.
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Figure 1.10: Flow measurements of higher harmonics. left: ALICE measurement
of v2, v3, v4, v5 as a function of transverse momentum. Two-particle correlations
are used to obtain the harmonic coefficients. The full and open symbols are for
different ∆η separation between the particles (∆η > 0.2 and ∆η > 1.0). The
observations are compared to hydrodynamic calculations [100] with varying values
of the shear viscosity to entropy ratio η/s. Figure from [101]. right: Amplitude of
vn coefficients as a function of n for the 2% most central collisions as measured by
ALICE. Figure from [102].

of n could be used to study η/s [98].
The first one to predict anisotropic flow in heavy-ion collisions was Ollitrault

in 1992 [92] and the first experimental studies were conducted in 1993 at the
AGS [99]. Instead of the Fourier composition these initial studies used alternative
approaches. In AGS the reaction plane angle in one rapidity region was observed
to be correlated with the particle production in another rapidity region. The first
ones to introduce the Fourier decomposition were Voloshin and Zhang in 1996 [95].

Figure 1.10 shows measurements of different harmonics coefficients. The left
panel shows the flow coefficients in peripheral collisions as a function of track pT

as measured by ALICE [101]. As shown on the right hand panel of Figure 1.10 the
vn values decrease in central collisions as a function of n for n > 3. In peripheral
collisions the elliptic flow component v2 will be larger.

In Figure 1.10 the results are compared to predictions from hydrodynamic cal-
culations [100]. In general the measured collective flow in heavy-ion collisions has
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been successfully modelled with the relativistic version of hydrodynamics. The
power of this approach lies in its simplicity and generality. Hydrodynamic cal-
culations only require that the system reaches at least local thermal equilibrium.
For this the system must have a mean free path that is shorter than the length
scales of interest, which is assumed to hold for the strongly coupled QGP phase of
a heavy-ion collision [90].

The first approaches using the relativistic version of hydrodynamics were per-
formed already in the 1950’s [103], before QCD was discovered. The early studies
used it to model proton-proton collisions. For the use of heavy-ion collisions hy-
drodynamics has been under development since the 1980’s. One early example is
the study of boost-invariant longitudinal expansion and infinite transverse flow by
Bjorken [104]. Later studies added finite size and dynamically generated transverse
size [105,106].

Over the years understanding of the properties of the QGP has been improved
with the help of new data from LHC and RHIC and theoretical developments.
For example, as shown in Figure 1.11(a), the quantification of the temperature
dependence of the shear viscosity over entropy ratio, η/s has been tested with an
event-by-event model [107] that combines viscous hydrodynamic calculations with
the Eskola-Kajantie-Ruuskanen-Tuominen (EKRT) model for initial conditions.

The initial density profiles for hydrodynamic simulations are calculated using a
next-to-leading order perturbative-QCD (pQCD) and the EKRT model [108,109].
The following space-time evolution is described by relativistic dissipative fluid
dynamics. The simulation is performed using different parametrisations of the
temperature dependence of the shear viscosity to entropy density ratio η/s(T ).

This model has been observed to give a good description of the charged hadron
multiplicity and of the low-pT region of the charged hadron spectra both at RHIC
and at LHC [107]. Each of the different η/s(T ) parametrisations were adjusted
to reproduce the measured vn from central to mid-peripheral collisions. Previous
measurements [110] have ruled out models where the temperature of the phase
transition is larger than for "param1". The two sets of parameters which described
most of the data are labeled as "best fits" in Figure 1.11(a). For the "param1"
parametrisation the phase transition from the hadronic to the QGP phase occurs
at the lowest temperature, around 150 MeV. This parametrisation is also charac-
terised by a moderate slope in η/s(T ) which decreases (increases) in the hadronic
(QGP) phase.

The estimation of the η/s(T ) dependence has been also studied with a Bayesian
analysis, which is applied to form the initial conditions with no assumptions on the
physical mechanisms of entropy production [111]. The robust statistical analytical
methods allow calibrating the model to data in a multi-dimensional parameter
space. In addition to finding the most likely combination of input parameters,
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Figure 1.11: Temperature dependence of η/s. left: Different parametrisations of
η/s(T ) that have been tested in hydrodynamical simulations. right: Result of a
global Bayesian analysis narrowing down the possible η/s(T ) behaviour. These
figures have been reprinted from [107] and [111] with kind permissions from the
American Physical Society.
’

the Bayesian statistical method provides the full uncertainty quantification in the
form of posterior probability distributions for all the parameters. The η/s(T )
parametrisation resulting from this analysis is shown in Figure 1.11(b).

Based on these model calculations, the phase transition from the hadronic to
the QGP phase occurs at the lowest temperature, around 150 MeV. Although the
temperature dependence of the η/s is still not well established, the calculations
generally suggest a minimum value of η/s from 0.08 to 0.12, close to the universal
limit 1/(4π) [65].

Recently, several advancements have been made in order to further constrain
the temperature dependence of η/s. New observables, such as the symmetric
cumulants [110, 112], have provided detailed information on the temperature de-
pendence over the evolution of the QGP. Furthermore, the non-linear formalism
has resulted in remarkable new constraints on the initial conditions [113], and the
η/s at the freeze-out conditions, which is among the least understood parts of
hydrodynamic calculations.
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1.4 Hard processes

1.4.1 pQCD factorization

The term Hard Scattering is used for the scattering of two point-like constituents
(partons) of colliding nucleons, when the momentum transfer Q2 is large (Q �
ΛQCD). Figure 1.12 shows the incoming partons, quarks or gluons, as they ex-
change a space-like virtual gluon and produce two highly virtual outgoing partons.
The outgoing partons will eventually fragment into collimated showers of partons,
referred to as jets.

Jet

Jet

PA

xa
q

xb
PB

Figure 1.12: Schematic view of hard scattering process between two protons, pro-
ducing two jets

Historically one would study hard scatterings foremost with inclusive hadron
spectra. In this context hadron production from hard scatterings can be factorised
into three components; the parton distribution functions fa, fb that give the prob-
ability of getting a parton with momentum fraction x of the proton, the cross
section of the elementary scattering ab → cd, and the fragmentation functions,
D0
h/c, that give the probability of getting hadron h from the parton.

dσhpp
dyd2pT

= KΣabcd

∫
dxadxbfa

(
xa, Q

2
)
fb
(
xb, Q

2
) dσ

dt
(ab→ cd)

D0
h/c

πzc
, (1.12)

where K is normalisation constant and

xa,b =
|pa,b|
|pproton|

. (1.13)
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Figure 1.13: The basic pQCD processes and their quadratic matrix elements

Parton distribution functions will be discussed further in the following section.
The elementary cross section ab → cd can be calculated from QCD. A summary
of the first order 2→ 2 processes in QCD is shown in Figure 1.13.

The final component in the factorization, fragmentation functions, describe the
distribution of the fractional momenta of fragments radiated from the outgoing
parton. In a leading order picture, it can be interpreted as the probability that
the observed final state originates from a given parton [114]. Like the PDFs they
are non-perturbative and must be determined experimentally. Most measurements
come from e+e− collisions where the kinematics are better controlled.

Parton Distribution Function

Parton Distribution Functions (PDFs) fa (x) give the differential probability for
parton a to carry momentum fraction x of the proton momentum. As the PDFs
cannot be calculated from first principles they are measured in Deeply Inelastic
Scattering (DIS) experiments [115] and are extrapolated to the relevant momen-
tum scales using the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolu-
tion scheme [116–118]:
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Figure 1.14: An illustration of jet showering. The highly virtual parton from the
hard scattering will produce a shower of softer partons. When the virtuality is
low enough the shower will go through a hadronisation process that produces the
hadrons, which will be eventually observed in the detector.
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z
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F

)
, (1.14)

where αs is the coupling constant of the strong interaction and µF is a factorization
scale. The splitting functions Pij describe the probability to radiate parton i
with momentum fraction x from parton j. Different theory interpretation and
experimental data gives rise to different PDF’s. Thus there are several commonly
used PDF sets: CTEQ [119], HERAPDF [120], PDF4LHC [121], etc.

1.4.2 Jet showering

More detailed studies of the hard processes require a formulation of the showering
process. The full picture is a complicated 2→ n scattering, but it is typically seen
as a series of 1→ 2 splittings with decreasing virtuality following the initial 2→ 2
hard scattering [122].

To first order the cascade is governed by the DGLAP evolution equation [116–
118]

dPa
(
z,Q2

)
=

dQ2

Q2

αs
2π
Pa→bc (z) dz, (1.15)

which gives the differential probability that parton a (mother) will branch to two
partons b and c (daughters), at a virtuality scale Q2. Daughter b takes a fraction
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z of the parton a energy and daughter c takes energy fraction 1−z. The splittings
kernels Pa→bc (z) are

Pq→qg (z) =
4

3

1 + z2

1− z
(1.16)

Pg→gg (z) = 3
(1− z (1− z))2

z (1− z)
(1.17)

Pg→qq̄ (z) =
nf
2

(
z2 + (1− z)2) , (1.18)

where nf is the kinematically allowed number of quark flavours. There is some
freedom in how the evolution variable Q2 is chosen. As long as Q2 = f (z)m2 and
f (z) is a positive and a smooth function it holds that

dQ2

Q2
dz =

dm2

m2
dz, (1.19)

where m is the on-shell mass of a particle. Of the Monte Carlo generators used in
this thesis Pythia uses m2 as the evolution variable [123], while HERWIG uses
an energy-weighted emission angle E2 (1− cos θ) ≈ m2/ (z (1− z)) [124].

Formally Equation 1.15 corresponds to the emission of an infinite number of
partons. However very soft and collinear gluons need not be considered and one
can introduce an effective cut-off scale Q0, usually taken to be of the order of
1GeV.

Going further one approach is to introduce time ordering, i.e. to decide which
of the emissions occurs first. This is done in the form of a Sudakov form factor [125]

P no
a

(
Q2

max, Q
2
)

= exp

(
−
∫ Q2

max

Q2

∫ zmax

zmin

dPa
(
z′, Q′2

))
, (1.20)

which gives the probability that no emissions occur between the initial maximum
scale Q2

max and a given Q2 and within limits zmin < z < zmax. Thus the probability
for the first branching to occur at Q2 = Q2

a is given by

d∆a

(
z,Q2

a, Q
2
max

)
= dPa

(
z,Q2

a

)
P no
a

(
Q2

max, Q
2
a

)
. (1.21)

Partons b and c that were produced will further branch with maximum virtuality
scale Q2

max given by Q2
a. Similarly their daughters will continue branching until

the cutoff scale is reached, thus producing a shower.

1.4.3 Soft gluon radiation and angular ordering

When a gluon splits into two quarks one of the produced quarks can emit a soft
gluon as seen in Figure 1.15. In the laboratory frame the time it takes for a gluon
to be emitted from a quark can be estimated to be [126]
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temit ≈
1

Eq
, (1.22)

where the energy of the quark is given by Eq. In the rest frame of the quark
its energy is set by its virtuality Mvirt. With the assumption that the quark is
massless the Lorentz factor from the rest frame to the laboratory frame is

γ =
Eq
Mvirt

. (1.23)

Thus the emission time can be written as

temit ≈
Eq
M2

virt

=
Eq

(k + p)2 , (1.24)

where k and p are the quark and gluon four-momenta after the gluon emission.
As the square of a four-momentum is Lorentz invariant, this can be expanded in
the laboratory frame. Taking the end products as massless, this can be given in a
form where the gluon emission time is expressed by the opening angle θkq between
the quark and the gluon

temit ≈
1

kθ2
kq

. (1.25)

The transverse wavelength of the emitted gluon is λ−1
⊥ = k⊥ ≈ kθkq. This gives

temit ≈
λ⊥
θkq

. (1.26)

The secondary gluon can only probe the quark of the earlier splitting if the trans-
verse wavelength is smaller than the transverse separation of the produced qq̄ pair,
which is given by

rqq̄
⊥ ≈ θqq̄temit ≈ λ⊥

θqq̄

θkq

. (1.27)
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Thus in order for the emission to probe the individual quark, the opening angle
of the qq̄ splitting, θqq̄, must be larger than θkq. If the opening angle θkq is larger,
the gluon can’t distinguish between the quark and the antiquark, and it can only
probe the state of the system before the splitting. Thus it is indistinguishable from
a gluon emitted by the primary gluon.

This leads to the angular ordering of soft gluon radiation. Every radiated gluon
must be at a smaller angle than the previous one. The angular ordering effect can
be calculated in all orders [126] and in the DGLAP formalism one can select the
evolution variable Q2 in a way that ensures angular ordering as is done in the
Herwig MC generator [124]. In Pythia 8 this is strictly not included, but the
transverse momentum ordered showers can describe the soft gluon emissions with
similar accuracy as the angular ordered showers [125].

1.4.4 Jet hadronisation

When the virtuality of the shower is low enough, the shower starts to hadronise.
In this regime the parton shower reaches an energy scale close to ΛQCD and the
perturbative description is no longer valid. Thus the hadronisation stage must be
described in a non-perturbative manner. In general hadronisation is assumed to
be universal, i.e. it should be independent of the collision energy and the collision
system.

The simplest model that is used in several theory approaches is the local parton-
hadron duality hypothesis [127]. In this hypothesis it is assumed that there exists
a low virtuality scale Q0 in which the hadronisation happens, that does not depend
on the scale of the primary hard process. At this scale the partons transform into
hadrons and their quantum numbers and flow of momentum directly gives those
of the hadrons, with only small normalising corrections.

The next sections will present more complicated hadronisation models used in
Monte Carlo generators, Pythia and Herwig.

Lund string model

One common implementation in MC generators is the Lund string fragmentation
algorithm [128]. This is also used in the Pythia generator. The string model
utilises the colour confinement property of QCD. The strong force between parti-
cles is expected to stay constant over large distances [125]. This can be modelled
by imagining a colour flux tube being extended between outgoing partons as il-
lustrated in Figure 1.16(a) for a qq̄-pair. In the model the tube has a uniform
transverse diameter of about 1 fm along its length. This leads to a linearly rising
potential V (r) = κr with the string constant κ describing the amount of energy
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Figure 1.16: (a) A flux tube spanned between a quark and an antiquark. (b)
The motion and breakup of a string system, with the two transverse degrees of
freedom suppressed (diagonal lines are (anti)quarks, horizontal ones snapshots of
the string field). This figure has been reprinted from [125] with kind permission
from Elsevier.

per unit length. A value of κ ≈ 1 GeV/fm ≈ 0.2 GeV2 can be obtained from
hadron mass spectroscopy [125].

The evolution of string fragmentation is illustrated schematically in Fig-
ure 1.16(b). The evolution is shown in the light cone presentation, i.e. the initial
quark and antiquark are moving in opposite directions at the speed of light. The
horizontal red line illustrates the string between the quark-antiquark pair. The
string begins to stretch which continues until the potential energy stored in the
string is large enough and it breaks, which forms a new quark-antiquark pair. If
the original pair was qq̄ and the produced pair is q′q̄′, these form new pairs, qq̄′

and q′q̄.
Since these produced pairs are also moving away from each other, the strings

between them will also stretch and can eventually break, creating even more pairs.
This evolution proceeds until the invariant mass of the system becomes small
enough and a group of final state mesons is formed.

To mathematically model the string the Lund model uses a massless relativistic
string that has no transverse degrees of freedom. When a string breaks the pair is
created at one point and the pair then tunnels out to a classically allowed region.
Therefore the probability to create a new quark-antiquark pair is proportional to
the tunnelling probability [128]

Ptunnelling ∝ exp

(
−πm2

T

κ

)
= exp

(
−πm2

κ

)(
−πp2

T

κ

)
, (1.28)

where the transverse massmT is defined asm2
T = m2+p2

T. Here transverse refers to
the plane transverse to the string axis. This equation gives a flavour-independent
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Gaussian pT-distribution for the created qq̄ pairs.
In this formalism the string fragmentation would only produce mesons, but we

know that also baryons are created in the process. To produce baryons the model
introduces a probability for the creation of a diquark-antidiquark pair instead of
a quark-antiquark pair when a string breaks.

An iterative procedure is used to determine the kinematics of string breakages.
The string fragmentation can be considered in any order, as there is no natural
ordering. One can begin from the quark leg and proceed towards the q̄ leg, or
vice versa. In this way the string fragmentation has left-right symmetry. To break
the string into a hadron and the remaining system, the Lund model defines a
symmetric fragmentation function as

f (z) ∝ 1

z
(1− z)a exp

(
−bm

2
T

z

)
, (1.29)

where z is the fraction of light-cone momentum p+ that the hadron obtains in the
string breakage, mT is the transverse mass of the hadron and a and b are tuneable
model parameters. For heavy quarks this is modified as

f (z) ∝ 1

z1+bm2
Q

(1− z)a exp

(
−bm

2
⊥
z

)
. (1.30)

Thus the process starts from the quark leg of a qq̄ system and then considers the
breaking into a new q′q̄′ pair closest to the q-leg. After this breakage there is
a meson qq̄′ and a remainder system spanning from q′q̄. This process continues
until the antiquark leg is reached. Small corrections are required for the final two
hadrons coming from a string as Equation (1.29) assumes that the mass of the
remainder system is large.

One additional possibility one must consider is that a string can have such a
low mass that it cannot break at all. For these cases the string is transformed into
a single hadron and if necessary energy and momentum are exchanged with other
partons in the event.

Some of the produced hadrons are short-lived ones which can still decay. The
final set of particles is obtained when these have decayed [123].

Cluster model

Instead of a string model HERWIG [124] uses a cluster model for hadronisation.
The advantage of cluster models is that they require a smaller number of param-
eters than string models. The model is based on the preconfinement property of
parton showers, i.e. the colour structure of a shower at any evolution scale Q0 is
such that colour singlet combinations of partons can be formed with an asymp-
totically universal invariant mass distribution. The invariant mass is independent
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Figure 1.17: Colour structure of a parton shower to leading order in Nc. This
figure has been reprinted from [125] with kind permission from Elsevier.

of the initial hard process scale Q, and depends only on Q0 and the QCD scale
ΛQCD, when Q� Q0 [125].

The cluster model starts by transforming all gluons non-perturbatively into qq̄
pairs, which requires that the gluons get a mass at least twice the lightest quark
mass. When the gluons have been transformed into quarks, adjacent colour lines
can clustered into colour singlets that have mesonic quantum numbers. The sum
of the momenta of partons defines the momentum of the entire cluster. The prin-
ciple of colour-preconfinement states that the mass distribution of these clusters
is independent of the hard scattering process and its centre-of-mass energy [124].

The mass of some of these initial clusters can be too large to reasonably describe
an excited hadron and they must be split before they are allowed to decay. The
condition to split cluster C is [124]

Mp
C ≥Mp

max + (m1 +m2)p , (1.31)

where m1,2 are the masses of the constituents partons of the cluster. Mmax and
p are parameters defined in the model. These have to be chosen separately for
light, charmed and bottom quarks. When a cluster splits, a quark-antiquark pair
is generated from the vacuum, which combined with the original quark-antiquark
pair form two new clusters. This process continues until no clusters with masses
fulfilling Equation 1.31 remain.

When all clusters have become light enough, the clusters into final state hadrons.
If the mass of a cluster is high enough for decaying into a baryon-antibaryon pair,
it can undergo either a mesonic or a baryonic decay. The probabilities of mesonic
and baryonic decays are parameters in the model [124]. For a mesonic decay
a quark-antiquark pair is generated from the vacuum and for baryonic decays a
diquark-antidiquark pair is created. The exact products of the decay get chosen
by the model and each cluster decays such that the decay is isotropic in the cluster
rest frame. Any partons produced in the perturbative phase involved in the decay
retain their original direction in the cluster rest frame. In cases where the cluster
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Jet
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q
q

Figure 1.18: If hard scatterings happen in conjunction with QGP medium the
produced jets must traverse the medium. Thus they are subject to interactions
with the medium. Note that the dijet pair can be created anywhere within the
medium volume and thus the two jets will have differing path lengths through the
medium.

mass is too small for the cluster to decay into a pair of mesons, some energy and
momentum is exchanged with nearby clusters so that it can decay into the lightest
possible hadron. At the end the process gives a set of final state hadrons, some of
which may be short-lived and decay before the end of the simulation [124].

1.4.5 Interactions between jet and medium

Let us now look at what happens to jet production in heavy-ion collisions. Figure
1.18 shows a dijet produced inside QGP medium. High momentum particles are
very rare and they are only produced in the initial collisions. In a heavy-ion
collision, where a QGP medium is formed, the partons from a hard scattering
are expected to interact strongly with the medium due to their colour charges
and thus lose energy, either through gluon bremsstrahlung, or through collisions
with medium partons [6]. This is referred to as jet quenching. Studying the
modification of jets inside the medium gives another key approach to constraining
the properties of QGP. Modification can be also observed in jet shapes, particle
composition, fragmentation, splitting functions and many others.

Discovery of jet quenching via leading hadron suppression

First evidence of jet quenching comes from observing high pT tracks, i.e. the
leading hadrons of jets. In this picture jet energy loss in heavy-ion collisions is
usually quantified with the nuclear modification factor RAA, which is is defined as
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RAA (pT) =
(1/N evt

AA) dNAA/ dpT

〈Ncoll〉 (1/N evt
pp ) dNpp/ dpT

(1.32)

where dNAA/ dpT and dNpp/ dpT are the observed spectra in heavy-ion and
proton-proton collisions, respectively and 〈Ncoll〉 is the average number of binary
nucleon-nucleon collisions in one heavy-ion event, which can be calculated from
the Glauber model as shown in Section 1.3.1. When studying direct production of
high pT tracks a heavy-ion collision can be estimated relatively well to be only a
combination of individual proton-proton collisions. At low pT this scaling breaks
down as the determining factor in direct production is the number of participants.

Figure 1.19: Measurements of the nuclear modification factor RAA as a function of
pT in central heavy-ion collisions at three different centre-of-mass energies. Sep-
arate results are shown for different particle species [129–134] and the results are
compared to predictions from several theoretical calculations [69,135–139]. Figure
from [134].

If the medium has no effect on high pT particles the nuclear modification factor
should be 1. As seen in Figure 1.19 RAA at RHIC and LHC has been observed to
be as low as 0.2, which is a clear signal that jet quenching is happening. However,
the physical interpretation is not that 80 % of high momentum tracks disappear,
rather they are shifted to smaller momenta. The relation between the shift in
momentum and RAA depends thus on the steepness of the dN/ dpT spectrum. At
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LHC energies the spectrum is flatter and thus the same RAA value as in RHIC
requires a larger momentum shift, which results from the larger temperature of
the medium at LHC.

The reaction plane dependence of inclusive particle RAA demonstrates that
energy loss is path length dependent [140], as expected from models. The path
length can be affected by collisions centrality and system size. However, the tem-
perature and lifetime of the QGP also changes with changing centrality and system
size. Thus to study different path lengths the angle relative to the reaction plane
gives the cleanest signal, as the properties of medium remain the same. Addi-
tionally the study concluded that there is no suppression for path lengths below
L = 2 fm. Similar indications about path length dependence are given by jet v2

both at RHIC [141] and at LHC [142,143].

QED Bremsstrahlung

In modelling energy loss in QCD medium it is often useful to consider the analogy
to the QED process, where an electron propagating through matter loses energy
through photon Bremsstrahlung radiation. In the simplest case, each individual
scattering centre results in a single emission of a photon. This is known as the
Bethe-Heitler regime [144]. In this regime the energy spectrum of radiated photons
dN/dE is proportional to 1/E. However this radiation requires that the distance
between scattering centres is larger than the formation length of the photon. When
the scattering centres are closer than the formation length, the radiation process
becomes suppressed. This phenomenon is known as the Landau-Pomeranchuk-
Migdal (LPM) [145,146] suppression. In this energy regime the radiated spectrum
is proportional to 1/

√
E.

Further suppression to low energy photons comes from the destructive inter-
ference leading to the suppression of Bremsstrahlung photons of E < γωp, where
ωp is the plasma frequency of the radiator. This is knows as Dielectric suppres-
sion. The photon energy distribution in this regime is proportional to the energy
of the photon. A schematic view of the effect of these three regimes is shown in
Figure 1.20.

Energy loss in QCD

In QCD the radiative energy loss mechanism is given in terms of the transport co-
efficient 〈q̂〉, which describes the average momentum transfer between the medium
and parton [147]. The exact definition of this depends on the theoretical formalism
used to describe the energy loss mechanism.

Similar to QED the simplest energy loss process is elastic QCD scattering off
medium partons. In elastic scatterings a part of the energy of the scattered partons
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Figure 1.20: The expected bremsstrahlung spectrum for an electron propagating
through material.

is absorbed by the thermal QGP medium and the energy of the initial parton is
reduced. The mean energy loss caused by elastic scatterings can be estimated by

〈∆E〉el = σρL 〈E〉1 scatt ∝ L, (1.33)

where σ is the interaction cross section, L is the path length through the medium,
and 〈E〉1scatt is the mean energy transfer of one individual scattering [148]. This
requires that the energy transfer does not depend on the total energy of the parton
(E). The mean energy loss per path length is defined to be the transport coefficient

〈q̂el〉 =
〈∆E〉
L

. (1.34)

An alternative energy loss mechanism is medium-induced radiation. In QCD this
radiation is mainly due to the elementary splitting processes, q → qgr and g → ggr.
In the limit where the parton is moving with the speed of light, radiative energy
loss is given by

〈∆E〉rad ∝ T 3L2, (1.35)

where L is again the path length through the medium and T is the medium tem-
perature [149]. The different exponents of L in equations 1.33 and 1.35 indicate
that radiative energy loss is dominant over elastic energy loss in a typical heavy-ion
collision.

Several models have been used to attempt describing the mechanism of energy
loss. The most used formalisms can be divided into four approaches.
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In the Gyulassy-Levai-Vitev (GLV) [150] opacity expansion model the radia-
tive energy loss is considered at a few scattering centres. Radiated gluons are con-
structed by pQCD calculations which sum up the relevant scattering amplitudes
in terms of the number of scatterings. Another model using this opacity expansion
approach is the ASW model by Armesto, Salgado and Wiedermann [151].

The second approach is the thermal effective theory formulation by Arnold,
Moore and Yaffe (AMY) [152] uses dynamical scattering centres. The model uses
leading order pQCD hard thermal loop effective field theory. In this model it is
assumed that because of the high temperature of the QGP medium the coupling
constant of the strong interaction can be treated as small. Partons, that propagate
through the plasma, lose energy from both soft and hard scatterings.

These pQCD models consider the energy loss for a parton propagating through
the medium. An alternative approach is the higher twist (HT) model by Wang and
Guo [153] which considers the effect of energy loss on the energy scale evolution
of fragmentation functions.

The fourth category includes the Monte Carlo methods. The Pythia event
generator [154] is widely used in high-energy particle physics. Although pri-
marily used for proton-proton collisions, Pythia was recently extended by the
Angantyr [155] model which implements some features of heavy-ion collisions.
Other Monte Carlo models based on Pythia describing the energy loss mech-
anism are PYQUEN [156] and Q-Pythia [157]. Other Monte Carlo models include
JEWEL [158] and YaJEM [159].

1.4.6 New paradigm of jet Quenching

As described in the previous sections the first indications of jet quenching, such
as RAA, looked essentially at the leading hadrons of jets, the hard part, ignoring
the soft scale part of jet phenomena. However, experimental methods have since
improved; jet reconstruction algorithms have become reliable in the LHC era.
Instead of the leading hadron we can study the entire jet shower and its structure.
In jet observables one must consider what happens to the lost energy. Radiated
gluons may end up being clustered with the jet, depending on the radiation angle,
the parameters of jet reconstruction and whether the gluon reaches equilibrium
with the medium or not. Thus the suppression on the jet level is expected to
be smaller. Figure 1.21 shows jet RAA in central Pb–Pb collisions measured by
ALICE, ATLAS and CMS and indeed jet RAA is about 0.5 instead of 0.2.

Thus, on the level of the reconstructed jet, energy loss manifests itself as broad-
ening and softening of the jet. This is seen for example in jet-hadron correlations.
Figure 1.22 shows ∆η correlations with the leading jet. ∆φ correlations have sim-
ilar trends. Jets in heavy-ion collisions have been observed to be broader, than in
proton-proton collisions. The strongest effect happens for low momentum tracks.
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Figure 1.21: Reconstructed anti-kT jet RAA from ALICE [160] with R = 0.2 for
|η| < 0.5, ATLAS [161] with R = 0.4 for |η| < 2.1, and CMS [162] with R = 0.2, 0.3
and 0.4 for |η| < 2.0. The ALICE and CMS data are consistent within uncertainties
while the ATLAS data are higher. The experiments use slightly different methods
in selecting jets and subtracting the underlying event contribution. Compared to
ALICE and CMS the ATLAS technique could impose a survivor bias and lead to
a higher jet RAA at low momenta as argued in [6]. Figure from [6].

These observations are consistent with expectations from various energy loss mod-
els. Additionally it was observed that the broadening was stronger for subleading
jets than for leading jets, which indicates a bias towards selecting less modified
jets as the leading jet. Jet hadron correlations have also been studied at RHIC
with similar conclusion [163].

Phase-space view of the medium modified parton cascade

The new paradigm in jet quenching in heavy-ion collisions involves multi-scale
problems [165,166]. The elementary scattering and the subsequent branching pro-
cess down to non-perturbative scales are dominated by hard scales in the vacuum
as well as in the medium. Soft scales, of the order of the temperature of the
medium, characterise the interactions of soft partons produced in the shower with
the QGP. Soft scales also rule hadronisation, which is expected to take place in
vacuum for sufficiently energetic probes, even though some modifications can per-
sist from modifications of colour flow [167–169]. Understanding the contributions
from the different processes to the jet shower evolution in medium and their scale
dependence is crucial to to constrain the dynamics of jet energy loss in the ex-
pending medium, the role of colour coherence [170], and fundamental medium
properties like temperature dependent transport coefficient [171,172].
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Figure 1.22: Measurement by CMS [164]. Symmetrized ∆η distributions correlated
with Pb–Pb and pp inclusive jets with pT > 120 GeV/c are shown in the top
panels for tracks with 1 < pT < 2 GeV/c. The difference between per-jet yields
in Pb–Pb and pp collisions is shown in the bottom panels. These measurements
indicate that the jet is broadened and softened, as expected. The effect is stronger
in more central collisions. ∆φ correlations have similar trends. Figure from [164]

Let us now look at medium modification of jets in a log (p) − log (θ) plane
as shown in [165]. The different momentum and angular scales are subject to
different physical phenomena. Figure 1.23 shows the relevant medium modification
phenomena for different regions of the phase space at time t, when a jet propagates
through a thermal cloud of temperature T . As in a practice jets propagate over a
finite path-length L in QCD matter, Figure 1.23 can be taken as a representation
of the distribution of partonic jet fragments at moment t ≈ L, when the jet escapes
the medium [165].

The region marked as DGLAP is dominated by the primary vacuum splittings
explained in section 1.4.2. This region is determined by θ > θvac with

θvac ∝
1
√
pT

. (1.36)

Medium-induced parton branching fills the log p-log θ-plane from the bottom up
(in p) and from the inside out (in θ). This is because transverse momentum
k⊥ is acquired by Brownian motion in the medium, such that it depends on the
time t and the transport coefficient q̂, k2

⊥ ∝ q̂t. The formation time constraint
t ≥ p/k2⊥ ≈ p/q̂t implies that medium-induced quanta can be formed in the region
p ≤ kform where

kform (t) = q̂t2. (1.37)
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Figure 1.23: Left: Phase space view of dominant contributions in a medium-
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For these splittees to survive without further splittings they must have

p ≥ ksplit ≈ α2
skform (t) ≈ α2

s q̂t
2. (1.38)

Thus the region marked as LPM in Figure 1.23 is filled by the primary medium-
induced branchings. Fragments with p ≤ ksplit will have time to split further.
An approximately equal splitting where both splittees get momentum p/2 from
the parent will degrade energy the most. These splittees will undergo the next
splitting in an even shorter time scale producing even softer fragments. Momenta
can continue cascading all the way to the thermal scale T of the medium within
the same time scale within which the first splitting occurred. Thus filling the
region marked as Medium cascade in Figure 1.23. Similarly splittees from vacuum
radiation can cascade inside the medium when they have p ≤ ksplit, filling the
bottom right corner of the log p-log θ-plane.

The angular distribution of the medium-induced radiation is driven by two
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mechanisms; Multiple soft scatterings give rise to transverse Brownian motion,
which determines the distribution at small angles. The typical angle reached in
the LPM region is

θBR (p) ≈
√
q̂t

p
, for kform > p > ksplit, (1.39)

while in the medium cascade region of the phase space this becomes

θBR (p) ≈
(
T

p

) 3
4

. (1.40)

Large angular scales cannot be reached by Brownian motion, but can arise
from rare large angle scatterings with partons in the medium, described first by
Molière [173]. The result is that medium-induced radiation is predominantly lo-
cated in the bands marked as Brownian motion, where θα < θ < θBR, and Molière,
where θBR < θ < θMol in Figure 1.23.

The hard parton will naturally continue radiating after it leaves the medium.
As there is no longer kinematic limits set by the time scale, the vacuum radiation
can extend to smaller angular scales in the phase space. The results is that the
regions, where θ < θα, marked as Late DGLAP in Figure 1.23 will be dominated by
the late time vacuum radiation. Naturally also the splittees from medium-induced
radiation will undergo the late stage vacuum radiation phase, filling the triangular
region with small p and θ < θα.

Influence of jet on medium

Energy loss of hard partons is well established by experimental observations. Nat-
urally energy can’t just disappear, but is transferred to daughter partons or the
medium. For radiation that stays inside the jet cone energy loss manifests itself
as softening and broadening. If a daughter parton loses energy and becomes equi-
librated with the medium it may no longer be correlated with the parent parton.
This energy would then be distributed at distances far from the jet cone. There is
some evidence for out-of-cone radiation by CMS [174], but the interpretation is not
clear. Other possible phenomena include the mach cone and Moliére scattering,
but there is no experimental evidence for these. Evidence for all of these effects
is difficult to find as the underlying event gives already a large and fluctuating
background. Additionally its unclear how this energy would be different from the
underlying event [6].
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1.5 QGP in Small systems

After the existence of QGP in heavy-ion collisions has been established, attention
has been turned to small systems. Proton-proton (pp) and proton-lead (p–Pb)
collisions have been studied at LHC and RHIC has studied a host of different
collision systems; namely proton–gold (p–Au) [175], deuteron–gold (d–Au) [176–
179] and helium3–gold (3He–Au) [180] collisions starting from 2000.

Already before the era of modern colliders, collective behaviour in proton-
proton collisions was considered by names like Heisenberg, Fermi and Bjorken [7].
Eventually there were some experimental searches of QGP in pp and pp̄ collisions
in E735 at Tevatron [181] and MiniMAX [182]. However no conclusive evidence
was found.

In the early years of RHIC these small systems were mostly considered as con-
trol measurement, for example in constraining nuclear modified parton distribution
functions (nPDFs) that determine the initial gluon distributions that determine
the first epoch of heavy-ion collisions [183,184].

In 2010 ultrahigh-multiplicity pp collisions were studied at CMS [185]. The
study found that particles had a weak but clear preference to be emitted along a
common transverse φ angle across all rapidities [186]. This seemed like similar to
behaviour observed in A–A collisions, but it was argued that it could as well come
from momentum correlations present in the earliest moments of the collision.

In 2012 LHC ran its first p–Pb data taking period. Around the same time
d–Au data was re-examined at RHIC. Now it was revealed that most of the flow
signatures attributed to hydrodynamic expansion in A–A collisions also existed in
smaller systems.

1.5.1 Collective phenomena

The most rugged analysis of collective behaviour concerns the two (or more) par-
ticle correlations, often parametrised via the relative azimuthal angle and pseu-
dorapidity differences, ∆φ and ∆η respectively. Figure 1.24 shows two-particle
correlations measurements in Pb–Pb , p–Pb and pp collisions at the LHC [187].
In Pb–Pb collisions long-range correlations dominate over short-range phenomena.
This shows in the two ridges at ∆φ = 0 and ∆φ = π. At ∆φ ≈ ∆η ≈ 0, there is a
peak coming from single jet fragmentation. Since the away-side jet can be spread
out in ∆η, this contribution disappears when compared to the flow contribution
at the away side ridge. In p–Pb , and pp the near side peak is more distinguished
and the away-side jet contribution starts to show. Still, one can see long-range
correlations that seem like flow-like collective behaviour in both systems.

In addition to the two particle correlations, correlations have been observed in
the form of vn coefficients both at LHC [188] and at RHIC [175]. The results have

40



also been described with hydrodynamical models, although the applicability of
said models might be questionable, because of the large Reynolds numbers in small
systems [189,190]. Figure 1.25 shows results for v2 in different collisions systems at
RHIC as measured by PHENIX and Figure 1.26 shows the eccentricities and the
resulting hydrodynamic evolution in the systems. These different systems provide
also different initial geometries. d–Au collisions naturally have an ellipsoidal form,
while a 3He–Au collision has a triangular form and thus produces larger triangular
flow, v3 components.

Other observations that produce flow-like results include mass ordered v2 co-
efficients [192] and higher order harmonics coming from fluctuations in the initial
geometry [188]. Thus all the major collective flow phenomena observed in heavy-
ion collisions have been also identified in small systems.

One open question is identifying the point the point, where flow-like correla-
tions end. The question has proved challenging since low multiplicity events are
dominated by non-flow phenomena. This makes observations in low multiplicity
events model/method dependant. Different methods assess non-flow contributions
differently. Thus some methods fail to observe a signal in cases, where others do
and it is unclear whether this is true collective motion or it comes from non-flow
contributions.

1.5.2 Absence of jet quenching

In A–A collisions, an important confirmation of the standard model comes from
the energy loss of high pT partons traversing the medium, as discussed in Sec-
tion 1.4.5. Originally the interest in small systems was due to ruling out possi-
ble cold nuclear matter effects that might affect the results also in Pb–Pb . In
2003 the jet quenching effect was observed to disappear in d–Au collisions at

p+p
√sNN = 13 TeV

p+Pb
√sNN = 5.02 TeV

Pb+Pb
√sNN = 5.02 TeV

p+p
√sNN = 13 TeV

p+Pb
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Pb+Pb
√sNN = 5.02 TeV
p+p
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p+Pb
√sNN = 5.02 TeV

Pb+Pb
√sNN = 5.02 TeV

Figure 1.24: Two-particle correlation results in Pb–Pb , p–Pb , and pp collisions at
the LHC [187].This figure has been reprinted from [7] with kind permission from
Annual Reviews.
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Figure 1.25: Comparison between hydrodynamic calculations and data from p–Au,
d–Au and 3He–Au collisions. This figure has been reprinted from [191] with kind
permission from Springer Nature.

Figure 1.26: left: Eccentricities in different systems. right: Calculations of the
initial energy density in small collision systems at RHIC and the resulting hydro-
dynamic evolution. This figure has been reprinted from [191] with kind permission
from Springer Nature.
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RHIC [176–179]. This was taken as an indication that no QGP was created. Simi-
larly at LHC no jet modification has been observed in p–Pb collisions. Figure 1.27
shows the nuclear modification factor RpA and v2 in p–Pb collisions as measured
at the LHC [193,194].

Now the lack of jet modification seems surprising considering the multitude of
flow observations supporting the existence of QGP in small systems. One possible
explanation is simply the size of medium. In Pb–Pb collision partons traversing
through the medium lose energy to the medium. If the medium is very small there
is limited time for interaction with the medium. Reaction plane dependent RAA

measurements [140] in Pb–Pb collisions indicated that 2 fm could be the minimum
path length required for energy loss.

Some calculations [195–197] indicate that there should be modification in the
most central p–Pb collisions, but selecting these in the analysis is complicated [7].
In Pb–Pb collisions most of the particle production comes from the medium and
thus the total multiplicity is a good indicator of centrality. However in p–Pb col-
lisions the total multiplicity is smaller and is more strongly influenced by jet phe-
nomena. Events with jets have naturally larger multiplicities and are more likely
to be classified as central events.

p+Pb

Pb+Pb

p+Pb

Pb+Pb

Figure 1.27: left: The nuclear modification factor RpA in p–Pb collisions [193].
Compared to RAA RpA shows no sign of modification. right: The v2 coefficient
as a function of pT in Pb–Pb and p–Pb collisions at the LHC [194, 198]. For
shape comparison the p–Pb results have been scaled up by a factor 1.5. The
green dotted curve [195] is a prediction from a jet quenching calculation where
the anisotropy is driven by the directional dependence of the energy loss, rather
than by hydrodynamic flow. This figure has been reprinted from [7] with kind
permission from Annual Reviews.
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So far the only observable indicative of jet quenching in p–Pb collisions is the
high pT v2. In heavy-ion collisions this is not explained by hydrodynamics. Instead
it is assumed to come from jet quenching with different path lengths through
the medium in different directions. In Figure 1.27 ATLAS [194] and CMS [198]
measurements of v2 in p–Pb and Pb–Pb collisions are shown. The p–Pb results
seem to follow a very similar pattern. However, the non-flow effects in this high-
pT region are not fully under control, so the physical interpretation is still under
debate.

1.5.3 Centrality determination in small systems

In lead-lead collisions the total multiplicity of the event is a good indicator of the
geometric centrality of the collision [84]. In proton-lead collisions the connection
between multiplicity and centrality is less clear [199]. In p–Pb collisions the im-
pact parameter is only loosely correlated to Npart or Ncoll. Hence, although the
term centrality is commonly used to refer to these measurements, the relevant
parameters are Npart and Ncoll [199].

As in Pb–Pb collisions the Glauber model [80] is generally used to calculate
geometrical quantities of p–Pb collisions. In the Glauber model, the average num-
ber of participating nucleons Npart and the corresponding number of collisions
Ncoll are controlled by the impact parameter b. It is expected that fluctuations in
the amount of matter in the collision region will change the number of produced
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Figure 1.29: Top: Scatter plot of number of participating nucleons versus impact
parameter; Bottom: Scatter plot of multiplicity versus the number of participat-
ing nucleons from the Glauber fit for V0A. The quantities are calculated with
Glauber Monte Carlo simulations of p–Pb (left) and Pb–Pb (right) collisions. Fig-
ure from [199].

particles, and parameters such as Npart and Ncoll have traditionally been used to
describe those changes quantitatively, and to relate them to pp collisions. Figure
1.28 shows the measured V0A amplitude distribution in ALICE and the best NBD
Glauber fit to the distribution [199].

The problem in p–Pb collisions is that fluctuations in multiplicity coming from
for example hard scatterings are of the same order as the differences in multiplic-
ity between centrality classes. In Pb–Pb collisions these multiplicity fluctuations
have little influence on the centrality determination as the range of Npart or Ncoll is
large and both P (M |Npart) and P (M |Ncoll) converge quickly to a Gaussian with a
small width relative to the range of Npart/Ncoll. This is illustrated in Figure 1.29.
In practice selecting high multiplicity in p–Pb one chooses not only large average
Npart, but also positive multiplicity fluctuations leading to deviations from the
binary scaling of hard processes. These fluctuations are partly related to quali-
tatively different types of collisions. High multiplicity nucleon-nucleon collisions
show a significantly higher mean transverse momentum. They can be understood
either as harder collisions with larger momentum transfer Q2 or as nucleon-nucleon
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collisions where multiple parton-parton interactions (MPI) take place.
For centrality estimation particularly useful are estimators from kinematic re-

gions that are causally disconnected after the collision. The measurement of a cor-
relation between them unambiguously establishes their connection to the common
collision geometry. Typically these studies are performed with observables from
well separated pseudorapidity (η) intervals, e.g. at zero-degree (spectators, slow-
nucleons, deuteron break-up probability) and multiplicity in the rapidity plateau.

In ALICE one centrality selection that is argued not to induce a bias on the
binary scaling of hard processes is provided by the energy measurement with the
Zero Degree Calorimeters (ZDC), due to their large η-separation from the central
barrel detectors. They detect the "slow" nucleons produced in the interaction by
nuclear de-excitation processes or knocked out by wounded nucleons [200].

In events containing high-pT particles, from hard scatterings, additional kine-
matic biases can arise. The contribution of high momentum tracks from hard
processes to the overall multiplicity increases with increasing parton energy, which
can introduce a correlation between the centrality estimator and the presence high-
pT tracks in the event. In very peripheral collisions this contribution can dominate
over the bulk production of soft collisions, pushing these events to higher multi-
plicities, which produces an effective veto veto on hard processes for peripheral
collisions. For the nuclear modification factor this would lead to RpPb < 1 [199].
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Chapter 2

Experimental Setup

2.1 CERN

The European Organization for Nuclear Research (CERN), established in 1954,
operates the largest particle physics laboratory in the world. In 2019 CERN con-
sists of 22 member states. Additionally CERN has contacts with a number of
associate member states and various individual institutions. The laboratory, also
referred to as CERN, itself is located near Geneva at the border between Switzer-
land and France employs about 2500 people. Additionally some 12000 visiting
scientists from over 600 institutions in over 70 countries come to CERN for their
research [201].

The laboratory includes a series of accelerators, which are used to accelerate
the particle beams used. A schematic view of the complex as of 2019 is shown
in Figure 2.1. In the framework of this thesis the most important component is
the Large Hadron Collider (LHC), the largest collider in the world. LHC will be
discussed in more detail in Section 2.2. Other accelerators in the series are used
to inject the particle beams into LHC, but they are also used in itself for various
experimental studies.

The second largest accelerator is the Super Proton Synchrotron (SPS). It is
the final step before the particle beam is injected into LHC. Commissioned in
1976, it was the largest accelerator at CERN until the Large Electron-Positron
Collider (LEP) was finished in 1989. Originally it was used as a proton-antiproton
collider and as such provided the data for the UA1 and UA2 experiments, which
resulted in the discovery of the W and Z bosons [203]. At the moment there are
several fixed target experiments utilising the beam from the SPS. These study the
structure (COMPASS [204]) and properties (NA61/SHINE [205]) of hadrons, rare
decays of kaons (NA62 [206]) and radiation processes in strong electromagnetic
fields (NA63 [207]). Additionally the AWAKE (Advanced Proton Driven Plasma
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Figure 2.1: A schematic view of the accelerator complex at CERN. Before particles
can be injected into the LHC they require a series of accelerators with increasing
size. Until 2018 protons started their journey in LINAC2 (Linear Accelerator)
and continue through the Booster, Proton Synchrotron (PS) and Super Proton
Synchrotron (SPS). Between 2019 and 2020 LINAC2 will be replaced by LINAC4.
Figure from [202].

Wakefield Acceleration Experiment) [208] and UA9 [209] experiments are used for
accelerator research and development.

The third largest accelerator in CERN is the Proton Synchrotron (PS). Ca-
pable of accelerating beams up to an energy of 25GeV PS provides the beam to
SPS. Additionally PS has experiments for studying strong force (DIRAC [210]),
the effect of cosmic rays on cloud formation (CLOUD [211]) and neutron-nucleus
interactions (nTOF [212]).

Additionally PS provides the beam to the Antiproton Decelerator, which col-
lides the beam with a block of metal to produce antiprotons. These are then
decelerated in the decelerator into a useful low-energy beam, which is provided to
a host of experiments studying the properties of antimatter.

PS gets proton beams from LINAC2 through BOOSTER and ion beams from
LINAC3 through LEIR. From BOOSTER beams are also provided to the On-Line
Isotope Mass Separator (ISOLDE). ISOLDE directs the beam into thick targets
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to produce low energy beams of radioactive nuclei. These beams are used to study
the properties of even the most exotic of atomic nuclei in a host of experiments.

More information of the various experiments at CERN can be found online
in [213].

2.2 Large Hadron Collider

The Large Hadron Collider (LHC) [214, 215] with its circumference of 26.7 km is
the largest accelerator at CERN and the largest particle collider ever built. The
LHC is designed to accelerate protons up to an energy of 8 TeV and lead ions
up to centre-of-mass energies of 5.02 TeV per nucleon. The design luminosity
of the LHC is 1034 cm−2s−1. In 2017 it achieved a record peak luminosity of
2 · 1034 cm−2s−1 which was also reached in 2018. For lead beams luminosities of up
to 6 ·1027 cm−2s−1 were reached in 2018. All this is achieved with a ring consisting
of 1232 superconducting dipole magnets that keep particles in orbit.

The LHC receives beams with energies of 450GeV from the SPS. In the LHC
the particles are accelerated through the use of radio-frequency (RF) cavities. In-
side these cavities electromagnetic waves become resonant and an electromagnetic
field builds up. As it consists of electromagnetic waves, the field in the RF cavity
oscillates. Charges passing through the cavity feel the overall force and are pushed
forward along the accelerator. Particles must enter the cavity at the correct phase
of oscillation to receive a forward push. When tuned correctly, the particles will
feel zero accelerating potential when they have the exact correct energy. Particles
with lower energies will be accelerated and particles with higher energies will be
decelerated. This collects particles in distinct bunches. The RF oscillation fre-
quency at the LHC is 400.8 MHz. Thus RF "buckets" are separated by 2.5 ns.
However only 10 % are actually filled with particles, so the bunch spacing in the
LHC is 25 ns, at a bunch frequency of 40 MHz [214].

With 7 TeV proton beams the dipole magnets used to bend the beam must
produce a magnetic field of 8.33 T. This can be only achieved through making
the magnets superconducting, which requires cooling them down with helium to a
temperature of 1.9 K. The 1232 dipole magnets make up roughly 2/3 of the LHC
circumference. The remaining part is made up of the RF cavities, various sensors
and higher multipole magnets used to keep the beam focused. The most notable
of these are the 392 quadrupole magnets [214].

The LHC is divided into eight sections, or octants, where each sections has a
distinct function. Octants 2 and 8 are used to inject beam into the LHC from SPS.
The 2 beams are crossed in octants 1,2,5 and 8. The main experiments are built
around these crossing points. Octants 3 and 7 are used for beam cleansing. This
is achieved through collimators that scatter particles with too high momentum
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or position offsets off from the beam. Octant 4 houses the RF cavities used for
acceleration and octant 6 is used for dumping the beam. The beam dump is made
up of two iron septum magnets, one for each beam, that will deflect the beam into
an absorber away from machine components.

2.2.1 LHC experiments

As of 2018 there are four main experiments at the LHC; ALICE [216], ATLAS [217],
CMS [218] and LHCb [219] and three smaller ones LHCf [220], TOTEM [221] and
MoEDAL [222]. ALICE will be covered in detail in Section 2.3.

ATLAS (A Toroidal LHC ApparatuS) [217] and CMS (Compact Muon
Solenoid) [218] are the two largest experiments at the LHC. They are both mul-
tipurpose experiments designed to look for a host of possible new physics signals,
such as extra dimensions and dark matter particles. So far the biggest discovery
made by the LHC is the discovery of the Standard Model Higgs boson, which was
simultaneously published by ATLAS and CMS in 2012 [223,224].

The LHCb (LHC beauty) experiment [219] is made for studying the bottom
(beauty) quark. Main physics goals of the LHCb include the measurement of the
parameters of CP violation with decays of hadrons containing the bottom quark.
One of the most important results published by LHCb is the first measurement
of B0

s → µ+µ− decay [225, 226], which was found to agree with the Standard
Model predictions. More recently LHCb published the discovery of a pentaquark
state [37].

In addition to the four large experiments the LHC serves three smaller experi-
ments. LHCf (LHC forward) [220] is located at interaction point 1 with ATLAS.
It uses particles thrown forwards from the collision point to simulate cosmic rays.

TOTEM (TOTal Elastic and diffractive cross section Measurement) is located
near the CMS experiment at point 5. This allows it to measure particles emerging
from CMS with small angles. TOTEM focuses on measuring the total, elastic and
inelastic cross-sections in pp collisions [221].

The MoEDAL (Monopole and Exotics Detector At the LHC) experiment [222]
is located at the interaction point 8 together with the LHCb experiment. MoEDAL
attempts to hunt for signatures of magnetic monopoles, hypothetical particles that
have a magnetic charge.

2.3 ALICE

ALICE (A Large Ion Collider Experiment) [216] is the dedicated heavy-ion ex-
periment at the LHC. ALICE was designed to cope with the expected very high
multiplicity production of heavy-ion collisions. The design allows measurement of
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Figure 2.2: Schematic view of the ALICE detector with the definition of coordi-
nates. The positive direction of z is also referred to as the A side and the negative
direction as the C side.

a large number of low momentum tracks. The different detector subsystems are
optimised to provide high momentum resolution and good particle identification
capabilities over a wide momentum range.

A schematic view of the ALICE detector in 2018 is presented in Figure 2.2.
This section will go through the composition of ALICE as it has been during run 2
between 2014 and 2018. The detector will go through significant upgrades during
Long Shutdown 2 (LS2) in 2019-2020.

As in all the major high energy physics experiments the positioning of the
detectors follows a layered structure. The first layer outside the interaction point
consists of the tracking detectors. The main task of these detectors is to record the
tracks of charged particles and to locate the position of the primary interaction

51



vertex accurately. To achieve this they need a very good spatial resolution close
to the interaction point. Tracking detectors are such that they do not significantly
alter the tracks of traversing particles. Thus they can be located in the innermost
layers.

Calorimeters are designed to stop particles hitting them and thus use the ab-
sorption to measure the energy of the particles. Thus they must be located behind
the tracking detectors. ALICE has two separate calorimeter systems, the elec-
tromagnetic calorimeters measure mainly electrons and photons, while the muon
detection system measures muons.

2.3.1 Tracking detectors

Figure 2.3: Schematic view of ALICE Inner Tracking System. Figure from [216].

The main design guideline for the tracking detectors in ALICE was the require-
ment to have good track separation and high granularity in the high multiplicity
environment of heavy-ion collisions. Before the LHC started heavy-ion runs the
most extreme estimates put the particle density at 8000 charged particles per unit
of rapidity [216]. In reality the particle density turned out to be significantly
smaller, about 1600 charged particles per rapidity unit [227].

The main tracking detector in ALICE is the Time Projection Chamber
(TPC) [228]. TPC is discussed in more detail in Section 2.3.2.

Inside the TPC, just around the interaction point there is a set of six layers of
silicon detectors, together called the Inner Tracking System (ITS) [229]. ITS can
locate the primary vertex with a resolution better than 100µm and reconstruct the
secondary vertices from decaying particles. It can provide tracking and particle
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identification for particles with momenta below 200 MeV and complement the
momentum and angle measurements of TPC. During long shutdown 2 in 2019-
2020 the entire ITS will be replaced [230]. As of 2018 the two innermost layers
are made of the Silicon Pixel Detector (SPD). As it is the closest detector to the
interaction point it requires a very high spatial resolution. Thus the choice of
pixel technology is natural. In heavy-ion collisions the particle density is around
50 particles per cm2.

The next two layers together are the Silicon Drift Detector (SDD). The layers
are made out of homogeneous neutron transmutation doped silicon, that is ionised
when a charged track propagates through the material. Within a time 5µs the
generated electrons then drift to the collection anodes, where it is measured. This
design gives very good multi-tracking capabilities and provides two out of the four
dE/dx samples in the ITS.

The two remaining layers in the ITS are the Silicon Strip Detector (SSD). The
strips is based on the same technology as silicon pixels, but by itself one layer only
provides good resolution in one direction. Combining two crossing grids of strips
provides 2 dimensional detection. Each charged particle will hit two intervening
strips and their crossing location gives the position of the hit.

2.3.2 TPC

The Time Projection Chamber (TPC) is a cylindrical detector filled with 88 m3 of
Ne− CO2 (90/10 %) gas mixture. The gas is contained in a field cage that provides
a uniform electric field of 400 V/cm along the z-axis. The gas content and field
strength have been chosen for optimised charge transport, signal amplification and
transparency for traversing particles [231]. Charged particles traversing through
the TPC volume will ionise the gas along their path. This liberates electrons that
drift towards the end plates of the cylinder. A schematic of the TPC is shown in
Figure 2.4.

The field cage is separated into two detection volumes by the central high
voltage electrode. Both sides have a drift length of 2.5m and inner and outer
diameters of 1.2m and 5m respectively. To provide the uniform electric field of
400 V/cm the central electrode must provide a potential of 100 kV. The maximum
time required for electrons to drift through the chamber is about 90µs.

When electrons reach the endplates of the main cylinder they enter the readout
chambers. The readout section of both sides consists of 18 outer chambers and
18 inner chambers. Each of them is made of multiwire proportional chambers
with cathode pad readouts. This design has been used in many TPCs before.
During LS2 in 2019-2020, the multiwire chambers will be replaced by Gas Electron
Multipliers (GEMs, see Section 2.4).
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Figure 2.4: Schematic view of ALICE Time Projection Chamber. Figure
from [231].

2.3.3 Particle identification

One guiding principle in the design of ALICE was to achieve good particle iden-
tification (PID) over a large momentum range and for several particle types. In
ALICE there are several detectors taking part in the identification of particles. In
addition to the specific particle identification detectors, the general purpose track-
ing detectors can be used for identification through the use of specific energy loss
dE/dx of charged particles traversing through a medium and the transition radiation
emitted by charged particles when crossing the boundary between two materials.

Energy loss measurements are provided by the last four layers of the ITS de-
tector, i.e. the SDD and the SSD, thanks to their analog readout [232]. ITS can
provide particle identification in the low pT region, up to 1 GeV/c, and pions re-
constructed in the standalone mode can be identified down to 100 MeV. Similar
to ITS the TPC detector provides specific energy loss measurements. TPC can
identify charged hadrons up to pT 1−2 GeV/c as well as light nuclei, He3 and He4,
providing the majority of PID information for ALICE.

One of the particle identification detectors is the Transition Radiation Detec-
tor (TRD) [233]. TRD is used to identify electrons with momenta larger than
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1GeV/c. ALICE TRD is made of a composite layer of foam and fibres. Detection
is based on the transition radiation which is produced when highly relativistic par-
ticles traverse the boundary between two materials that have different dielectric
constants.

The average energy of emitted photons is approximately proportional to the
Lorentz factor γ of the particle, which allows discriminating between electrons
and pions. The TRD uses six layers of time expansion wire chambers filled with
Xe/CO2 to measure the emitted photons.

The Time-of-Flight (TOF) detector [234] uses a very simple physics principle,
i.e. calculating the velocity of the particle using the time-of-flight between two
points. Combining this with the momentum of the particle, obtained from the
tracking detectors, one can calculate the mass of the particle, which identifies
particles. Physically the detector consists of multigap resistive wire chambers,
which are stacks of resistive plates spaced equally. This construction allows time-
of-flight measurements with a resolution better than 100 ps and in large acceptance
with high efficiency.

The third specific particle identification detector is the High Momentum Par-
ticle Identification (HMPID) detector [235]. The HMPID uses a ring imaging
Cherenkov counter to identify particles with momenta larger than 1GeV/c. Par-
ticles moving through a material faster than the speed of light in a material will
produce Cherenkov radiation. The velocity of the particle determines the angle
at which the radiation is emitted. Thus the velocity of the particle is given by
measuring this Cherenkov angle. This can be again used to calculate the mass
of the particle, if the momentum is known. In HMPID the material is a liquid
radiator and the photons are measured with multiwire proportional chambers in
conjunction with photocathodes.

2.3.4 Electromagnetic Calorimeters

Calorimeters are used to measure the energy of particles. Electromagnetic
calorimeters specialise in detecting particles that interact primarily through the
electromagnetic interaction, in practice photons and electrons. They are required
in many neutral meson [236] and direct photon [237] analyses. In addition the
energy information enhances jet measurements [238], as some of jet fragments
can’t be detected with trackers.

ALICE has two electromagnetic calorimeter systems, the Photon Spectrome-
ter (PHOS) [239] and the Electromagnetic Calorimeter (EMCal) [240]. PHOS is
a homogeneous calorimeter that consists of scintillating PbWO4 crystals, which
generate a bremsstrahlung shower and produce scintillation light. The energy of
the particle determines the amount of light produced. To improve the charged
particle rejection, PHOS includes a charged particle veto detector (CPV) [239].
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The high granularity build of PHOS allows measuring direct photons and neutral
mesons well.

In comparison to PHOS, EMCal is built with a coarser granularity, but a signif-
icantly larger acceptance, making it more suitable for jet physics. The acceptance
of EMCal in the azimuthal angle is 80 deg < φ < 187 deg. During long shutdown
1 in 2013-2015, EMCal was complemented by the Di-jet calorimeter (DCal) [241],
giving an additional acceptance region of 260 deg < φ < 320 deg. This provides
partial back-to-back coverage.

EMcal is segmented into 10 full size super modules (SM), 5 for A side and 5 for
C side, and two 1/3 sized SMs, one for each side. This segmentation can be seen
in Figure 2.5. Each SM is divided into 24 strips, each covering full φ (24 towers)
and 2 towers in η. Each strip is composed of 2 × 2 tower modules. Thus each
full size super module includes 1152 towers and in total the EMCal is made up of
12288 towers.

Figure 2.5: The EMCal detector arc, where the segmentation into 10 full size and
2 1/3-sized (5 and 1 per side) supermodules can be seen. Figure from [240]

The build of individual towers is shown in Figure 2.6. Each tower consists of 76
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alternating layers of 1.44 mm lead and 77 layers of 1.76 mm scintillator material.
The lead tiles produce a shower which turns into light in the scintillator tiles.
Each tower scintillator is equipped with reflectors on all sides to provide better
gain and isolation from other towers inside one module. The photons produced in
the scintillators of the tower are collected by 36 longitudinally placed wave length
shifting light guide fibres. The light is eventually directed to the Avalanche Photo
Diodes (APD) for readout.

Figure 2.6: The exploded EMCal tower view. Figure from [240].

2.3.5 Forward and trigger detectors

ALICE includes a few small and specialised detectors of importance. The T0
detector [242] is used to determine the event time with very good precision (<
25 ns). The detector consists of two sets of Cherenkov counters on both sides
of the interaction point around the beam pipe. T0 is also used to obtain the
luminosity measurement in ALICE.

A similar detector in the forward direction is the V0 [242], which consists of two
arrays of segmented scintillator counters. Covering a range of −3.7 < η < −1.7
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and 2.8 < η < 5.1 V0 is used as a minimum bias trigger and for rejection of beam-
gas background. Particle multiplicity in the forward direction can be related to
the event centrality. Thus the main centrality information in Pb–Pb collisions
comes from V0. The two sides of V0 are referred to as V0A (positive η) and V0C
(negative η).

The multiplicity measurement of V0 is complemented by the Forward Multi-
plicity Detector (FMD) [242], which includes five rings of silicon strip detectors.
FMD gives acceptance in the ranges −3.4 < η < −1.7 and 1.7 < η < 5.0.

During long shutdown 2 in 2019-2020, V0 and T0 will be replaced by the Fast
Interaction Trigger (FIT) detector [243]. For historical reasons elements of FIT are
also referred to as V0+ and T0+. FIT will allow centrality, event plane, luminosity
and interaction time determination in the continuous readout mode, that ALICE
will operate in after 2020.

For photon multiplicity measurement ALICE has the Photon Multiplicity De-
tector (PMD) [244]. PMD uses two planes of gas proportional counters with a
cellular honeycomb structure. PMD gives the multiplicity and spatial distribution
of photons in the region 2.3 < η < 3.7.

The only hadronic calorimeters in ALICE are the Zero Degree Calorimeters
(ZDC) [245]. ZDC consists of two sets of calorimeters which are located close to
the beam pipe about 116m from the interaction point. One set of calorimeters is
made of brass, specialising in measuring protons, while the other, made of tungsten,
is sensitive to neutrons.

ZDC is meant to detect spectators, i.e. partons of the colliding nuclei that do
not interact with the other nucleus. If there are more spectators, the collisions is
likely to be more peripheral. Thus ZDC gives information about the centrality of
the event especially in proton-lead collisions [199], but also in Pb–Pb collisions [84].

During long shutdown 1 the ALICE Diffractive detector (AD) [246] was in-
stalled. AD consists of two sets of scintillators, one on both sides of the inter-
action point. These assemblies are situated about 17m and 19.5m away from
the interaction point. The pseudorapidity coverage is −6.96 < η < −4.92 and
4.78 < η < 6.31. AD improves ALICE’s capability for diffractive physics measure-
ments that require a large pseudorapidity gap. During long shutdown 2 AD will
be updated and integrated as a part of the FIT detector.

Built atop of the ALICE magnet there is the ALICE Cosmic Ray Detector
(ACORDE) [247], which is an array of 60 large scintillators. ACORDE is used as
a trigger for cosmic rays for calibration and alignment.

2.3.6 Muon spectrometer

In heavy-ion physics muons are mainly used to measure the production of the
heavy quark resonances such as J/ψ,Ψ

′ and Υ. In ALICE the muon spectrometer
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is located outside the main magnet [248] in the forward direction on the C side.
The muon spectrometer has three sections. The first section is the absorber which
removes hadronic background before it can reach the remaining sections. After the
absorber the muon tracker consists of ten high granularity plates of thin cathode
strip tracking stations. After the muon tracker there is a layer of iron meant to
filter out any remaining particles, other than muons. The muon trigger is located
behind this layer. The trigger consists of four resistive plate chambers.

2.3.7 Triggers

High energy physics experiments need triggers to select interesting physics. Ex-
periments such as CMS and ATLAS at CERN look for extremely rare events. To
produce these rare events LHC provides up to 40 million events each second. Such
amounts can’t be recorded real-time as many detectors require some time for the
readout, up to 1 ms/event in ALICE. Thus one uses triggers, i.e. a set of very fast
hardware based decisions on which events are to be saved. Additionally one needs
some confirmation that an event has even occurred to tell other detectors that the
event needs to be recorded.

For ALICE the target event rates are 1MHz for pp collisions, 0.1-2 kHz for
Pb–Pb collisions and 200 kHz for the 2013 p–Pb collisions.

At ALICE the main system responsible for the trigger decisions is the AL-
ICE Central Trigger Processor (CTP) [249]. The CTP generates three levels of
hierarchical hardware triggers - Level 0, Level 1 and Level 2, (L0, L1 and L2 re-
spectively) before an event is accepted and transmitted to the Data Acquisition
system (DAQ). Afterwards additional software assessments are performed by the
High Level Trigger (HLT).

Triggers can be roughly put into two classes, minimum bias triggers that make
sure no empty events are recorded, and rare triggers that require specific signatures
in ALICE detectors, such as large energy deposits in EMCal or two muons in the
muon arm acceptance.

Minimum bias trigger

Several of the ALICE detectors are used to make the initial minimum bias trigger
decisions. These include the SPD layers of ITS, V0 and T0. SPD can count the
number of hits in the first two layers of ITS. Minimum bias pp collisions typically
require at least one hit in either SPD or V0A/V0C. Similarly Pb–Pb triggers look
at both V0 and SPD hits. The p–Pb data has been mainly triggered using V0
information.
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EMCal trigger

In addition to the minimum bias triggers, the most relevant trigger for this thesis
is the EMCal trigger. Parts of the EMCal trigger has been developed at the
University of Jyväskylä. Extensive details of the trigger and the development
work can be found in the thesis of Jiři Král [250]. Personally I have contributed
to the maintenance of the level 0 trigger.

ALICE EMCal provides two levels of trigger signal, L0 and L1, which allows
triggering on either single shower deposits or integrated energy deposits in larger
ares, i.e. jets [251]. As inputs the trigger gets exclusive sets of 2×2 EMCal towers,
to limit the number of channels that need to be processed. The L0 trigger then
checks for energy deposits within a rolling window of 2× 2 trigger channels (4× 4
towers). Areas of 4× 4 towers most probably will contain only a single shower or
two adjacent showers coming from a single decayed π0. Thus the trigger is called
the single shower trigger.

For L0 the trigger decision is done in Trigger Region Units (TRU) that each
cover 4 × 42 channels (8 × 48 towers). The amplitude from the sliding window
is compared to a constant threshold. Additionally a peak finding algorithm is
implemented to define correctly the time of the signal maximum. A single bit OR
decision of all individual TRUs is forwarded to the CTP as the EMCal L0 trigger
decision.

The L0 information is additionally forwarded to the L1 trigger, which recom-
putes similar 2× 2 channel decisions to produce the single shower trigger, but L1
can perform the calculation also on the borders between trigger units. In addition
the L1 trigger can check for energy deposits inside a larger 16×16 channel (32×32
towers) window, which is considered to be the jet trigger.

The L1 trigger can compare up to two thresholds for each single shower and
jet trigger. There is a dedicated link in between the V0 detector and EMCal
Summary Trigger Unit (STU), which can provide centrality information that is
used to compute a dynamical threshold as a function of the V0 multiplicity [251].

The trigger subsystem provides both the L0 and L1 decisions to the CTP and
DAQ.

2.4 TPC upgrade

2.4.1 ALICE upgrade during LS2

During LS2 in 2019-2020 ALICE will go through significant modifications. The
goal is to be able have continuous readout [252] in heavy-ion collisions at an inter-
action rate of 50 kHz. ALICE will add a new Fast Interaction trigger (FIT) [253]
to provide trigger and timing replacing the V0 and T0 detectors. Also the current
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FMD and AD detectors will be dismantled and their roles will be taken over by
FIT.

Additionally the current inner tracking system (ITS) will be completely re-
placed. The current layered structure with three different technologies will be
replaced by a detector that uses pixel technology in all layers and with signifi-
cantly reduced pixel size. Additionally the first layer will be brought closer to the
beam pipe. The new ITS will have better tracking efficiency and better impact
parameter resolution [230].

The muon detection will be complemented by the Muon Forward Tracker
(MFT) [254]. Based on the same technology as the new ITS, MFT will be placed
before the hadron absorber that sits in front of the existing muon spectrome-
ter. MFT should significantly increase the signal/background ratio in heavy quark
measurements [254].

2.4.2 TPC upgrade

Many subdetectors will make small improvements to enhance the readout rate.
The central trigger processor will be replaced and ALICE will introduce a new
framework O2 that combines both online data acquisition and offline analysis.

The detector restricting the readout the most at the moment is the TPC.
The current wire chamber based system limits the readout rate to 3.5 kHz. To
achieve the 50 kHz readout rate goal the wire chambers will be replaced by a Gas
Electron Multiplier (GEM) based system. The GEMs are designed to minimise
ion backflow to allow continuous, ungated and untriggered readout. I have made
a personal contribution to the quality assurance of the new GEM readout of TPC.

TPC has a total of 36 inner and 36 outer readout chambers. Each of these will
consist of 4 layers of GEM foils. The inner chambers will only have one foil for
each layer. The outer chambers are separated into three sections, each with its
own layer of foils. Each GEM foil is made up of a 50 µm thick resistive capton
layer, coated on both sides by 5µm thick layers of copper. Each foils is separated
into a number (20-24 depending on the size of the foil) of distinct active areas.
The active areas are pierced densely with holes. They have 50-100 holes in the
area of a single mm2. The density of holes changes from layer to layer. The two
middle layers of foils have a larger (double) pitch (smaller hole density) while the
top and bottom layers have a smaller (normal) pitch (larger hole density).

The purpose of the multilayered structure is to reduce the ion backflow [255,
256]; not only one layer of GEM foils will be installed, but a 4 layer stack. In the
stack there are 2 standard pitch GEM foils, where the pitch size, i.e. the separation
of the holes inside a foil is around 140 µm, and 2 large pitch GEM foils, there the
hole spacing is two times larger, 280 µm. The two outer layers will have standard
pitch and the two middle layers have large pitch. The middle layers with large
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Figure 2.7: left Cross-section of a GEM foil. (Not to scale). The hole diameters are
din = 50± 5µm and dout = 70± 5µm and pitch is either 140 or 280 µm. right The
amplification of a GEM foil is based on the Townsend avalanche phenomenon [258].
Electrons entering the electric field inside the hole are accelerated. If they gain
enough energy before colliding with atoms they can liberate additional electrons,
which are further accelerated leading to a chain reaction.

pitch serve as extra insulator against the ion backflow. Additionally the setup
allows operating individual GEM foils at lower voltages and still have an increase
in the gain of a few orders of magnitude [257].

The holes have a conical shape which they acquire during a two step chemical
etching process. The designed inner and outer diameters of the holes are 50±5µm
and 70± 5µm respectively. Figure 2.7 shows the cross-section of a hole alongside
with the operation principle of a GEM foil.

The working principle of these foils is based on the Townsend avalanche phe-
nomenon [258], which is also used in proportional counters such as Geiger counters.
There is a large potential difference (140-400 V) applied to the two sides of the
foil, which results in large field in each hole. Electrons gain energy in the field and
if the electric field is strong enough, the free electron can gain sufficient velocity
(energy) to liberate another electron when it next collides with a molecule. The
two free electrons then travel along the electric field and can gain sufficient energy
from the electric field to cause further impact ionisations, and so on, leading to a
chain reaction. Under the right conditions a single electron entering any hole will
create an avalanche containing 100–1000 electrons; this is the gain of the GEM
foil.

As opposed to wire chambers, which typically have one voltage setting, a GEM-
based detector requires several independent voltage settings: there is a drift voltage
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which drives the electrons from the ionisation point to the GEM, an amplification
voltage, and an extraction voltage that brings electrons from the GEM exit to the
readout plane. In a multilayer system this is further complicated. The voltages
between layers of foils can be tuned individually optimising amplification and
preventing ion backflow.

Quality Assurance of the GEM foils

The GEM foils are produced at CERN, where they will undergo a basic QA (QA-B)
procedure, that includes a coarse optical inspection for any large defects (& 1 mm)
and a short term high voltage measurement. Afterwards the foils are sent for an
advanced quality assurance (QA-A) procedure which is performed in one of the
two QA-A centres, one in the Helsinki Institute of Physics (HIP) and one in the
Wigner Research Centre in Budapest. Details of the QA-A procedure can be found
in the thesis of Márton Vargyas [259] and in [260]. In the QA-A centres all foils
are put through a detailed optical scanning process and a long term high voltage
measurement. I was personally performing the QA production in Helsinki for the
final 6 months of the project.

The optical scan is performed with the help of a scanning robot. The setup
along with most of the software was developed at the Detector Laboratory of the
Helsinki Institute of Physics [261]. The optical scan is able to distinguish every
single hole on the GEM foil and measure their properties. The purpose of the
scan is two-fold; to catch defects that could affect the performance and classify the
foils based on their hole parameters. It is expected that these are connected with
the foil’s electric properties [261]. For example, smaller holes create more intense
and focused fields, which would result in larger amplification of their avalanche
electrons, i.e. the local gain is expected to be larger.

After the optical scanning, the foils are subjected to a long term (5-12 hours)
high voltage leakage current measurement. Each segment of the GEM foil is con-
nected to a high voltage of 500 V and the leakage current is measured separately
for each segment. The accepted leakage current in each segment is 0.16 nA. Foils
that fail the criteria are sent to CERN for recleaning or repairing, after which they
will go through the QA pipeline again.

Additionally some foils will be put through a gain mapping procedure. This
process is time consuming and can only be performed in the QA-A centre in
Budapest. Thus it was done for only a small subset of foils. However, by measuring
the gain in some foils the gain can be correlated with foil properties. Thus the
single foil gain can be predicted based on the results of the optical scan. Details
can be found in [259].

63



Chapter 3

Event and track selection

The
√
sNN = 5.02 TeV p–Pb (1.3 · 108 events, Lint = 62 nb−1) collisions were

recorded in 2013 by the ALICE detector [216]. The details of the performance of
the ALICE detector during LHC Run 1 (2009-2013) are presented in [262].

3.1 Event selection

This analysis uses both a minimum bias trigger and an EMCal based trigger to
select the analysed events. For the 2013 p–Pb collisions minimum bias events are
required to have signals in both sides of V0, V0A (positive η, lead going side in
p–Pb collisions) and V0C (negative η). The timing difference between the two
stations is also used to reduce the contamination of the data sample from beam-gas
events [262].

EMCal is used to provide the jet trigger used in triggered datasets. EMCal
can be used to trigger on single shower deposits or energy deposits integrated over
a larger area. Latter case is used for jet triggers. The EMCal trigger definition
in the 2013 p–Pb collisions requires an energy deposit of either 10GeV for the
low threshold trigger or 20GeV for the high threshold trigger in a 32 × 32 patch
size. Triggers, V0 and EMCal are discussed in more detail in sections 2.3.5, 2.3.7
and 2.3.4.

3.2 Track reconstruction

The analysis uses charged tracks that are reconstructed with the Time Projection
Chamber (TPC) [231] and the Inner Tracking System (ITS) [263]. These are
discussed in sections 2.3.1 and 2.3.2. A detailed overview of track reconstruction
in ALICE can be found from [262].
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The track reconstruction procedure is shown in Figure 3.1. The figure shows
only one track, but in reality the reconstruction has to deal with many tracks. The
ALICE track reconstruction procedure starts in TPC. The TPC readout chambers
include 159 tangential pad rows. The procedure starts from the outermost layer
and based on proximity the hits in this layer are paired with hits in the next
layer inwards. When this procedure reaches the innermost pad row in TPC, the
algorithm proceeds to ITS using the information obtained from TPC as an initial
seed. Similar procedure of pairing adjacent layers with a proximity cut is repeated
in ITS.

When the reconstruction of tracks in ITS is completed, all reconstructed tracks
are extrapolated to their point of closest approach to the interaction vertex ob-
tained from SPD information. Then the track fitting is repeated but starting from
the innermost layer and proceeding outwards. A Kalman filter [264] technique is
used to perform the new fits using the hits found in the previous stage. In this
iteration the reconstructed tracks are matched also to other detectors in the cen-
tral barrel beyond TPC. When this step is complete, a third and final refit step
is performed, again proceeding from the outermost TPC pad rows inwards to the
interaction point. This final refit provides the final track parameters.

Using the reconstructed tracks the estimation of the primary vertex can be
improved from the original SPD information. The reconstructed tracks are ex-
trapolated to the beam line and the primary vertex position is determined by a
weighted average of the points of closest approach.

The remaining step of the track reconstruction is the determination of sec-
ondary vertices. In this step the procedure selects all reconstructed tracks with
distances of closest approach (DCA) to the primary vertex larger than a defined
minimum value. The algorithm determines points of closest approach for pairs of
these tracks. If the tracks are close enough to each other and show properties of
short lived particle decays, these points are identified as secondary vertices.

Combining the information from the ITS and the TPC provides a resolution
ranging from 1 to 10 % for charged particles with momenta from 0.15 to 100 GeV/c.
For tracks without the ITS information, the momentum resolution is comparable
to that of ITS+TPC tracks below transverse momentum pT = 10 GeV/c, but for
higher momenta the resolution reaches 20 % at pT = 50 GeV/c [262,266].

Track selection

In p–Pb collisions the tracks are selected following the hybrid approach [267]
which ensures a uniform distribution of tracks as a function of azimuthal angle
(ϕ). The parameters in the approach are summarised in Table 3.1.

The first requirements are on the quality of the track fit in ITS and TPC.
The ITS requirement only removes tracks that are clear outliers. For TPC the
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Table 3.1: Parameters in the hybrid track cut

Track Cut Step 1 Step 2
χ2 / ITS cluster < 36 < 36
χ2 / ITS cluster < 4 < 4

Hits in ITS 3 0
ITS hit requirements 1 in SPD No requirement
Vertex constraint No Yes

Number of crossed rows in TPC 70 70
TPC crossed rows over findable clusters > 0.8 > 0.8

Fraction of shared TPC clusters < 0.4 < 0.4
Kink daughters Rejected Rejected

DCAxy < 3.2 cm < 3.2 cm
DCAz < 2.4 cm < 2.4 cm
Other Rejected by step 1

requirement is much more strict. For step 1 it is required that a track has 3 out
of the 6 possible hits in ITS, one of which must be in the SPD. In step 2 this is
replaced by a vertex constraint, which includes the primary vertex itself as a point
to the track to improve the momentum resolution.

The approach requires that 70 out of the 159 possible pad rows in the TPC
are crossed. This is a measure of the effective track length inside the TPC. This
takes into account the possibility that a track can have missing pad rows if the
charge in these clusters is below the detection threshold. Additionally the track
selection criteria require that the ratio between crossed rows and geometrically
possible clusters clusters is at least 0.8. This takes into account dead zones due to
chamber boundaries and limited η-acceptance. For both steps the hybrid requires
that the fraction of clusters shared with several tracks is less than 40%.

Additional cuts are meant to ensure that the reconstructed tracks are actually
produced in the primary collision. A particle might scatter in the detector altering
its track. The particle after such a scatter is rejected in the cuts, as it no longer
carries information about the primary collisions. The remaining cuts are on the
DCA to primary vertex. To have confidence that the track comes from the pri-
mary collision, the track must be close enough to the primary vertex. The cuts
are different for the distance along the beam axis (DCAz) and perpendicular to
(DCAxy) the beam axis.
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Figure 3.1: Principles of tracking in the ALICE experiment, showing the three
successive paths allowing to build a track and refine its parameters. Numbers
ranging from 1 to 10 mention the bits that are activated in case of success during
the propagation of the Kalman filter at the considered stage. Figure from [265].
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3.3 Cluster selection
Neutral particles used in jet reconstruction are reconstructed by the Electromag-
netic Calorimeter (EMCal) [240]. The EMCal covers an area with a range of
|η| < 0.7 in pseudorapidity and 100 deg in azimuth. EMCal is complemented by
the Dijet Calorimeter (DCal) [241] and Photon Spectrometer (PHOS) [239] that
are situated opposite of the EMCal in azimuth. PHOS covers 70 degrees in az-
imuth and |η| < 0.12. The DCal is technologically identical to EMCal, but is
located opposite to the EMCal. The DCal coverage spans 67 degrees in azimuth,
but in pseudorapidity the mid region is occupied by the PHOS. Between the active
volumes of PHOS and DCal, there is a gap of 10 cm.

The clusters used in the analysis were obtained from the EMCal clusteriser.
The parameters used in the clusteriser are summarised in Table 3.2. The clus-
teriser searches for a tower with energy deposit greater than a defined seed energy
and merges all towers that share a side if their energy deposit is higher than a
defined threshold. In the next step all towers sharing a side with already included
towers are added, again requiring that the energy deposits exceeds the threshold.
The algorithm can identify local minima and halts the clustering in case that the
neighbouring tower energy is higher. Already clustered towers are removed from
the pool, so any individual tower can be clustered only once.

Highly energetic calorimeter hits should spread into several towers as the elec-
tromagnetic shower evolves. However, some clusters with high energy have their
energy located in a single tower. These are believed to come from a slow neutron
hitting the APD readout of the towers. They are referred to as exotic clusters.
The measure of exoticity is denoted as

1− Ecross

Emax

, (3.1)

where Emax is the energy in the most energetic tower and Ecross is the sum of the
four towers neighbouring the most energetic one. The closer this is to 1, the more

Table 3.2: Parameters used in the EMCal clusteriser

Setting Value
Clusteriser seed 0.2 MeV
Clusteriser cutoff 0.05 MeV
Cells in cluster > 1

Track matching radius 0.025
Fiducial cut 1 tower
Exotic cut 0.97

Minimal cluster Energy 0.3 GeV
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exotic the cluster is and the larger the probability that it is fake. Cut of 0.97 has
been adopted as default for analyses using EMCal, including the one presented in
this thesis. Any clusters above this cut are removed.

To suppress charged hadron contributions in EMCal, tracks identified by track-
ing detectors are extrapolated to the EMCal surface. The clusteriser looks for the
closest cluster in EMCal and the track is further extrapolated until it reaches the
same depth as the cluster. The remaining distance from the extrapolated track to
the cluster is then checked to reject hadronic hits. Clusters matched to charged
tracks are removed from the analysis as well as clusters being identified as fake.
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Chapter 4

Analysis method

4.1 Jet Finding

The analysis uses reconstructed jets as estimates of the original parton. Jet recon-
struction essentially combines nearby tracks into jets.

Collisions between hadrons are never as clean as electron-positron collisions.
Even for a proton-proton collision there are participant partons, that will produce
a soft background in addition to the hard scattering products. Jet reconstruction
must deal with this soft background. The reconstruction is never perfect, one can
have uncorrelated tracks that get included in the jet and some tracks originating
from the parton are missed by the reconstruction. There are several methods to
perform the reconstruction, all of which require some kind of size parameter, which
cuts out jet participants too far from the jet axis. The tracks that are grouped
into a jet are referred to as jet constituents.

In each collision event, the jets are reconstructed using FastJet [268] with the
anti-kT algorithm [269]. Jets for R=0.4 are selected in |η| < 0.25 to satisfy the
fiducial acceptance of the EMCal. In jet reconstruction both charged tracks with
pT > 0.15 GeV/c and neutral clusters with pT > 0.30 GeV/c are considered. Clus-
ters that match charged tracks are removed before jet reconstruction. The analysis
is then performed by analysing the charged jet constituents and results are pre-
sented in terms of the jet transverse momentum pT,jet.

4.1.1 Anti kT algorithm

Jets are reconstructed using the anti-kT algorithm [269]. The algorithm works by
trying to undo the splittings through combining protojets. First the algorithm
creates a list of protojets. At the beginning the list is populated by converting
each track in the event into a protojet. Then the algorithm proceeds by combining
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these protojets. A simplified picture of the process for a limited number of tracks
is shown in Figure 4.1

The algorithm calculates distance measures, kT,i and kT,i,j for each individual
protojet and for each possible pair of protojets. For individual protojets this
depends on the transverse momentum of the track.

k2
T,i = p2p

T,i (4.1)

For each pair of protojets the distance measure is calculated as

k2
T,i,j = min

(
p2p

T,i, p
2p
T,j

) ∆R2
i,j

D2
, (4.2)

where the distance is taken over azimuthal angle, φ and rapidity y,

∆Ri,j = (φi − φj)2 + (yi − yj)2 . (4.3)

If kTi is the smallest quantity in the event then the protojet is promoted to a jet
and it is removed from further consideration. If kT,i,j is the smallest quantity the
two protojets i and j are merged into a new protojet. This is repeated until no
protojets are left.

The choice of the power p in the distance measure depends on the algorithm
used

• p = 1: kT algorithm

• p = 0: Cambridge Aachen algorithm

• p = −1: anti-kT algorithm

With the choice p = −1 in anti-kT algorithm, the softest splittings are un-
done first. One consequence of the power choice in the anti-kT algorithm is that
reconstructed jets have a shape close to circular.
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Combine tracks Continue

Figure 4.1: A simple example of the antil-kT algorithm in progress. The red tracks
in the leftmost figure are identified to have the smallest kT,i in the event and are
combined into the red track of the middle figure. As this continues the remaining
tracks are added to this or other jets. One tracks was deemed to be isolated enough
to be counted as a protojet by itself. Note that the rightmost figure is zoomed
out.

4.2 Definition of jT

The reconstructed jet axis is used for jT reference. Any charged track within a
fixed cone with radius R is taken as a jet constituent, as opposed to using the
constituent list provided by the jet algorithm. Anti-kT produces jets that are
very circular in shape. Thus this doesn’t change the constituent list considerably.
Calorimeter clusters are used only in jet reconstruction.

The jet fragmentation transverse momentum, ~jT, is defined as the component
of the constituent track momentum, ~ptrack, transverse to the jet momentum, ~pjet.
It represents the transverse kick with respect to the initial hard parton momentum
that a fragmenting particle receives during the fragmentation process, which is a
measure of the momentum spread of the jet fragments.

The resulting ~jT is illustrated in Fig. 4.2. The length of the ~jT vector depends
on the jet and track momentum vectors ~pjet and ~ptrack

jT =
|~pjet × ~ptrack|
|~pjet|

. (4.4)

Resulting jT distributions are shown as

1

jT

dN

djT

(4.5)

distributions. The logic behind this is that jT is inherently a two-dimensional
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Jet

~T

Figure 4.2: Illustration of ~jT. The jet fragmentation transverse momentum, ~jT,
is defined as the momentum component of the track momentum, ~ptrack, that is
transverse to the jet momentum, ~pjet.

observable, comprised of jTx and jTy components. So the actual physical observable
would be

d2N

djTxdjTy

(4.6)

Changing into polar coordinates with jTr = jT and θ gives

d2N

jTdjTdθ
, (4.7)

where jT over the azimuth θ should stay constant and it can be integrated over,
which gives

1

2π

dN

jTdjT

. (4.8)

Results of the raw inclusive jT distribution in four pT,jet bins with background
are shown in Figure 4.3. Background, i.e. the contribution from the underlying
event, is further discussed in Section 4.4
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Figure 4.3: Inclusive jT with background

4.3 Unfolding detector effects
The raw inclusive jT distributions are corrected for the detector inefficiency with
an unfolding procedure. The procedure uses response matrices obtained from a
Pythia [270] simulation.

Measured distributions are affected by two main factors; Limited acceptance -
The probability to observe a given event is less than one and limited resolution -
Quantity x cannot be determined exactly, but there is a measurement error. True
f(x) and measured g(y) distributions are connected by a convolution integral.
Including statistical fluctuations this becomes

ĝ(y) =

∫ b

a

A (y, x) f(x)dx+ ε(y), (4.9)

where A is the detector response obtained by (for example) Monte Carlo simula-
tions and ε(y) is the term coming from statistical fluctuations. If x and y are
discrete variables we have

ĝi =
m∑
j=1

Aijfj + εi, (4.10)

where i and j give the jT bins in the true and measured distributions. fj and gi
give the counts in these bins. Or in matrix form

ĝ = Af + ε, (4.11)

where ĝ and f are vectors corresponding to the measured and true histograms. If
the only detector effect is limited acceptance, A is a diagonal matrix, i.e. Aij =

74



0 for i 6= j. We want to deduce the true distribution f , when the measured
distribution g is known. In a general discrete case the (naive) solution is obtained
by the inverse matrix

f̂ = A−1ĝ (4.12)

However this usually leads to oscillating solutions and determining the inverse
matrix can be difficult.

Two common methods to perform this inversion are Bayesian and SVD unfold-
ing methods. Often the solution requires some additional a priori information.
For example the solution should be smooth in most cases.

4.3.1 Bayesian unfolding

The bayesian (iterative) method is based on the Bayes formula [271].

P (Ci|Ej) =
P (Ej|Ci)P0 (Ci)∑nC
l=1 P (Ej|Cl)P0 (Cl)

, (4.13)

i.e. the probability of Cause Ci ("truth") given Effect Ej ("observed"), P (Ci|Ej),
is proportional to the probability of observing Ej given Ci, P (Ej|Ci) (response
matrix) and the true distribution P0 (Ci). In the equation l is a summation variable
over the number of causes nC .

In the unfolding procedure P0 is given some starting distribution, either a
uniform distribution or some guess of the final distribution. Taking into account
the inefficiency this gives

n̂ (Ci) =
1

εi

nE∑
j=1

n (Ej)P (Ci|Ej) , (4.14)

where εi is the efficiency (between 0 and 1) of getting any signal from Cause Ci,
P (Ci|Ej) is the conditional probability from Equation 4.14 and n (Ej) are the
observed frequencies. First P (Ci|Ej) is calculated with the uniform distribution
or best guess of the shape of the distribution. This is then used to calculate the
new distribution P̂ (Ci)

N̂true =

nC∑
i=1

n̂ (Ci) , P̂ (Ci) = P (Ci|n (E)) =
n̂ (Ci)

N̂true

(4.15)

P0 is then replaced with P̂ and the procedure is repeated until an acceptable
solution is found. One way to gauge the acceptability is measuring the change
between iterations. Initially there is a large change between iterations, but it
should get small when close to the final distribution. The number of iterations
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should be as low as possible, as the errors increase when going further in the
iterations, but the number of iterations must be high enough so that the correct
distribution is extracted.

The bayesian procedure alongside with the SVD unfolding method are imple-
mented in the RooUnfold package [272], which is used to perform the unfolding
in practice. SVD unfolding is another procedure that utilises the Singular Value
Decomposition (SVD) of the response matrix to find the inverse of the response
matrix [273].

Error propagation in the Bayesian procedure

The measured distribution has some statistical uncertainty, this should be reflected
in the unfolded distribution. Additionally the response matrix may have some
uncertainty if the statistics used in the Monte Carlo simulation were limited.

For errors originating from the measured distribution RooUnfold uses the error
propagation matrix

∂n̂ (Ci)

∂n (Ej)
= Mij +

n̂ (Ci)

n0 (Ci)

∂n0 (Ci)

∂n (Ej)
−

nE∑
k=1

nC∑
l=1

n (Ek) εl
n0 (Cl)

MikMlk
∂n0 (Cl)

∂n (Ej)
, (4.16)

where n̂ (Ci) is the unfolded result from Eq. 4.15. This depends upon the matrix
∂n0(Ci)
∂n(Ej)

, which is ∂n̂(Ci)
∂n(Ej)

from the previous iteration. In the first iteration, ∂n0(Ci)
∂n(Ej)

= 0

and ∂n̂(Ci)
∂n(Ej)

= Mij.
The error propagation matrix V is used to obtain the covariance matrix on the

unfolded distribution

V (n̂ (Ck) , n̂ (Cl)) =

nE∑
i,j=1

∂n̂ (Ck)

∂n (Ei)
V (n̂ (Ei) , n̂ (Ej))

∂n̂ (Cl)

∂n (Ej)
, (4.17)

where V (n̂ (Ei) , n̂ (Ej)) is the covariance matrix of the measurements. In count-
ing experiments common in particle physics, each bin is independently Poisson
distributed, with

V (n̂ (Ei) , n̂ (Ej)) = n (Ei) δij (4.18)

The error propagation matrix for the response matrix is
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∂n̂ (Ci)

∂P (Ej|Ck)
=

1

εi

(
n0 (Ci)n (Ej)

fj
− n̂ (Ci)

)
δik −

n0 (Ck)n (Ej)

fj
Mij+

n̂ (Ci)

n0 (Ci)

∂n0 (Ci)

∂P (Ej|Ck)
− εi
n0 (Ci)

nE∑
l=1

nC∑
r=1

n (El)MilMrl
∂n0 (Cr)

∂P (Ej|Ck)
, (4.19)

where ∂n0(Ci)
∂P (Ej |Ck)

is the error propagation matrix from the previous iteration,
n̂(Ci)

∂P (Ej |Ck)
. For the first iteration, this is zero and the final two terms in Eq. 4.19

disappear.
The covariance matrix due to these errors is given by

V (n̂ (Ck) , n̂ (Cl)) =

nE∑
j,s=1

nC∑
i,r=1

∂n̂ (Ck)

∂P (Ej|Ci)
V (P (Ej|Ci) , P (Es|Cr))

∂n̂ (Cl)

∂P (Es|Cr)
,

(4.20)
where V (P (Ej|Ci) , P (Es|Cr)) can be taken as multinomial, Poisson or other
distribution.

4.3.2 Pseudo-experiment Monte Carlo

A Monte Carlo pseudo-experiment simulation was performed to see the perfor-
mance of unfolding in an ideal case. The simulation samples jet pT values from
the observed pT distribution. Starting from this pT the simulation starts creating
tracks with

ptrack = ztrackpT,jet (4.21)

where ztrack is sampled from the observed z distribution. Tracks are given ran-
dom η and φ values from uniform distributions centred at 0. All tracks below
0.15GeV/c are discarded. Sampling is continued until the sum of the track trans-
verse momenta exceeds the jet transverse momentum. The sum of all the track
momenta is calculate. This is sum is then defined to be the jet.

Simultaneously a pT dependant observation efficiency is applied to the tracks
and a separate observed jet is calculated using only the observed tracks. Addition-
ally a set of fake tracks is added to the observed jet. Fake tracks are generated
identically to normal tracks, except for pT,track, which is taken from a uniform dis-
tribution between 0.15GeV/c and 1GeV/c. Tracks are always either observed or
not at the true momentum. No smearing is added to the observed momentum.

Afterwards the tracks are looped over for jT calculation. For observed tracks
we calculate jT with respect to both the true jet axis and the observed jet. The
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Figure 4.4: Results from unfolding in the pseudo-experiment Monte Carlo simula-
tion

two dimensional (2D) Response matrix is filled with(
jobs

T , pobs
T,jet, j

true
T , ptrue

T,jet

)
, (4.22)

where jobs
T and pobs

T,jet are the observed values and jtrue
T and ptrue

T,jet are the true values.
In practice this is done with a set of three dimensional (3D) histograms, where
pT,jet,true determines the histogram index and the remaining three values the bin
in the 3D histogram.

After creating the response matrices, an identical procedure is carried out to
the create testing data. Now instead of filling response matrices, 2D histograms
are filled with

(
jobs

T , pobs
T,jet

)
and

(
jtrue

T , ptrue
T,jet

)
The observed distributions are unfolded using the 2D Bayesian (iterative) algo-

rithm of RooUnfold. Results are shown in Figure 4.4. Aside from some discrepancy
at very low jT the true distribution is retrieved well.

4.3.3 Pythia Response matrices

A Pythia 6 simulation was carried out to determine the response matrices. The
simulation used the Perugia 2011 [274] tune with

√
sNN=5.02 TeV. The detector

response of the particle level tracks was simulated using GEANT3 [275,276].
Response matrices are filled through correlation between MC detector and

particle level jets and tracks. When creating the response matrices detector level
tracks in each event are first analysed using the same procedure as for data, but
their jT values are stored in an array. This is only done for tracks that are closer
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than the cone size, R, to a jet. Thus most tracks in the event will not have their
jT values calculated. The analysis then moves to particle level (MC) tracks. There
are analysed similarly, but for each track the code checks whether a corresponding
detector level track existed and if that track had a jT value. Finally the code
checks for detector level tracks that don’t have corresponding particle level track
with a jT value.

There are several possibilities that have to be taken into account:

• We find a corresponding track with a jT value. Response matrix is filled
normally with

(
jobs

T , pobsT,jet, j
true
T , ptrueT,jet

)
• We don’t find a corresponding track. Record

(
jtrue

T , ptrue
T,jet

)
as a miss

• We find a corresponding track, but it didn’t have jT value. Most likely
because it was not part of a jet in the detector level set. Similary record(
jtrue

T , ptrue
T,jet

)
as a miss

• For detector level tracks that have no correspondence in particle level set the
code records

(
jobs

T , pobs
T,jet

)
as a fake

In the analysis code the response matrix is made of an array of 3 dimensional
histograms, with

(
jobs

T , pobs
T,jet, j

true
T

)
as axes. The histogram index gives the ptrue

T,jet

value. The ranges in the response matrices of both jT and pT,jet match the ranges
used for the end results. For jT the range is between 0.01GeV/c and 20GeV/c
and pT,jet between 5GeV/c and 500GeV/c. The ranges are the same in detector
and particle level.

As a primary method unfolding is performed with an iterative (bayesian) algo-
rithm using the RooUnfold [272] package. The number of iterations used is 4. As
a default the true jT distribution from the Pythia simulation is used as the prior.

4.3.4 Unfolding closure test

The Pythia set is divided into 2 halves. First is used to fill the response matri-
ces, as well as record missed and fake tracks. Second half is used to test the
effectiveness of the unfolding method. Jet pT distributions and response ma-
trix are shown in Figure 4.5. For the range where this analysis is performed,
40 GeV/c < pT,jet < 150 GeV/c, the pT,jet distribution is recovered well. At
low pT,jet the true distribution can’t be recovered. The primary reason is that
jet with pT,obs < 5 GeV/c are not considered, although pT,true would have been
above 5 GeV/c. Thus these are missing from the response matrix and their con-
tribution can’t be unfolded. At high pT,jet the situation is opposite. Jets with
pT,true > 500 GeV/c are lost due to histogram limits. Thus jets just below this
limit are overrepresented in the response matrix for pT,obs ≈ 500 GeV/c.

79



pT

10 9

10 7

10 5

10 3

10 1
dN dp

T

pPb sNN = 5.02TeV
 Full jets
Anti-kT, R=0.4

Measured
Unfolded
True

101 102

pT

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

Ra
tio

20 40 60 80 100 120 140
pT, obs[GeV]

20

40

60

80

100

120

140

p T
,t

ru
e[

G
eV

]

pT,obs( GeV/c)
p T

,t
ru

e
(
G
eV

/c
)

Figure 4.5: left: Unfolded jet pT distribution in Pythia closure test right: Jet pT

response matrix from unfolding closure test

Response matrices within single jet pT bins are shown in Figure 4.6. Results
from the closure test are shown in Figure 4.7. In the lowest jet pT bins unfolding
fails to recover the true distribution. The lowest jet pT bins are dominated by
combinatorial jets and thus the true detector response is likely not retrieved.

Above 30 GeV/c < pT,jet < 40 GeV/c the distribution is recovered well in the
mid jT region. At jT < 0.1 GeV/c there is clear discrepancy and hence the final
results are shown only for jT > 0.1 GeV/c. Additionally there is some discrepancy
at very high jT. This is taken into account in the unfolding systematics.
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Figure 4.6: jT Response matrices in individual pT,jet bins
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Figure 4.7: Pythia closure test results. Fake tracks include also tracks that do
exist in the true dataset, but for one reason or another were not given jT values.
jT is only calculated for tracks that are associated with jets.
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4.4 Background

When calculating jT distributions for jet constituents there is a contribution from
the underlying event (UE), i.e. tracks that just happen to be close to the jet axis.
To find the signal coming from the actual jet we need to subtract the background
(UE) contribution. On a jet-by-jet basis this is difficult to achieve reliably, so
one must estimate the background contribution in the inclusive distribution. A
schematic view of the background contribution is shown in Figure 4.8.

We have two methods for background estimation. In the first we look at the
direction perpendicular to the jet. This is assumed to be the region least likely to
contain jet contributions. In the second method we randomly assign the tracks of
event new φ and η values. The result is thus guaranteed to be uncorrelated.

jT Jet

Awayside jet?
Backround tracks

jT
Jet cone

R

(a) Orange is underlying event
while gray tracks represent the sig-
nal

Rotated axis

jet

Awayside jet?

bg jT

(b) We estimate the background us-
ing a cone where the axis is perpen-
dicular to the jet axis

Figure 4.8: Background estimation

4.4.1 Perpendicular cone background

As a primary method to estimate the background we look at regions of the detector
where there are no tracks from jets, but only uncorrelated tracks from the under-
lying event. The underlying event is thus estimated by looking at an imaginary
jet cone perpendicular to the observed jet axis (π

2
Rotation in azimuthal angle, φ).

After calculating the jT values for tracks in the jet, we rotate the jet axis by π
2

in positive φ direction. We check that there are no other jets closer than 2R to the
rotated axis. Otherwise background calculation is skipped for this jet. Probability
of this happening is 1-2% depending on the jet pT bin.
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Figure 4.9: Flowchart representation of the perpendicular cone background proce-
dure

If we don’t find other jets in the vicinity we move on to estimate the background.
We find all tracks within a cone of radius R around the rotated axis and calculate
jT of these tracks with respect to the rotated axis.

This background procedure is a part of the reason for using charged tracks
inside a fixed size cone, instead of jet constituents. To be representative of the
actual underlying event contribution the size and shape of the background estima-
tion region should match the area where jT is calculated. The irregular shape of
a jet would be hard to take into account when calculating background. Thus the
regions are made to match by considering fixed size cones for jT.

One additional consideration is the issue of auto-correlations as the jet axis is
simply a vector sum of all its constituents. Thus having an additional track in
the jet from the underlying event moves the jet axis towards this track. Since the
axis is now closer to the track, it has a smaller jT value. Assuming a 1GeV/c
background track at the edge of a R = 0.4 cone the jT value would be 0.4GeV/c.
If this is added to a 5GeV/c jet, the jT value becomes 0.33GeV/c after the jet
axis moves. In a 50GeV/c jet it would be 0.39GeV/c. This is a region where
the inclusive jT distribution is dominated by background. The distribution is also
steeply falling. Overestimating the background can lead to a situation where the
background estimation exceeds the inclusive distribution.

To take this effect into account we can’t use a fixed axis for background, but
it has to behave like a jet would when additional tracks are added. Thus before
calculating jT values we make a vector sum of the track and the axis used for back-
ground, which is either the perpendicular cone axis or the random axis depending
on the background method. In each case the momentum of this background axis
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is assumed to be the same as the jet which initiated the background estimation.
In p–Pb data there is on average about one underlying event track in a R = 0.4

cone. If there would be more, one should consider taking the vector sum of all
tracks inside the cone. As there is usually only one track and if there are more it’s
unlikely that more than one has high momentum, taking the vector sum track-by-
track should be enough.

4.4.2 Random background

In the random background method we look at all tracks in the event, except for
tracks close to jets found by the jet algorithm. We randomly assign new η and φ
values to all tracks using uniform distributions with |η| < 1.0. pT values are kept
the same. To increase statistics there is a possibility to create a number of random
tracks for each actual track. In the analysis we do this 10 times for each track.
Again the track pT value is kept the same.

We create a random jet cone from uniform η and φ distributions. Here |η| <
0.25. Now we calculate jT of the random tracks with respect to the random cone
axis. As in the perpendicular cone method auto-correlations are added before
calculating jT.

Comparison between perpendicular cone and random background in Fig-
ure 4.10. The advantage of the random background method is that the procedure
can be repeated several times for each event, which allows producing additional
statistics. However, it seems that, especially in the highest pT,jet bins there is some
jet contribution left at the high end. Naturally there is no correlation between the
tracks and the background axis, but if some high momentum tracks originating
from jets were not subtracted and happen to hit the edge of the background cone,
they can increase the high jT yield in the background estimation.

We observe that the results from perpendicular cone background show no ob-
servable change between pT,jet bins. It is a good indication that the background is
actually dominated by the underlying event over the entire jT region.

Thus as a primary method of background estimation the perpendicular cone
method is used. The random background method is used to estimate systematic
contributions by comparing the final results obtained with this method to the
results obtained from the perpendicular cone method.
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Figure 4.10: jT background with two different methods

4.5 Fitting

After unfolding and background subtraction the resulting signal distributions are
fitted with a 2 component function shown in Eq. 4.23. Gaussian distribution is
used for low jT and an inverse gamma function is used for high jT. The Gaussian
is taken to have the centre at jT = 0. In total this gives 5 parameters. The fitting
procedure was inspired by the dihadron jT analysis by ALICE [277]. The complete
fitting function is

1

Njets

dN

jTdjT

=
B2

B1

√
2π
e
− j2T

2B2
1 +

B3B
B4
5

Γ (B4)

e
−B5
jT

jB4+1
T

, (4.23)

where Γ (x) is the gamma function and Bn are parameters of the fit.
To achieve stable results the fitting is performed in two steps. First both

components are fitted separately. Gaussian component is fitted to the low end of
jT. Inverse gamma component is fitted to jT above 1 GeV/c. After getting the
results from the individual fits they are combined into a single function with initial
values from the individual results and an additional fit is performed.

After getting the fit function
√
〈j2

T〉 (RMS) and yield values are extracted
separately from each component. The narrow component RMS is√

〈j2
T〉 =

√
2B1, (4.24)

and the wide component RMS value is calculated as
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√
〈j2

T〉 =
B5√

(B4 − 2) (B4 − 3)
, (4.25)

where it is required that B4 > 3.
The statistical errors can be calculated with the general error propagation

formulas. As a result one gets errors for the narrow component RMS

δ
√
〈j2

T〉 =
√

2δB1 (4.26)

and for the wide component RMS

δ
√
〈j2

T〉 =

√√√√( (5− 2B4)B5δB4

(2 (B4 − 2) (B4 − 3))
3
2

)2

+

(
δB5√

(B4 − 2) (B4 − 3)

)2

. (4.27)
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Chapter 5

Systematic uncertainties

The main systematic uncertainties in this analysis come from the background
estimation, the unfolding procedure and uncertainty in the tracking efficiency. The
systematics in background estimation were studied using an alternative method
to extract the background, the random background method and the uncertainty
in tracking was studied by varying tracking efficiencies in a Pythia simulation.

The systematic uncertainty that arises from the unfolding procedure is esti-
mated by performing the unfolding with two separate methods. Data corrected
by the iterative unfolding method are used as the results and the SVD unfolding
method is employed to estimate the uncertainty. In a Pythia closure test the
true distribution was in general found to be between the unfolded distributions
from the iterative and SVD method. The difference between the methods when
unfolding data should give a reasonable estimate of the unfolding uncertainty. The
resulting uncertainty is below 8% for both wide and narrow component RMS.

5.1 Background
The uncertainty coming from background calculation is estimated by subtracting
the background separately for the perpendicular cone and random background
methods. Comparisons of the resulting signal distributions are shown in Figure 5.1.

Fits are then performed on both perpendicular cone and random background
signals. Difference between them is taken as the systematic uncertainty. The fits
for individual bins from the random background method are shown in Figure 5.2.
Resulting differences between the methods for different components are shown in
Figure 5.3. The dotted lines are put at ±5 % for the narrow component and at
±8 % for the wide component. These are taken as systematic estimates for the
entire pT,jet range.
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Figure 5.1: Comparison of the effect of background method on jT signal
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Figure 5.3: Differences between perpendicular cone and random background sub-
traction in the resulting RMS values
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5.2 Unfolding
Unfolding is the second major source of systematic uncertainty. To estimate the
uncertainty related to the unfolding procedure several checks are performed. The
main systematic uncertainty estimation comes from comparing results performed
using both SVD and Bayesian unfolding. Difference between the methods is taken
as the systematic uncertainty. Since SVD unfolding does not have a two dimen-
sional option, the unfolding is done bin by bin.

As in the background systematic estimation, fits are performed for both cases
separately. Resulting differences between the methods for different components are
shown in Figure 5.4. The dotted lines are at ±8 % for both components. These
are taken to be the systematic uncertainty related to unfolding.

Several other systematic checks were performed with the Bayesian unfolding
procedure. They are described in the following sections. As these are small com-
pared to the main uncertainty they are not included separately.

5.2.1 Effect of number of iterations

The iterative unfolding algorithm permits the change of number of iterations.
The unfolding procedure was carried out using different numbers of iterations.
The results from these different cases are shown in Figure 5.5. The results are
compared to the default unfolding algorithm with 4 iterations. The difference in
results between the different cases is mostly less than 2.5%.

5.2.2 Effect of different prior

The iterative algorithm requires a prior estimate of the shape of the distribution.
As a default prior the truth (particle level) distribution is used. To test the effect
of changing the prior we instead use the unfolded jT distribution as prior. The
results are compared to the unfolding algorithm with the default prior. This is
shown in Figure 5.6 The difference in results between the different cases is mostly
less than 2.5%.

5.2.3 Effect of pT truncation

As an additional check the unfolding is carried out with different pT,jet truncation
values. By default the full range of pT,jet > 5 GeV/c is used. We test the unfolding
by only using the response matrix for pT,jet > 10 GeV/c. The results of this test
are shown in Figure 5.7. The effects are strongest in the lower pT,jet bins. Also in
this case the difference is less than 2.5% in all pT,jet bins.
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Figure 5.4: Differences between Bayesian and SVD unfolding in the resulting RMS
values
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Figure 5.5: Unfolding with different number of iterations
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Figure 5.6: Effect of changing prior from true distribution in Pythia to the un-
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Figure 5.7: Effect of changing minimum jet pT used in unfolding from 5GeV/c to
10GeV/c
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5.3 Tracking
Systematic effects originating from uncertainty in the tracking efficiency are es-
timated through a Pythia simulation, where an artificial inefficiency of 3% is
introduced i.e. 3 % of tracks are randomly removed from each event. The effect
of this artificial inefficiency is shown in Figure 5.8. The systematic uncertainties
assigned to tracking efficiency are 4% for the narrow component and 5% for the
wide component.
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Figure 5.8: Relative systematic uncertainties resulting from uncertainty in tracking
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5.4 EMCal clusters
The analysis uses EMCal clusters only in the reconstruction of jets. Thus the only
way uncertainty in EMCal performance can affect the results is through modifica-
tion of jet momentum or axis.

Uncertainty related to the EMCal energy scale was estimated by scaling cluster
energies up and down by 2 % in a PYTHIA particle level simulation. Similarly
the jet momentum was scaled by ±2% when determining the jet pT bin. In this
analysis EMCal is used only in jet reconstruction, not for calculating jT. The only
ways EMCal uncertainty can affect the analysis are changes in jet energy and jet
axis. Jet axis shouldn’t significantly change, so the main contribution should be
changes in jet pT bin.

The resulting differences in the inclusive jT distributions are shown in Fig-
ure 5.9. Qualitatively the effect of scaling cluster energies is the same as scaling
the jet energies.

Like in the previous cases fits are performed for the unscaled case and for cases
with±2 % scaling. The resulting systematic uncertainties are shown in Figure 5.10.
The uncertainty is taken to be 1% for both components.
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Figure 5.9: Results from PYTHIA simulations with Cluster energies scaled up and
down by 2 %. Additionally jet momenta were scaled by 2 % when determining the
jet pT bin.
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tainty.
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5.5 Summary of systematic uncertainties
The different source of the systematic uncertainty are considered as uncorrelated
and the values of each source are summed in quadrature. Resulting systematic
uncertainties are shown in Table 5.1. The different source of the systematic un-
certainty are considered to be uncorrelated and are thus combined bin-by-bin in
quadrature to get the total systematic uncertainties. The resulting uncertainty
is approximately 10 % for the wide component RMS and 13 % for the narrow
component RMS.

Table 5.1: Summary of systematic uncertainties

Systematic Wide RMS Narrow RMS
Background 5 % 9 %
Unfolding 8 % 8 %
Tracking 4 % 5 %
EMCal 1 % 1 %
Total 10 % 13%
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Chapter 6

Results

In this section I present the final results for jT signals. After unfolding and
subtracting the background contribution we get the final jT distributions. Fig-
ure 6.1 shows jT distributions for two different pT,jet bins with 60 GeV/c < pT,jet <
80 GeV/c and 100 GeV/c < pT,jet < 150 GeV/c. Additional pT,jet bins are shown
in appendix B. The distributions get wider with increasing pT,jet. In part this is
explained by kinematics; In a jet cone the cone size, R, sets limits on the possible
jT values. For a given pT,track the maximum jT value is approximately

jTmax ≈ R · pT,track, (6.1)

using the small angle approximation.
We fit the distribution using the two component fit function presented in Sec-

tion 4.5. These are also shown in Figure 6.1. Fitting a Gaussian alone to the
entire jT distribution will produce a similar result as the Gaussian component in
the two component fit. Thus the gaussian fit alone can’t describe the full jet jT

distribution.
To characterise the widening of the jT distribution we can then extract the

RMS, i.e.
√
〈j2

T〉, values of the fits. Resulting RMS values with systematic errors
are shown separately for the two components in Figure 6.2. Here it is seen that the
width of the narrow component shows only a weak dependence on the transverse
momentum of the jet, pT,jet. The RMS value of the wide component on the other
hand increases with increasing pT,jet.

The RMS values for both components are compared to Pythia and Herwig
simulations as shown in Figure 6.3. All the Pythia models reproduce the data
well, both the wide and narrow component. For the narrow component Herwig
gives RMS values comparable to the data. On the other hand, Herwig produces
larger wide component

√
〈j2

T〉 values than data and Pythia, and this difference
seems to get larger with increasing pT,jet.
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Figure 6.1: jT signal distributions fitted with the two component model are shown
in different jet pT bins.
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6.1 High multiplicity events
The analysis was repeated taking only events with high multiplicity. Three dif-
ferent multiplicity percentile cuts were used; 10%, 1% and 0.1%. The centrality
estimations were given by the V0A estimator. Resulting jT signal distributions
are shown in Figure 6.4. From the figure one can observe no modification within
the errors when tighter multiplicity cuts are introduced.

As described in Section 1.5 no conclusive evidence of jet modification in
p–Pb collisions has been observed. However, all previous observations have been
done for minimum bias events. Most observables are based on measuring yield
instead of jet shape and are thus sensitive to biases in the centrality selection.
No previous jet shape measurements have been performed in high multiplicity
p–Pb events, where collective motion was observed.

As the statistics are limited in the high multiplicity runs, it was hard to achieve
stable fits to the distributions. Thus the RMS values are not shown.
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Figure 6.4: jT distributions are shown for various multiplicity bins in p–Pb colli-
sions.
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Chapter 7

Discussions

7.1 Comparing dihadron and jet jT results
The jet fragmentation transverse momentum jT has been studied previously at
ALICE using dihadron correlations [277]. The study took the leading hadron in
each event and calculated jT for any near-side tracks with respect to the leading
hadron. Thus there is no kinematical limit to jT from the jet cone. In the analysis
the background shape is estimated using pairs with large ∆η. The normalisation of
the background is done when fitting the jT distribution. The inclusive distribution
is fitted with a three component function, where one of the components is the
background contribution. After subtracting the background, what remains is the
signal distribution characterised by the two components. The resulting signal
distribution from the analysis is shown in Figure 7.1. The analysis was the first to
introduce this factorisation of jT into components.

To constrain the effects from kinematical differences between pT,trigger bins the
analysis used bins of the fragmentation variable x‖, which is the projection of the
associated particle momentum ~pa to the trigger particle momentum ~pt, normalised
by the trigger particle momentum

x‖ =
~pt · ~pa
~pt 2

. (7.1)

The RMS results from the fitting in both pp and p–Pb collisions are shown in
Figure 7.2. Qualitatively the results are similar to jet jT results. The RMS value
of the wide component has an increasing trend with respect to pT,t/pT,jet, while
the RMS value of the narrow component stays constant. Both components are
well described by Pythia simulations. As seen in the figures there is no difference
between minimum bias pp and p–Pb results in the dihadron analysis.

Comparison between RMS values in dihadron jT [277] and jet jT is shown in
Figure 7.3. The dihadron trigger pT bins are converted to jet pT bins and vice
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Figure 7.1: Measured jT signal distribution using dihadron correlations is shown
for 6<pTt < 8 and 0.2<x‖<0.4. The distribution is fitted with the same two
component model used in this thesis. Figure from [277].

versa. Bin-by-bin comparison is still not possible, but general features can be
identified.

The trends are similar in dihadron and jet jT results. Wide component RMS
values tend to increase with increasing pT,trigger/pT,jet. For x|| < 0.4 Narrow com-
ponent RMS increases slightly at low pT,trigger in dihadron analysis. This trend
changes between x|| bins; In larger x|| bins the narrow component RMS is closer
to constant as is the case for jet jT.

The most striking difference is that dihadron jT gives wider distributions with
larger RMS values. There are several possible causes for this difference. First, in
jet analysis the cone size limits width and thus the RMS values. The effect of this
limitation can be studied by changing the cone size as is described in Section 7.1.1.

Second, the leading track is an imperfect estimate of the jet/original parton.
Because the leading track in general is at an angle compared to the jet axis, the
resulting jT values are different. In practice the jet axis found by the jet finding
algrorithm tends to minimize the average jT of jet constituents. Thus the yield
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Figure 7.2: RMS values of the narrow and wide jT components in the dihadron
correlation analysis. Results from pp collisions at

√
s = 7 TeV (circular symbols)

and from p–Pb collisions at
√
sNN = 5.02 TeV (square symbols) are compared

to Pythia 8 tune 4C simulations at
√
s = 7 TeV (short dashed line) and at√

s = 5.02 TeV (long dashed line). Different panels correspond to different x‖bins
with 0.2<x‖<0.4 on the left, 0.4<x‖<0.6 in the middle, and 0.6<x‖<1.0 on the
right. The statistical errors are represented by bars and the systematic errors by
boxes. Figure from [277].

at high jT is limited and the RMS values are smaller. The effect of having the
leading hadron as reference instead of the jet axis is discussed in Section 7.1.2

Third, the results from the dihadron analysis are done in pT,trigger bins. This
favours hard jets, i.e. jets where the leading hadron carries a large momentum
fraction and the jet multiplicity is small. In pT,jet bins jets are more likely to be
soft, i.e. they have a small leading momentum fraction and high multiplicity jets.

7.1.1 Different R parameters

The size of the jet cone gives a limit for jT. For a track with a fixed momentum
p this is a hard limit. This is conveniently seen as jT,max can be given in terms of
cone size R and momentum p. In the small angle approximation limit

jT,max ≈ p ·R. (7.2)

Thus for tracks with pT,track < pT0, must be jT < pT0 · R. This illustrated in
Figure 7.4.

We studied the effect of cone sizes on jT distribution with a Pythia simula-
tion. Distributions with different cone sizes in different pT,jet bins are shown in
Figure 7.5. The increase of high jT with increasing cone size, R, is clearly seen in
the individual jT distributions. At low jT there is no change within the errors.

When looking at the RMS values from wide component we see an increase
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Figure 7.3: Jet jT results are compared to results obtained in the dihadron anal-
ysis [277].. Dihadron trigger pT bins are converted to jet pT bins using observed
mean pT,jet values in pT,trigger bins. Dihadron results are for 0.2 < x|| < 0.4.

Jet Cone
~ptrack

~ptrack

jTmax
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Figure 7.4: jT has maximum value defined by the cone size and track momentum
~ptrack

or decrease of about 10% when going from R = 0.4 to R = 0.5 or R = 0.3,
respectively. This is seen in Figure 7.6. The message from narrow component
RMS values is less clear. At low jet pT the behaviour is similar, but at high pT

the order is reversed.

7.1.2 Leading tracks versus jet as reference

In comparison to the leading hadron the jet axis from jet reconstruction should
provide a better estimate of the original parton. The assumption is that because
the leading hadron is an imperfect estimate of the jet axis, low jT tracks should
on average be shifted to higher jT.

Because the leading track is at an angle compared to the jet axis, the resulting
jT values are different. In practice the jet axis found by the jet finding algorithm
tends to minimise the average jT of jet constituents, as at least the hardest con-
stituents should be close to the jet axis. Thus the yield at high jT is reduced and
the RMS values get smaller. On the other hand, when using the leading hadron as
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Figure 7.5: Effect of changing cone size on jT distributions. The change is done
both for the R parameter in the anti-kT algorithm, and for the size of the cone
where jT is calculated.
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a reference, it is naturally missing from the set of tracks for which jT is calculated.
This causes a decrease in the yield at low jT.

We performed a Pythia study where jT was calculated with respect to the
leading track momentum, instead of the jet axis. The results are shown in Fig-
ure 7.7. The resulting jT distributions are significantly wider than jT distributions
from using the jet axis as reference. The effect seems to be larger than that seen
in comparing different R values.
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Figure 7.7: Results of calculating jT with respect to the leading hadron, instead
of the jet axis in a Pythia simulation are shown.

A direct comparison between jet and dihadron jT measurements is not possible.
But combined with the R dependence of

√
〈j2

T〉 the difference between
√
〈j2

T〉
values in jet and dihadron analyses can be quantitively understood.
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Chapter 8

Summary

In this thesis I have studied the jet fragmentation transverse momentum at√
sNN = 5.02 TeV in p–Pb collisions. The analysis was performed using jets

reconstructed with the anti-kT algorithm. The resulting jT distributions were
fitted with a two component model, which allows us to separate two distinct
components. The width of the narrow component was found to depend weakly
on jet pT. The narrow component has been associated with the non-perturbative
hadronisation process. This is consistent with the assumption that hadronisation
is universal, i.e. it doesn’t depend on the hard scattering.

The width of the wide component was found to get larger with increasing
pT,jet. This is in part explained by the changing kinematical limits when going
to higher pT,jet which allows higher pT,track. Additionally the larger phase space
allows stronger parton splitting.

Both the narrow and wide component RMS values were well described by
Pythia , but Herwig gave larger RMS values for the wide component than data. In
the narrow component there was no difference between the models. Both describe
the data well. This component was associated with hadronisation. At least in
this context the different hadronisation algorithms of Pythia (string model) and
Herwig (cluster model) give similar results.

Similar analysis has been performed with dihadron correlations [277]. Although
a direct comparison between the results is not possible, they are qualitatively com-
patible with each other. The difference is understood to come from the different jT

reference, the cone size limitation in jet jT analysis and the kinematical bias that
arises from using pT,trigger bins which favours harder jets than using pT,jet bins. The
dihadron analysis saw no difference between results in pp and p–Pb datasets and
concluded that there were no cold nuclear matter effects. The same is expected
to be true for the jet jT. This is further supported by the agreement between
Pythia and data as Pythia results are for pp collisions.

To study possible QGP effects in high multiplicity p–Pb collisions the analysis
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was repeated using different multiplicity selections. So far no jet observables have
shown conclusive evidence of modification in p–Pb events. However these are
primarily based on measuring yield, which makes them vulnerable to biases when
selecting for multiplicity. Thus these measurements have been only performed in
minimum bias events. As jT is based on shape on a per-jet basis, it should not
be sensitive to these selection biases. No effect was seen in any of the multiplicity
selections. However, with the statistics available, the effect should be quite large
(' 20%) to be visible.

Naturally the next step would be extending the analysis to Pb–Pb data to
gain better understanding of jet modification. Jet analysis in a heavy-ion collision
with significant contributions from the underlying event has proved challenging [6].
However, experimental methods have improved in recent years. For the jT analysis
presented in this thesis the main challenge would be the background subtraction
method. Because of anisotropic flow in heavy-ion collisions the background inside
the jet cone and a cone perpendicular to it would be different. It’s unclear if the
perpendicular cone method can be modified or if a completely new approach is
required.

It has been shown that in Pb–Pb collisions jets become softer and wider because
of medium-induced radiation [6]. On the other hand, the hot medium suppresses
gluon jets more than quark jets. This has the opposite effect, narrowing jets, as
gluon jets are naturally wider than quark jets [278]. How these different effects
combine in jT needs to be studied.
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Appendix A

Commonly Used Abbreviations

AD ALICE Diffractive detector
AGS Alternating Gradient Synchrotron
ALICE A Large Ion Collider Experiment
APD Avalanche Photo Diodes
ATLAS A Toroidal LHC Apparatus
BNL Brookhaven National Laboratory
CERN European Organisation for Nuclear Research
CMS Compact Muon Solenoid
CTP Central Trigger Processor
DAQ Data Acquisition
DCA Distance of Closest Approach
DCAL Di-jet calorimeter
DESY Deutsches Elektronen-Synchrotron (German Electron Syn-

chrotron)
DGLAP Dokshitzer-Gribov-Lipatov-Altarelli-Parisi
EMCal Electromagnetic Calorimeter
FIT Fast Interaction Trigger
FMD Forward Multiplicity Detector
GEM Gas Electron Multiplier
GMC Glauber Monte Carlo
HMPID High Momentum Particle Identification
ITS Inner Tracking System
L0 Level-0 trigger
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L1 Level-1 trigger
LBNL Lawrence Berkeley National Laboratory
LHC Large Hadron Collider
LHCb LHC beauty
LPM Landau-Pomeranchuk- Migdal
LS2 Long Shutdown 2
MC Monte Carlo
NBD Negative Binomial Distribution
PDF Parton Distribution Function
PHENIX Pioneering High Energy Nuclear Interaction eXperiment
PID Particle Identification
pQCD Perturbative QCD
QA Quality Assurance
QCD Quantum ChromoDynamics
QED Quantum ElectroDynamics
QGP Quark-Gluon Plasma
RF Radio Frequency
RHIC Relativistic Heavy Ion Collider
RMS Root Mean Square
SDD Silicon Drift Detector
SHINE SPS Heavy-Ion and Neutrino Experiment
SLAC Stanford Linear Accelerator Center
SM Super module
SMOG System for Measuring Overlap with Gas
SPD Silicon Pixel Detector
SPS Super Proton Synchrotron
SSD Silicon Strip Detector
SVD Singular Value Decomposition
TOF Time-of-Flight detector
TOTEM TOTal Elastic and diffractive cross section Measurement
TPC Time Projection Chamber
UE Underlying Event
ZDC Zero Degree Calorimeter
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Appendix B

Additional graphs
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Figure B.1: jT signal fits in different jet pT bins
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Figure B.2: Figure shows comparisons of jT signals between ALICE data and
various Monte Carlo simulations.
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