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Abstract

Sequence analysis is being more and more widely used for the analysis of social se-
quences and other multivariate categorical time series data. However, it is often complex
to describe, visualize, and compare large sequence data, especially when there are multi-
ple parallel sequences per subject. Hidden (latent) Markov models (HMMs) are able to
detect underlying latent structures and they can be used in various longitudinal settings:
to account for measurement error, to detect unobservable states, or to compress informa-
tion across several types of observations. Extending to mixture hidden Markov models
(MHMMs) allows clustering data into homogeneous subsets, with or without external
covariates.

The seqHMM package in R is designed for the efficient modeling of sequences and
other categorical time series data containing one or multiple subjects with one or multiple
interdependent sequences using HMMs and MHMMs. Also other restricted variants of
the MHMM can be fitted, e.g., latent class models, Markov models, mixture Markov
models, or even ordinary multinomial regression models with suitable parameterization of
the HMM. Good graphical presentations of data and models are useful during the whole
analysis process from the first glimpse at the data to model fitting and presentation
of results. The package provides easy options for plotting parallel sequence data, and
proposes visualizing HMMs as directed graphs.

Keywords: multi-channel sequences, categorical time series, visualizing sequence data, visual-
izing models, latent Markov models, latent class models, R.

1. Introduction
Social sequence analysis is being more and more widely used for the analysis of longitudi-
nal data consisting of multiple independent subjects with one or multiple interdependent
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sequences (channels). Sequence analysis is used for computing the (dis)similarities of se-
quences, and often the goal is to find patterns in data using cluster analysis. However,
describing, visualizing, and comparing large sequence data is often complex, especially in the
case of multiple channels. Hidden (latent) Markov models (HMMs) can be used to compress
and visualize information in such data. These models are able to detect underlying latent
structures. Extending to mixture hidden Markov models (MHMMs) allows clustering via
latent classes, possibly with additional covariate information. One of the major benefits of
using hidden Markov modeling is that all stages of analysis are performed, evaluated, and
compared in a probabilistic framework.
The seqHMM package (Helske and Helske 2019) for R (R Core Team 2018) is designed for
modeling sequence data and other categorical time series with one or multiple subjects and
one or multiple channels using HMMs and MHMMs. The package provides functions for
the estimation and inference of models, as well as functions for the easy visualization of
multi-channel sequences and HMMs. Even though the package was originally developed
for researchers familiar with social sequence analysis and the examples are related to life
course, knowledge on sequence analysis or social sciences is not necessary for the usage of
seqHMM. The package is available from the Comprehensive R Archive Repository (CRAN)
at https://CRAN.R-project.org/package=seqHMM and under development on GitHub at
https://github.com/helske/seqHMM.
There are also other R packages on CRAN for HMM analysis of categorical data. The HMM
package (Himmelmann 2010) is a compact package designed for fitting an HMM for a single
observation sequence. The hmm.discnp package (Turner 2018) can handle multiple obser-
vation sequences with possibly varying lengths. For modeling continuous-time processes as
hidden Markov models, the msm package (Jackson 2011) is available. Both hmm.discnp and
msm support only single-channel observations. The depmixS4 package (Visser and Speeken-
brink 2010) is able to fit HMMs for multiple interdependent time series (with continuous or
categorical values), but for one subject only. In the msm and depmixS4 packages, covariates
can be added for initial and transition probabilities. The mhsmm package (O’Connell and
Højsgaard 2011) allows modeling of multiple sequences using hidden Markov and semi-Markov
models. There are no ready-made options for modeling categorical data, but users can write
their own extensions for arbitrary distributions. The LMest package (Bartolucci, Pandolfi,
and Pennoni 2017) is aimed at panel data with a large number of subjects and a small number
of time points. It can be used for hidden Markov modeling of multivariate and multi-channel
categorical data, using covariates in emission and transition processes. LMest also supports
mixed latent Markov models, where the latent process is allowed to vary in different latent
subpopulations. This differs from mixture hidden Markov models used in seqHMM, where
also the emission probabilities vary between groups. The seqHMM package also supports
covariates in explaining group memberships. A drawback in the LMest package is that the
user cannot define initial values or zero constraints for model parameters, and thus important
special cases such as left-to-right models cannot be used.
We start with describing data and methods: a short introduction to sequence data and
sequence analysis, then the theory of hidden Markov models for such data, an expansion to
mixture hidden Markov models and a glance at some special cases, and then some propositions
on visualizing multi-channel sequence data and hidden Markov models. After the theoretic
part we take a look at features of the seqHMM package and at the end show an example on
using the package for the analysis of life course data. Appendix A shows the list of notations.
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