X-RAY TRANSFORMS IN PSEUDO-RIEMANNIAN GEOMETRY

JOONAS ILMAVIRTA

Abstract. We study the problem of recovering a function on a pseudo-Riemannian manifold from its integrals over all null geodesics in three geometries: pseudo-Riemannian products of Riemannian manifolds, Minkowski spaces and tori. We give proofs of uniqueness and characterize non-uniqueness in different settings. Reconstruction is sometimes possible if the signature \((n_1, n_2)\) satisfies \(n_1 \geq 1\) and \(n_2 \geq 2\) or vice versa and always when \(n_1, n_2 \geq 2\). The proofs are based on a Pestov identity adapted to null geodesics (product manifolds) and Fourier analysis (other geometries). The problem in a Minkowski space of any signature is a special case of recovering a function in a Euclidean space from its integrals over all lines with any given set of admissible directions, and we describe sets of lines for which this is possible. Characterizing the kernel of the null geodesic ray transform on tori reduces to solvability of certain Diophantine systems.

1. Introduction

We study the problem of recovering a function on a pseudo-Riemannian manifold from its integrals over all null geodesics. We do this in three different settings:

- Pseudo-Riemannian products of compact Riemannian manifolds. The signature \((n_1, n_2)\) is assumed to satisfy \(n_1 \geq 2\) and \(n_2 \geq 2\). See section 2 for details.
- The Minkowski space \(\mathbb{R}^{n_1,n_2}\) of any signature, \(n_1 \geq 1\) and \(n_2 \geq 2\). If \(n_1 = 1\) and \(n_2 \geq 2\) (or vice versa), injectivity depends on whether we assume compact support or not. See section 3 for details.
- The torus \(\mathbb{T}^{n_1,n_2} = \mathbb{R}^{n_1,n_2}/\mathbb{Z}^{n_1+n_2}\) with the pseudo-Riemannian metric inherited from the Minkowski space. Again we assume only \(n_1 \geq 1\) and \(n_2 \geq 2\). The manifold has no boundary, and we only include integrals over closed null geodesics. See section 4 for details.
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A Riemannian metric on a manifold $M$ is a vector bundle isomorphism $g: TM \rightarrow T^*M$ for which $g(v,v) := \langle gv, v \rangle > 0$ for all $v \in TM \setminus 0$ and the quadratic form corresponding to $g$ is symmetric on each fiber $T_xM$. If we drop the positivity condition but insist that $g$ be symmetric an isomorphism, we obtain a pseudo-Riemannian metric. Each tangent space $T_xM$ can be written as a direct sum of two subspaces so that the quadratic form given by the metric is positive definite on one and negative definite on the other. If the dimensions of these subspaces are $n_1$ and $n_2$, respectively, the signature of the metric is $(n_1, n_2)$. The numbers $n_1$ and $n_2$ are assumed constant, and they are automatically constant on connected manifolds.Disconnected manifolds are not interesting for ray transforms.

If $n_2 \geq 1$, the pseudo-Riemannian metric tensor $g$ does not give rise to a distance function. Geodesics can be defined, however, in the usual way using the Levi-Civita connection, but geodesics no longer minimize a convex functional. The tangent vectors $v \in TM$ satisfying $g(v,v) = 0$ are called null or lightlike vectors. Geodesics with null tangent vectors are called null geodesics.

A simple example of a pseudo-Riemannian manifold of signature $(n_1, n_2)$ is the Euclidean space $\mathbb{R}^{n_1+n_2}$ with the metric tensor given by the constant (diagonal) matrix

$$I_{n_1} \oplus I_{n_2} = \begin{pmatrix} I_{n_1} & 0 \\ 0 & -I_{n_2} \end{pmatrix}. \tag{1}$$

Here and henceforth we use $A \oplus B$ as a shorthand for $A \oplus -B$. We call this space the Minkowski space of signature $(n_1, n_2)$ and denote it by $\mathbb{R}^{n_1,n_2}$.

In some settings we allow $n_1 = 1$ or $n_2 = 1$, but the results are weaker. Riemannian and Euclidean geometry correspond to $n_2 = 0$, and the case $n_2 = 1$ (with $n_1 \geq 1$) is referred to as Lorentzian geometry. If $n_1 \geq 2$ and $n_2 \geq 2$, all the ray transforms studied here are injective. There is an unexpected gap: Assuming $n_1 \geq 2$, the cases $n_2 = 0$ and $n_2 \geq 2$ give relatively straightforward injectivity results, whereas the case $n_2 = 1$ we have some examples of non-injectivity. We believe this is related to the fact that the (co)normal bundle of all non-zero null vectors is the whole (co)tangent bundle if and only if neither of $n_1$ and $n_2$ is 1. See section 3 for more details on the normal bundle.

To make the analogy between $n_2 = 0$ and $n_2 \geq 2$ completely honest, one should restrict to null geodesics in both cases. But $n_2 = 0$ corresponds to Riemannian geometry where no non-constant geodesic is null. Therefore the mentioned gap is not entirely real.

Null geodesics have the peculiar property that a conformal change in the metric only causes a reparametrization — as unparametrized curves they are conformally invariant. Knowing the integrals of a function $f$ over null geodesics of a pseudo-Riemannian metric $cg$, with $c$ a positive
smooth function, is equivalent with knowing the integrals of $\sqrt{c} f$ with respect to the metric $g$. Therefore injectivity results are invariant under conformal transformations.

1.1. Methods and results. We assume the signature to satisfy $n_1 \geq 1$ and $n_2 \geq 1$ unless otherwise mentioned. For more precise statements of the results, see the theorems and corollaries as referred here.

Theorem 1 states that the null geodesic X-ray transform is injective on a conformal pseudo-Riemannian product of two Riemannian manifolds $M_1$ and $M_2$, assuming that both manifolds are compact and have strictly convex boundary and non-positive sectional curvature. Besides being injective on scalar functions, the ray transform is solenoidally injective on one-forms. This means that a smooth one-form integrates to zero over all null geodesics if and only if it is the differential of a scalar function vanishing at the boundary. The product manifold $M = M_1 \times M_2$ does not have smooth boundary. For technical convenience, we assume the functions and one-forms to vanish near the non-smooth parts of the boundary.

The proof is based on a Pestov identity, analogous to the ones used previously on Riemannian manifolds of any dimension [17].

Theorem 5 concerns the problem of reconstructing a Schwartz function $f: \mathbb{R}^n \to \mathbb{C}$ from its integrals over all lines that have direction in a given set $D \subset S^{n-1}$. This reconstruction is possible if and only if the normal bundle of $D$ is dense in $\mathbb{R}^n$. If $D$ is closed, this amounts to requiring that every vector in $\mathbb{R}^n$ is normal to some direction in $D$. If reconstruction is impossible, we characterize the kernel of the corresponding integral transform. The proof relies on basic Fourier analysis.

The result changes dramatically if one replaces Schwartz functions with smooth functions of compact support. Corollary 6 states that for injectivity it suffices that $D$ contains an arc.

The null X-ray transform on Minkowski spaces can be studied by taking $D$ to be the unit vectors of the light cone. Corollary 7 states that the null X-ray transform on the Minkowski space $\mathbb{R}^{n_1,n_2}$ is injective on Schwartz functions if and only if $n_1 \geq 2$ and $n_2 \geq 2$. On compactly supported smooth functions we have injectivity if and only if $n_1 \geq 2$ or $n_2 \geq 2$.

Theorem 8 states that a function or a distribution on $\mathbb{T}^{n_1,n_2}$ can be recovered from its integrals over all closed null geodesics if and only if $n_1 \geq 2$ and $n_2 \geq 2$. If these conditions are not met, theorem 9 characterizes the kernel. These results are based on Fourier analytic tools for X-ray transforms on tori developed in [9]. In addition, characterization of the kernel in the cases where there is one ($n_1 = 1$ or $n_2 = 1$) requires a study of solvability of Diophantine systems. We solve the Diophantine problem in signature $(n, 1)$ with $n \in \{1, 2, 3\}$, but in higher dimensions we do not reach an equally elegant characterization of the kernel of the
periodic null X-ray transform. The Diophantine results are presented in section 4.2.

We give three completely independent proofs of the injectivity of the null X-ray transform on compactly supported functions in Minkowski the space \( \mathbb{R}^{n_1,n_2} \) when \( n_1, n_2 \geq 2 \). These proofs follow simply from each one of theorem 1, corollary 7 and theorem 8.

1.2. Related results. There is a vast literature on the Riemannian version of this problem. For recent results in recovering a function or a tensor field from its integrals along geodesics, we refer to the survey [16].

The problem of recovering a function \( f : \mathbb{R}^n \to \mathbb{R} \) from its integrals over lines with a given set \( D \) of possible directions is of practical interest in X-ray imaging. If a cone of directions is given, the problem is known as the limited angle tomography problem. For an in-depth overview of this topic, we refer to [6]. Some other results concerning the recovery of a function in \( \mathbb{R}^3 \) from certain restricted sets of lines can be found in [4, 1].

Our interest is not in stability or practical reconstruction methods, but mere uniqueness results. In particular, we make no assumptions whatsoever on the set \( D \). We are not aware of previous results for arbitrary sets of admissible directions. Our interest in such generalized limited angle tomography problems comes from null geodesics in Minkowski spaces. We have included the result for general \( D \) as it is of little added effort.

Null X-ray transforms have received some attention in Lorentzian geometry [11, 25, 28, 7], but we are not aware of any previous work for other pseudo-Riemannian manifolds. The Lorentzian null ray transform appears in connection to hyperbolic inverse boundary value problems [28, 22, 21, 2, 23, 29, 12, 3, 10, 27], similarly to how the Riemannian X-ray transform appears with elliptic ones. The transform has also applications in cosmology [11, 7].

The Riemannian X-ray transform has proven useful in the study of inverse boundary value problems for elliptic equations, and the Lorentzian one for hyperbolic ones. Similarly, we expect the null X-ray transform in pseudo-Riemannian geometry to be related to partial differential operators like the pseudo-Riemannian Laplace–Beltrami operator. On a pseudo-Riemannian product of two manifolds \( M_1 \) and \( M_2 \) (see below), this operator is simply \( \Delta_1 - \Delta_2 \), the difference of the Riemannian Laplace–Beltrami operators.

2. THE X-RAY TRANSFORM ON PSEUDO-RIEMANNIAN PRODUCTS OF RIEMANNIAN MANIFOLDS

Let \( (M_i, g_i), i = 1, 2, \) be two compact Riemannian manifolds with boundary. Let \( M = M_1 \times M_2 \) and equip this product with the pseudo-Riemannian metric \( g_1 \ominus g_2 \) (cf. [1]); with plus sign this would be
the standard Riemannian metric on the product. The manifold $M$ is Lorentzian if one of the dimensions is one. We will also consider conformal multiples of this metric. However, whenever we integrate over $M$, we use the volume measure of the Riemannian metric $g_1 \oplus g_2$. The product $M$ is a manifold with corners.

We denote the “edges” of $M$ by $E := M_1 \times \partial M_2 \cup \partial M_1 \times M_2$. This is the irregular part of the boundary of $M$. We say that a function or a one-form is supported outside the edges if it vanishes in a neighborhood of $E$.

Null geodesics on $M$ are products of geodesics on $M_1$ and $M_2$ with equal speed. Therefore the null geodesic flow lives on the light cone bundle

$$LM = SM_1 \times SM_2 \subset TM,$$

where $SM_i$ is the unit sphere bundle of $M_i$. Each fiber $L_x M$, $x = (x_1, x_2) \in M$, is a product of two spheres: $L_x M = S_{x_1} M \times S_{x_2} M$.

**Theorem 1.** Suppose the compact Riemannian manifolds $(M_1, g_1)$ and $(M_2, g_2)$ both have dimension two or higher, non-positive sectional curvature and strictly convex boundary. Equip $M = M_1 \times M_2$ with the pseudo-Riemannian metric $c(x)(g_1 \ominus g_2)$, where $c \in C^\infty(M)$ is a positive conformal factor.

1. If a smooth function $f: M \to \mathbb{R}$ supported outside the edges integrates to zero over all null geodesics, then $f = 0$.
2. If a smooth one-form $\alpha$ supported outside the edges on $M$ integrates to zero over all null geodesics, then $\alpha = dh$ for some $h \in C^\infty(M)$ vanishing at the boundary.

If we allowed the supports of $f$ and $\alpha$ meet $E$, then the function $u$ defined in the proof below would not necessarily be smooth.

2.1. **Vector fields and commutators.** We follow the notation conventions of [17], and we keep our discussion coordinate invariant to the extent possible. Similar tools in slightly different notation have been used before in [13 20 24 18 19 5 15].

The geodesic flow on the Riemannian unit sphere bundle $SM_i$ is generated by the geodesic vector field $X_i$. We can naturally promote vector fields on $SM_i$ to vector fields on $LM = SM_1 \times SM_2$.

The geodesic vector field on $LM$ is $X = X_1 + X_2$. This vector field generates the null geodesic flow.

In addition to the geodesic vector fields $X_i$ we need vertical and horizontal gradients and divergences ($\nabla_i, \operatorname{div}_i, \nabla^h_i, \operatorname{div}^h_i$). For an introduction to these, see [17 Section 2]. The situation is technically simpler in dimension two (in our setting $n_1 = n_2 = 2$); see eg. [15].
In addition to these differential operators, we will use the curvature operator $R_i$ on each $SM_i$. If $M_i$ has non-positive sectional curvature, then $\langle R_i(x,v)w, w \rangle \leq 0$ for all $(x,v) \in SM_i$ and $w \in T_xM_i$.

These operators satisfy the following commutator formulas:

\begin{align*}
[X_i, \nabla^v_i] &= -\nabla^h_i \\
[X_i, \nabla^h_i] &= R_i \nabla^v_i \\
\text{div}_i \nabla^v_i - \text{div}_i \nabla^h_i &= (n_i - 1)X_i \\
[X_i, \text{div}_i] &= -\text{div}_i \\
[X_i, \text{div}_i] &= \text{div}_i R_i \\
\end{align*}

(3)

We have denoted $n_i = \dim M_i$. All differential and curvature operators on $M_1$ commute with those on $M_2$ because of the product structure.

See appendix A for more details of the various operators introduced here. We postpone all discussion of the domains of definition, the underlying bundles, and coordinate descriptions to the appendix.

On manifolds of dimension one, we can let $\text{div} = \nabla = \text{div} = \nabla = 0$; this is consistent with all commutator formulas.

2.2. Pestov identities. Using the commutator identities given above, we find Pestov identities related to the null X-ray transform. These are analogous to the Riemannian identities given in [17, Section 2].

The norms $\| \cdot \|$ below are norms on $L^2(LM)$, and $(\cdot, \cdot)$ is the corresponding inner product. The norm $| \cdot |$ may refer to the usual norm on $T_xM_i$ or $\mathbb{R}^{n_i}$.

**Lemma 2.** If $u: LM \to \mathbb{R}$ is smooth and vanishes at the boundary, then

\begin{equation}
\| \nabla^v_i Xu \|^2 = \| X \nabla^v_i u \|^2 - \left( R_i \nabla^v_i u, \nabla^v_i u \right) - (n_i - 1) \langle X_iXu, u \rangle
\end{equation}

(4)

for $i = 1, 2$.

**Proof.** Suppose $i = 1$; the other proof is identical. Integrating by parts yields

\begin{equation}
\| \nabla^v_1 Xu \|^2 - \| X \nabla^v_1 u \|^2 = \left( (X \text{div}_1 \nabla^v_1 X - \text{div}_1 XX \nabla^v_1)u, u \right).
\end{equation}

(5)
Using $X = X_1 + X_2$ and commutator formulas, we obtain

$$\begin{align*}
X \nabla_1 X - \nabla_1 X X \nabla_1 &= (X_1 \nabla_1 X_1 - \nabla_1 X_1 X_1 \nabla_1) \\
&\quad + (X_1 \nabla_1 X_2 + X_2 \nabla_1 X_1 \\
&\quad - \nabla_1 X_1 X_2 \nabla_1 - \nabla_1 X_2 X_1 \nabla_1) \\
&\quad + (X_2 \nabla_1 X_2 - \nabla_1 X_2 X_2 \nabla_1) \\
&\quad = -(n_1 - 1)X_1^2 + \nabla_1 R_1 \nabla_1 \\
&\quad + X_2([X_1, \nabla_1] \nabla_1 - \nabla_1 [X_1, \nabla_1]) \\
&\quad + 0 \\
&\quad = -(n_1 - 1)X_1^2 + \nabla_1 R_1 \nabla_1 -(n_1 - 1)X_2 X_1.
\end{align*}$$

Integration by parts in the second term gives the claim.\[\square\]

**Lemma 3.** If $u: LM \to \mathbb{R}$ is smooth and vanishes at the boundary, then

$$(n_2 - 1) \left\| \nabla_1 X u \right\|^2 + (n_1 - 1) \left\| \nabla_2 X u \right\|^2$$

$$= (n_2 - 1) \left\| X \nabla_1 u \right\|^2 + (n_1 - 1) \left\| X \nabla_2 u \right\|^2$$

$$- (n_2 - 1) \left( R_1 \nabla_1 u, \nabla_1 u \right) - (n_1 - 1) \left( R_2 \nabla_2 u, \nabla_2 u \right)$$

$$+ (n_1 - 1)(n_2 - 1) \| X u \|^2.$$

**Proof.** The result follows from lemma 2 applied to both $i = 1, 2$. \[\square\]

Formally putting $n_2 = 0$ and $\nabla_2 = 0$ in lemma 3 reproduces the Riemannian Pestov identity [17, Proposition 2.2].

In addition to functions, we will consider one-forms. We can turn a one-form $\alpha$ on $M$ into a function $f$ on $LM$ via $f(x, v) = \alpha(x)(v)$. The one-form is a sum of two one-forms, $\alpha = \alpha_1 + \alpha_2$, where $\alpha_i$ is a one-form on $M_i$. We remark that $\alpha_1$ depends on both $x_1$ and $x_2$ but only acts on vector fields on $M_1$; and vice versa for $\alpha_2$. To prove injectivity for one-forms, we need to supplement lemma 3 with the following identity.

**Lemma 4.** If $f$ is a smooth function on $LM$ arising from a one-form, then

$$(n_2 - 1) \left\| \nabla_1 f \right\|^2 + (n_1 - 1) \left\| \nabla_2 f \right\|^2 = (n_1 - 1)(n_2 - 1) \| f \|^2.$$
Proof. Let us denote the usual measures on the manifolds $M_i$ and the fibers of the bundles $SM_i$ by $dx_i$ and $dv_i$.

Now $\nabla_i \alpha_i(x_1, x_2, v_1, v_2)$ is the component of $\alpha_i(x_1, x_2)$ orthogonal to $v_i$, which implies

$$\alpha_i(x_1, x_2)^2 = |f_i(x, v)|^2 + |\nabla_i f_i(x, v)|^2$$

at every point of $LM$.

Let $\Sigma$ be the usual surface measure on the sphere $S^{n-1} \subset \mathbb{R}^n$. By symmetry the integral $\int_{S^{n-1}} (v_j)^2 d\Sigma(v)$ is independent of the index $j$, so

$$n \int_{S^{n-1}} (v_1)^2 d\Sigma(v) = \sum_{j=1}^n \int_{S^{n-1}} (v_j)^2 d\Sigma(v) = \Sigma(S^{n-1}).$$

By symmetry and scaling properties, we get for any $a \in \mathbb{R}^n$ that

$$\int_{S^{n-1}} (a \cdot v)^2 d\Sigma(v) = \frac{|a|^2 \Sigma(S^{n-1})}{n}.$$  

Let us denote by $\omega_i = \Sigma(S^{n-1})$ the measure of the unit sphere in $\mathbb{R}^n$.

Using these results from the Euclidean space, let us calculate the fiberwise integrals of $|\nabla_i f_i(x, v)|^2$ and $|f_i(x, v)|^2$. First, identity (11) gives

$$\int_{S^{n-1}} |f_i(x, v)|^2 dv_i = |\alpha_i(x)|^2 \frac{\omega_i}{n_i}.$$  

With equation (9) this yields

$$\int_{S^{n-1}} |\nabla_i f_i(x, v)|^2 dv_i = |\alpha_i(x)|^2 \frac{\omega_i n_i - 1}{n_i}.$$  

By symmetry, we have also

$$\int_{S^{n-1}} f_i(x, v) dv_i = 0.$$
Combining equations (12) and (14) we get for any $x \in M$

$$\int_{L_x M} |f|^2 \, dv_1 dv_2 = \int_{S_{x_1} M_1} f_1^2 \, dv_1 \cdot \int_{S_{x_2} M_2} dv_2$$

$$+ \int_{S_{x_1} M_1} dv_1 \cdot \int_{S_{x_2} M_2} f_2^2 \, dv_2$$

$$+ 2 \int_{S_{x_1} M_1} f_1 \, dv_1 \cdot \int_{S_{x_2} M_2} f_2 \, dv_2$$

$$= |\alpha_1(x)|^2 \frac{\omega_1}{n_1} \cdot \omega_2 + \omega_1 \cdot |\alpha_2(x)|^2 \frac{\omega_2}{n_2} + 0$$

$$= \frac{\omega_1 \omega_2}{n_1 n_2} \left( n_2 |\alpha_1(x)|^2 + n_1 |\alpha_2(x)|^2 \right)$$

and similarly (13) gives

$$\int_{L_x M} \left| \nabla_i f \right|^2 \, dv_1 dv_2 = \omega_1 \omega_2 \left| \alpha_i(x) \right|^2 \frac{n_i - 1}{n_i}.$$

Integrating equations (15) and (16) over $M$ gives (8).

2.3. **Proof of theorem 1.** As mentioned in the introduction, it suffices to prove the results for $c = 1$ due to conformal invariance of null geodesics.

(1) Let us denote the flight time function $LM \to [0, \infty)$ by $\tau$. For $(x, v) \in LM$, let $\gamma_{x,v} : [0, \tau_{x,v}] \to M$ be the maximal null geodesic starting at the given point and direction. We define $u : LM \to \mathbb{R}$ by

$$u(x, v) = \int_0^{\tau_{x,v}} f(\gamma_{x,v}(t)) \, dt.$$

The flight time $\tau$ does not depend smoothly on $(x, v) \in LM$. The function $\tau$ is non-smooth at an interior point $(x, v)$ of $LM$ if and only if $\gamma_{x,v}(\tau_{x,v}) \in E$. This does not, however, make $u$ non-smooth in $\text{int}(LM)$ since the function $f$ vanishes in a neighborhood of $E$ and we may alter $\tau$ slightly to make it smooth without changing $u$. This is due to the smoothness of the flight time functions $\tau_i : \text{int}(SM_i) \to [0, \infty)$ on simple Riemannian manifolds.

The flight time $\tau_i$ on $SM_i$ is singular at the points $(x, v)$, where $x \in \partial M_i$ and $v$ is tangent to the boundary. See [24, Section 4.1] for more details.

Using short geodesics almost tangent to the boundary, one can easily show that $f(x, v) = 0$ for all $(x, v) \in LM$ where $\tau$ is singular. This boundary determination result together with [24, Lemma 4.1.2] provides sufficient regularity at $\partial(LM)$ to apply the Pestov identity: The function $u$ is in $C^2(\text{int}(LM)) \cap C^1(LM)$, so one can apply the Pestov identity in a slightly shrunked manifold $LM_\epsilon \subset LM$. The boundary
terms will contain first order derivatives, and they vanish in the limit \( \varepsilon \to 0 \), producing the desired identity on \( LM \).

The fundamental theorem of calculus along each geodesic gives \( Xu = -f \). Since \( f \) does not depend on direction, we have \( \nabla_i Xu = 0 \) for \( i = 1, 2 \). Also, \( u \) vanishes at the boundary of \( LM \) because \( f \) integrates to zero over all null geodesics. Using lemma 3 for this \( u \) gives \( \| Xu \| = 0 \), so \( f = 0 \). Notice that all terms in the Pestov identity of lemma 3 are non-negative.

(2) We can identify the one-form \( \alpha \) with a function \( f \) on \( LM \) as discussed before. We define \( u: LM \to \mathbb{R} \) as in (17), replacing \( f(\gamma_{x,v}(t)) \) with \( f(\gamma_{x,v}(t), \gamma_{x,u}(t)) \). This function \( u \) is smooth and vanishes at \( \partial(LM) \).

We again apply lemma 3 now combined with lemma 4. We obtain

\[
0 = (n_2 - 1) \left\| X \nabla_1 u \right\|^2 + (n_1 - 1) \left\| X \nabla_2 u \right\|^2 - (n_2 - 1) \left( R_1 \nabla_1 u, \nabla_1 u \right) - (n_1 - 1) \left( R_2 \nabla_2 u, \nabla_2 u \right).
\] (18)

Since both curvatures were assumed non-positive and both dimensions at least two, this implies that \( X \nabla_i u = 0 \) for both \( i \). This in turn means that the vector field \( \nabla_i u \) is parallel transported along all geodesics, and the boundary values imply that \( \nabla_i u = 0 \).

Since both vertical gradients of \( u \) vanish and the fibers of \( LM \) are connected, \( u \) can be identified with (pulled back from) a smooth function \( -h: M \to \mathbb{R} \). Now \( Xu = -f \) together with the identification of \( f \) and \( \alpha \) gives \( \alpha = dh \). Since \( u \) vanishes at the boundary, so does \( h \).

2.4. Remarks. Theorem 1 can also be regarded as an injectivity result for the X-ray transform on the Riemannian product manifold \( M_1 \times M_2 \) with partial data. This problem is not conformally invariant.

Assuming at least two dimensions for both space and time (\( n_1 \geq 2 \) and \( n_2 \geq 2 \)) was crucial. To obtain a useful Pestov identity, we needed to be able to differentiate with respect to the dimension of time – this was done with \( \nabla_2 \). In the case of one-forms we also needed the fibers of the light bundle \( LM \) to be connected, which is false if \( n_1 = 1 \) or \( n_2 = 1 \).

We do not know whether or not there is a useful Pestov identity for general pseudo-Riemannian manifolds, not only conformal pseudo-Riemannian products of Riemannian manifolds. To achieve such an identity, we should preferably have a compact bundle on which the null geodesic flow lives. In product geometry we may use the natural Riemannian product metric. Viewed this way, the manifold in theorem 1 has a Riemannian metric \( g \) and a pseudo-Riemannian metric \( h \).
and the null geodesic flow lives on the bundle
\begin{equation}
LM = \{(x, v) \in TM; g(v, v) = 1, h(v, v) = 0\}.
\end{equation}

For a generic pseudo-Riemannian metric \( h \) we do not expect there to exist a Riemannian metric \( g \) so that the bundle above is invariant under the null \( h \)-geodesic flow.

3. X-ray tomography in Euclidean spaces with partial direction data

For a set \( D \subset S^{n-1} \subset \mathbb{R}^n \), we consider the problem of recovering a function \( f : \mathbb{R}^n \to \mathbb{C} \) from the knowledge of its line integrals over all lines with direction in the set \( D \). Our main motivation is in null ray transforms in a Minkowski space of any signature, but we present the method and results in greater generality.

We will consider two function spaces, Schwartz functions \( \mathcal{S}(\mathbb{R}^n) \) and compactly supported smooth functions \( C^\infty_0(\mathbb{R}^n) \). Notice that \( C^\infty_0(\mathbb{R}^n) \subset \mathcal{S}(\mathbb{R}^n) \). The results are likely to hold with lower regularity, but we shall not pursue optimal regularity in this section.

For \( f \in \mathcal{S}(\mathbb{R}^n) \) and \( v \in D \), we define the function \( R_v f : \mathbb{R}^n \to \mathbb{C} \) by
\begin{equation}
R_v f(x) = \int_{\mathbb{R}} f(x + tv) dt.
\end{equation}
This function is well-defined and smooth due to the regularity assumption on \( f \), but in general \( R_v f \) is not a Schwartz function.

We denote the normal bundle \( N(D) \subset \mathbb{R}^n \) of \( D \) by
\begin{equation}
N(D) = \{ x \in \mathbb{R}^n; x \cdot v = 0 \text{ for some } v \in D \}.
\end{equation}
It is well known \cite{25} that in order to recover a function stably from its integrals over a family of curves, the normal bundle of the family should cover the whole tangent bundle of the space, be it a Euclidean space or a manifold. The following result is analogous, but due to the structure of the problem at hand, the considerations are global rather than microlocal.

The following theorem is not new, but we record and prove it here for completeness. At least some aspects of corollary \cite{6} are also known, but corollary \cite{6}(2b) is new to the best of our knowledge. The condition that \( N(D) = \mathbb{R}^n \) is known as the Orlov condition \cite{14}. For uniqueness we do not need to assume that much.

**Theorem 5.** Let \( n \geq 1 \) and fix a set \( D \subset S^{n-1} \). The following are equivalent for a function \( f \in \mathcal{S}(\mathbb{R}^n) \):

1. For every \( v \in D \) the function \( R_v f \) vanishes identically. (The function \( f \) integrates to zero over all lines with directions in the set \( D \).)
2. The Fourier transform \( \mathcal{F} f \) of \( f \) vanishes in \( N(D) \).
In particular, the X-ray transform with directions restricted to the set \( D \) is injective on \( S(\mathbb{R}^n) \) if and only if \( N(D) \) is dense in \( \mathbb{R}^n \).

**Proof.** Take any \( v \in D \). The function \( R_v f \) is invariant under translations in the direction \( v \), so we lose no information in restricting \( R_v f \) to the orthogonal complement \( v^\perp \subset \mathbb{R}^n \). We calculate the Fourier transform of \( R_v f \big|_{v^\perp} \) and find that

\[
F_{v^\perp} R_v f(k) = \int_{v^\perp} e^{-ik \cdot x} \left( \int_{\mathbb{R}} f(x + tv) dt \right) dx = \int_{\mathbb{R}^n} e^{-ik \cdot y} f(y) dy = F f(k)
\]

for all \( k \in v^\perp \), where restriction to the subspace has been indicated by a subscript in the Fourier transform.

Therefore the function \( R_v f \) determines the restriction of \( F f \) to \( v^\perp \) but gives no other information. We conclude that each \( R_v f \) vanishes identically for all \( v \in D \) if and only if \( F f \) vanishes on \( \bigcup_{v \in D} v^\perp \). This union is exactly \( N(D) \). This concludes the proof of the equivalence of the listed statements.

If \( N(D) \) is dense, then injectivity follows from the obtained result and continuity. If \( N(D) \) is not dense, there is a non-trivial Schwartz function supported in its complement, and its inverse Fourier transform is in the kernel of the X-ray transform with directions in \( D \). \( \square \)

If convenient, one may assume that \( D \) is closed and antipodally symmetric without any loss of generality.

In the case of compactly supported functions a smaller set \( D \) suffices for injectivity as the following result shows. Unfortunately the result does not fully characterize the sets \( D \) for which the ray transform is injective.

**Corollary 6.** Let \( n \geq 1 \) and fix a set \( D \subset S^{n-1} \). Consider the X-ray transform on the space \( C_0^\infty(\mathbb{R}^n) \) with directions in the set \( D \).

1. If \( D \) is finite, the transform is not injective.
2. If \( N(D) \) has an interior point, then the transform is injective.

In particular, either of the following suffices for injectivity:

- (a) \( D \) is nonempty and open.
- (b) \( D \) contains a connected set of at least two points.

**Proof.** (1) Let \( \varphi \in C_0^\infty(\mathbb{R}^n) \) be any non-trivial function and write the finite set as \( D = \{v_1, v_2, \ldots, v_M\} \). For every \( m \in \{1, \ldots, M\} \) let \( f_m(x) = v_m \cdot \nabla \varphi(x) \). Define then \( f : \mathbb{R}^n \to \mathbb{C} \) by

\[
f = f_1 * f_2 * \cdots * f_M.
\]

As a convolution of non-trivial \( C_0^\infty \) functions \( f \) is a non-trivial \( C_0^\infty \) function.

The Fourier transform \( \mathcal{F} f \) is the product of the Fourier transforms of the functions \( f_1, \ldots, f_M \). Since \( \mathcal{F} f_m \) vanishes on \( v_m^\perp \), we know that \( \mathcal{F} f \)}
vanishes on the union of all these orthogonal complements. This union is the normal bundle $N(D)$, so $f$ is in the kernel of the X-ray transform by theorem \[5\].

(2) Suppose $f \in C_0^\infty(\mathbb{R}^n)$ satisfies $R_v f = 0$ for all $v \in D$. By theorem \[5\] the Fourier transform $\mathcal{F} f$ vanishes on $N(D)$ and in particular on some open set. The Fourier transform $\mathcal{F} f$ is real-analytic due to the Paley–Wiener theorem, so $\mathcal{F} f$ must vanish identically. Thus $f = 0$.

(2a) If $D$ is open, it is an elementary observation that $N(D)$ is open. This result is also a special case of the next condition since every open set contains an arc.

(2b) We will show that the unit normal bundle $N_1(D) = N(D) \cap S^{n-1}$ has an interior point as a subset of $S^{n-1}$. It follows that $N(D)$ has an interior point as well. Let $\gamma \subset D$ be a connected set with at least two points. Define functions $f_\gamma, g_\gamma : S^{n-1} \to [-1, 1]$ by

\[
f_\gamma(x) = \inf_{y \in \gamma} x \cdot y \quad \text{and} \quad g_\gamma(x) = \sup_{y \in \gamma} x \cdot y.
\]

These two functions are continuous: The continuity of $g_\gamma$ follows from the continuity of the distance function and the property

\[
g_\gamma(x) = \cos(d(x, \gamma)).
\]

If $-\gamma = \{-x; x \in \gamma\}$ denotes the antipodal reflection of $\gamma$, then $f_\gamma = -g_{-\gamma}$, so also $f_\gamma$ is continuous.

There exists a point $x_0 \in S^{n-1}$ so that $f_\gamma(x_0) < 0$ and $g_\gamma(x_0) > 0$. To see this, take two points $a, b \in \gamma$ which are distinct but not antipodal and observe that there is an $x_0$ for which $a \cdot x_0 < 0 < b \cdot x_0$.

Since the functions $f_\gamma$ and $g_\gamma$ are continuous, $x_0$ has a neighborhood of points with this same property. It thus suffices to show that $x_0 \in N_1(D)$.

The function $\varphi : S^{n-1} \to [-1, 1]$, $\varphi(v) = v \cdot x_0$ is continuous. Therefore the image $\varphi(\gamma)$ is connected, and so $(f_\gamma(x_0), g_\gamma(x_0)) \subset \varphi(\gamma)$. Since $f_\gamma(x_0) < 0$ and $g_\gamma(x_0) > 0$, we have $0 \in \varphi(\gamma)$. This means that $x_0 \in N_1(D)$ as claimed. \[\square\]

We now present the conclusions of theorem \[5\] and corollary \[6\] in the context of Minkowski spaces. Recall that the Minkowski space of signature $(n_1, n_2)$ is the space $\mathbb{R}^{n_1+n_2}$ with the pseudo-Riemannian metric

\[
dx_1^2 + \cdots + dx_{n_1}^2 - dx_{n_1+1}^2 - \cdots - dx_{n_1+n_2}^2.
\]

We denote this space by $\mathbb{R}^{n_1,n_2}$.

A vector $v \in \mathbb{R}^{n_1,n_2}$ in this space is null (or lightlike) if

\[
v_1^2 + \cdots + v_{n_1}^2 - v_{n_1+1}^2 - \cdots - v_{n_1+n_2}^2 = 0.
\]
The set of all null vectors is called the light cone and denoted here by $L$.

The null X-ray transform on $\mathbb{R}^{n_1,n_2}$ is the X-ray transform where integrals are only taken in null directions. That is, the set of directions $D$ consists of all unit vectors in the light cone $L$.

**Corollary 7.** Injectivity of the null X-ray transform on $\mathbb{R}^{n_1,n_2}$ can be characterized as follows:

1. If $n_1 = n_2 = 1$, the null X-ray transform is injective on neither $\mathcal{S}(\mathbb{R}^{n_1,n_2})$ nor $C_0^\infty(\mathbb{R}^{n_1,n_2})$.
2. If $n_1 = 1$ and $n_2 > 1$, the null X-ray transform is injective on $C_0^\infty(\mathbb{R}^{n_1,n_2})$.
3. If $n_1 = 1$ and $n_2 > 1$, the kernel of the null X-ray transform on $\mathcal{S}(\mathbb{R}^{n_1,n_2})$ consists of functions whose Fourier transform is supported in the timelike light cone
   \[
   \{ v \in \mathbb{R}^{n_1,n_2}; v_1^2 - v_2^2 - \cdots - v_{n_1+n_2}^2 \geq 0 \}.
   \]
4. If $n_1 > 1$ and $n_2 > 1$, the null X-ray transform is injective on both $\mathcal{S}(\mathbb{R}^{n_1,n_2})$ and $C_0^\infty(\mathbb{R}^{n_1,n_2})$.

Note that the function spaces and normal bundles are defined with respect to the Euclidean metric on $\mathbb{R}^{n_1+n_2}$. The function spaces and the results of the corollary are, however, invariant under Lorentz transformations, so the results have the correct invariance properties. The result is also invariant under sufficiently regular conformal changes of the metric.

**Proof of corollary 7**

1. This follows from corollary [6](1) since $D$ consists of four points.
2. This follows from corollary [6](2b) since $D$ contains an arc.
3. This follows from theorem [5] since the normal bundle of the “unit light cone” $L \cap S^{n_1+n_2-1}$ is precisely the closure of the complement of the timelike light cone.
4. This follows from theorem [5] since now $N(L \cap S^{n_1+n_2-1}) = \mathbb{R}^{n_1,n_2}$.

□

### 4. Null X-ray tomography on conformal Minkowski tori

We quotient the Minkowski space $\mathbb{R}^{n_1,n_2}$ by the lattice $\mathbb{Z}^{n_1+n_2}$. Since the metric on $\mathbb{R}^{n_1,n_2}$ is translation invariant, we obtain a pseudo-Riemannian quotient manifold $T^{n_1,n_2} := \mathbb{R}^{n_1,n_2} / \mathbb{Z}^{n_1+n_2}$ which we call the Minkowski torus of signature $(n_1, n_2)$.

We point out that the lattice is not Lorentz invariant, so Minkowski tori have less symmetry than Minkowski spaces. A conformal Minkowski torus is a Minkowski torus with the metric multiplied with a smooth conformal factor.

The Minkowski tori are closed manifolds, so maximal geodesics are closed or have infinite length. We only include the closed ones. The
null periodic X-ray transform takes a function on the torus into its integrals over all periodic null geodesics. This transform is injective if and only if a function can be recovered from the knowledge of these integrals.

**Theorem 8.** The null periodic X-ray transform is injective on a conformal Minkowski torus of signature \((n_1, n_2)\) if and only if \(n_1 \geq 2\) and \(n_2 \geq 2\). If it is injective, it is injective on distributions. If it is not injective, it is non-injective on the space of trigonometric polynomials.

**Theorem 9.** Let \(n_1 \geq 1\). The kernel of the null periodic X-ray transform on a conformal Minkowski torus of signature \((n_1, 1)\) is precisely the set of functions whose Fourier series is supported outside the set

\[
K = \{(k, t) \in \mathbb{Z}^{n_1} \times \mathbb{Z}; \exists (v, s) \in \mathbb{Z}^{n_1} \times \mathbb{Z} : |v|^2 = s^2 \neq 0, v \cdot k + st = 0\}.
\]

We always have

\[
\{(k, t) \in \mathbb{Z}^{n_1} \times \mathbb{Z}; |t| = |k|\} \subset K \subset \{(k, t) \in \mathbb{Z}^{n_1} \times \mathbb{Z}; |t| \leq |k|\}.
\]

For \(n_1 = 1\) we have

\[
K = \{(k, t) \in \mathbb{Z} \times \mathbb{Z}; |t| = |k|\},
\]

for \(n_1 = 2\)

\[
K = \{(k, t) \in \mathbb{Z}^2 \times \mathbb{Z}; \sqrt{|k|^2 - |t|^2} \in \mathbb{N}\},
\]

and for \(n_1 = 3\)

\[
K = \{(k, t) \in \mathbb{Z}^3 \times \mathbb{Z}; |k|^2 - |t|^2 \text{ is a sum of two integer squares}\}.
\]

A well known theorem (see eg. \([8, \text{Theorem 366}]\)) states that a positive integer is a sum of two integer squares if and only if every prime factor which is 3 modulo 4 appears an even number of times.

For a precise definition of what it means to integrate a distribution over a closed geodesic on a torus, see \([9]\).

Let us compare corollary \(7(3)\) and theorem \(9\). They both state roughly that if there is only one dimension of time \((n_1 = 1\) or \(n_2 = 1\), then having vanishing null X-ray transform corresponds to having the Fourier transform supported in the timelike light cone. In a Minkowski space this is true as stated, but on a Minkowski torus there is an additional condition that a Diophantine system must be solvable. Our observations suggest that the Diophantine system is always solvable if \(n_1 \geq 5\). We will discuss this condition more closely in section 4.2.

4.1. **Proofs of theorems 8 and 9.** A conformal change of metric only reparametrizes null geodesics, so we may assume the metric to be the standard Minkowski metric.
Let us define
\[ K = \{(k, p) \in \mathbb{Z}^{n_1} \times \mathbb{Z}^{n_2}; \exists (v, w) \in \mathbb{Z}^{n_1} \times \mathbb{Z}^{n_2} : |v|^2 = |w|^2 \neq 0, v \cdot k + w \cdot p = 0\}. \] (34)

If \( n_2 = 1 \), this agrees with (29).

Our problem is to recover \( f : \mathbb{T}^{n_1,n_2} \to \mathbb{C} \) from the knowledge of the function
\[ R_v f(x) = \int_0^1 f(x + tv) dt \] (35)
for all non-zero null vectors \( v \in \mathbb{Z}^{n_1+n_2} \).

It follows from [9, Equation (6) and Lemma 10] that the Fourier coefficient \( \hat{f}(k, p) \) can be recovered from this data if and only if \( (k, p) \in K \). Specifically,
\[ \hat{R}_v f(k) = \begin{cases} \hat{f}(k) & \text{if } v \cdot k = 0 \\ 0 & \text{if } v \cdot k \neq 0. \end{cases} \] (36)
That is, the kernel of the null X-ray transform on \( \mathbb{T}^{n_1,n_2} \) is precisely the set of functions whose Fourier series vanishes on \( K \). This is true also for distributions.

Let us show that if \( n_1, n_2 \geq 2 \), then \( K = \mathbb{Z}^{n_1+n_2} \). Let
\[ k = ((k_{11}, \ldots, k_{1n_1}), (k_{21}, \ldots, k_{2n_2})) \in \mathbb{Z}^{n_1} \times \mathbb{Z}^{n_2}. \] (37)
It suffices to show that \( (k_{1i}, k_{12}; k_{21}, k_{22}) \) is in \( K \subset \mathbb{Z}^{2+2} \). By symmetries we may assume that all components are positive and and \( k_{i1} < k_{i2} \) for both \( i = 1, 2 \). We will show that \( v = (a, -b, b, -a) \) is the desired vector for suitable \( a, b \in \mathbb{Z} \). We need to have
\[ a(k_{11} - k_{22}) - b(k_{12} - k_{21}) = 0. \] (38)
An example is \( a = k_{12} - k_{21} \) and \( b = k_{11} - k_{22} \). If this leads to \( a = b = 0 \), then \( k = (c, d; d, c) \) and we may choose \( a = d \) and \( b = c \). If this leads to \( v = 0 \) as well, then \( k = 0 \) and we can take any \( v \). Thus indeed \( k \in K \) and so \( K = \mathbb{Z}^{n_1+n_2} \).

It follows from (30) that \( K \neq \mathbb{Z}^{n_1+n_2} \) if \( n_1 = 1 \) or \( n_2 = 1 \). This leads to non-injectivity; one can simply take the inverse Fourier transform of any non-trivial function vanishing in \( K \).

Let us then prove (30). Suppose \( n_2 = 1 \), \( k_2 \neq 0 \) and \( k = (k_1, k_2) \in K \subset \mathbb{Z}^{n_1} \times \mathbb{Z} \). Then \( v = (v_1, v_2) \) satisfies \( v_2 = ak_2 \) for some \( a \in \mathbb{Q} \) and \( -a |k_2|^2 = k_1 \cdot v_1 \). The last equation with \( |v_1| = |v_2| \) yields \( |a| \cdot |k_2|^2 \leq |k_1| \cdot |a| \cdot |k_2| \). This implies \( |k_2| \leq |k_1| \).

If \( |k_1| = |k_2| \), then \( k \in K \); one can choose \( v = k_1 \) and \( s = -k_2 \). To see (31), one needs (30) and the symmetry in interchanging \( n_1 \) and \( n_2 \).

A characterization of the set \( K \) is much harder when \( n_1 > 1 \). For \( n_1 = 2 \) this is done in lemma \((10)\) and for \( n_1 = 3 \) in lemma \((11)\) below.

These observations prove theorems \((8)\) and \((9)\)
4.2. A Diophantine problem. Characterizing the kernel of the null periodic X-ray transform in signature \((n, 1)\) requires finding a characterization of the set \(K\). This boils down to analyzing the dependence of the solvability of a Diophantine system on integer parameters. We do that in this section for \(n = 2\) and \(n = 3\).

Lemma 10. Let \(k_1, k_2, t \in \mathbb{Z}\). There exists a solution \((v_1, v_2, s) \in \mathbb{Z}^3\) to
\[
\begin{cases}
  v_1^2 + v_2^2 = s^2 \neq 0 \\
  k_1 v_1 + k_2 v_2 + ts = 0
\end{cases}
\]
if and only if \(\sqrt{k_1^2 + k_2^2 - t^2}\) is integer.

Proof. Suppose \(k_1, k_2, t \in \mathbb{Z}\) are such that there are \(v_1, v_2, s \in \mathbb{Z}\) solving (39). Existence of solutions is clearly independent of signs of \(k_1, k_2\) and \(t\). Therefore we are free to assume that \(v_1, v_2, s \geq 0\).

By scaling \((v_1, v_2, s)\) we may assume that \(\gcd(v_1, v_2, s) = 1\). Since \((v_1, v_2, s)\) is then a primitive Pythagorean triple, there are integers \(m \geq n \geq 0\) so that \(s = m^2 + n^2\), \(v_1 = m^2 - n^2\) and \(v_2 = 2mn\) (and \(m \geq 1\)). Let us write \(\alpha = n/m\).

The condition \(k_1 v_1 + k_2 v_2 + ts = 0\) becomes
\[
(t - k_1)\alpha^2 + 2k_2\alpha + (t + k_1) = 0.
\]
If \(t = k_1\), we have \(\alpha = -k_1/k_2\). If \(t \neq k_1\), we have
\[
\alpha = \frac{-k_2 \pm \sqrt{k_1^2 + k_2^2 - t^2}}{t - k_1}.
\]
This \(\alpha\) must be rational, so \(\sqrt{k_1^2 + k_2^2 - t^2}\) must be an integer.

Conversely, if \(\sqrt{k_1^2 + k_2^2 - t^2}\) is an integer (which is always true if \(t = k_1\)), then one can find a rational solution \(\alpha\) to (40). This \(\alpha\) gives rise to some integers \(m\) and \(n\) so that \(\alpha = m/n\), and these in turn produce a solution to the original system (39). \(\square\)

Lemma 11. Let \(k_1, k_2, t \in \mathbb{Z}\). There exists a solution \((v_1, v_2, v_3, s) \in \mathbb{Z}^4\) to
\[
\begin{cases}
  v_1^2 + v_2^2 + v_3^2 = s^2 \neq 0 \\
  k_1 v_1 + k_2 v_2 + k_3 v_3 + ts = 0
\end{cases}
\]
if and only if \(k_1^2 + k_2^2 + k_3^2 - t^2\) is a sum of two integer squares.

Proof. Let us denote \(D = k_1^2 + k_2^2 + k_3^2 - t^2\). Similarly to the previous proof, we may use a parametrization of Pythagorean quadruples. Suppose \((v_1, v_2, v_3, s)\) is a solution consisting of non-negative numbers with \(\gcd(v_1, v_2, v_3, s) = 1\).
There is a factor \( p \) of \( v_1^2 + v_2^2 \) so that

\[
v_3 = \frac{1}{2p}(v_1^2 + v_2^2 - p^2) \quad \text{and} \quad s = \frac{1}{2p}(v_1^2 + v_2^2 + p^2).
\]

(43)

To see this, simply take \( p = s - v_3 \).

Let \( \alpha = \frac{v_1}{p} \) and \( \beta = \frac{v_2}{p} \). The condition \( k_1v_1 + k_2v_2 + k_3v_3 + ts = 0 \) then becomes

\[
2k_1\alpha + 2k_2\beta + k_3(\alpha^2 + \beta^2 - 1) + t(\alpha^2 + \beta^2 + 1) = 0.
\]

(44)

We consider separately the cases \( k_3 + t = 0 \) and \( k_3 + t \neq 0 \).

If \( k_3 + t \neq 0 \), we denote \( x = (k_3 + t)\alpha + k_1 \) and \( y = (k_3 + t)\beta + k_2 \). Our equation becomes simply \( x^2 + y^2 = D \). Let \( c \in \mathbb{N} \) be such that \( cx, cy \in \mathbb{Z} \). Now \((cx)^2 + (cy)^2 = c^2D\).

A positive integer is a sum of two integer squares if and only if every prime factor which is 3 modulo 4 appears an even number of times. Since \( c^2 \) contains each prime an even number of times, it follows that \( x^2 + y^2 = D \) has rational solutions \((x, y)\) if and only if it has integer solutions \((x, y)\).

The argument can be reversed. The special case \( k_3 + t = 0 \) is simple, so let us ignore it. If \( D \) is a sum of two squares, we find integers \( x \) and \( y \) so that \( x^2 + y^2 = D \). From these integers we calculate the rationals \( \alpha \) and \( \beta \). Assuming \( p = 1 \), we find a rational solution \((v_1, v_2, v_3, s)\) to our original pair of equations. Scaling this by a suitable integer gives an integer solution. \(\square\)

We have shown that for \( n \in \{1, 2, 3\} \) the there exists a solution \((v, s) \in \mathbb{Z}^n \times \mathbb{Z}\) to

\[
(46)
\begin{align*}
|v|^2 &= s^2 \neq 0 \\
k \cdot v + ts &= 0
\end{align*}
\]

if and only if \(|k|^2 - t^2\) is a sum of \( n - 1 \) squares of integers. We do not know whether or not this is true for \( n \geq 4 \).

We do not pursue the study of Diophantine equations further here, but we mention two related theorems. By a theorem of Legendre a natural number can be expressed as the sum of three integer squares if and only if it is not of the form \( 4^x(8y+7) \) for \( x, y \in \mathbb{N} \). By a theorem of Lagrange every natural number is expressible as the sum of four integer squares. This suggests but does not prove a simple characterization of the kernel for \( n_1 \geq 4 \) when \( n_2 = 1 \).
Appendix A. Bundles and differential operators

We give an overview of the various bundles, differential operators, and vector fields used throughout this paper, especially section 2. We start with Riemannian manifolds in section A.1 and then proceed to pseudo-Riemannian ones in section A.2.

A.1. Riemannian manifolds. Let $M$ be a compact, smooth Riemannian manifold of dimension $n$, and denote its unit sphere bundle by $SM$. The geodesic vector field $X$ is the generator of the geodesic flow on $SM$, and it acts as a differential operator $C^\infty(SM) \to C^\infty(SM)$.

For $\theta = (x, v) \in SM$, denote by $N_\theta$ the hyperplane of $T_xM$ orthogonal to $v$. Let $N$ denote the fiber over $SM$ whose fiber at $\theta$ is $N_\theta$. This is a subbundle of $TSM$ under the following identifications.

Vectors in $TTM$ can be canonically split in horizontal and vertical components. Give any $\theta = (x, v) \in TM$, the horizontal and vertical fibers $H(\theta)$ and $V(\theta)$ of $T_\theta TM$ can both be identified with $T_xM$. Declaring these identifications isometric and requiring that horizontal and vertical vectors are orthogonal to each other produces the Sasaki metric on $TM$.

A similar splitting is naturally induced on $TSM$. The gradient of a function $u \in C^\infty(SM)$ can be decomposed into geodesic, horizontal, and vertical components as

$$(47) \quad \nabla_{SM} u = ((Xu)X, h\nabla u, v\nabla u).$$

The horizontal and vertical gradients $h\nabla u$ and $v\nabla u$ are originally vector fields on $SM$. Via the identification made above they can both be considered sections of the bundle $N$.

The horizontal divergence $h\text{div}$ is the formal adjoint of $-h\nabla$ with respect to the measure on $SM$ induced by the Sasaki metric. The vertical divergence $v\text{div}$ is defined similarly as an adjoint of $-v\nabla$. Both divergences map sections of $N$ to smooth functions on $SM$.

The geodesic vector field $X$ acts also on sections of $N$ by covariant differentiation along the geodesic flow. The actions of the geodesic vector field on scalars on $SM$ and sections of $N$ both obey $X^* = -X$.

The curvature operator $R$ maps sections of $N$ to sections of $N$.

Let $x$ be some local coordinates on $M$ and $(x, y)$ the associated coordinates on $TM$. We define the vector fields $\delta_{x} = \partial_x - \Gamma^j_{ik} y^j \partial_y$ on $TM$. These vectors $\delta_{x}$ span the horizontal fiber $H(x, y)$ and the vectors $\partial_y$ span $V(x, y)$. These vector fields act on $TM$, and we can turn them into vector fields on $SM$ as follows.
Let $p: TM \setminus 0 \to SM$ be the radial projection $p(x, y) = (x, y/|y|)$. The local vector fields $\delta_i$ and $\partial_i$ on $SM$ are defined so that
\begin{align*}
\delta_i &= \delta_{x^i}(u \circ p)|_{SM} \quad \text{and} \\
\partial_i &= \partial_{y^i}(u \circ p)|_{SM}
\end{align*}
for any $u \in C^\infty(SM)$. The geodesic vector field and the two gradients of the decomposition (47) are then
\begin{align*}
Xu &= y^i \delta_i u, \\
h\nabla u &= (\delta^i - y^i y^j \delta_j) \partial_{x^i}, \\
v\nabla u &= (\partial^i u) \partial_{y^i}.
\end{align*}
For details on the coordinate representations of these operators, we refer to [17, Appendix A]. The commutator formulas listed in section 2.2 were also proved there.

A.2. Pseudo-Riemannian product manifolds. As was argued in the proof of theorem 1, the conformal factor is irrelevant for the ray transform problem studied here. Therefore we restrict our attention to pseudo-Riemannian products of Riemannian manifolds with no conformal factor.

Let $M_1$ and $M_2$ be two Riemannian manifolds and $M = M_1 \times M_2$ their product manifold. We add subindices to all Riemannian operators introduced in section A.1 to indicate which manifold they act on. We equip it with the pseudo-Riemannian product metric $g_1 \otimes g_2$, but this choice is irrelevant for the present discussion of operators and bundles. The light cone bundle $LM = SM_1 \times SM_2$ comes with two natural projections, $\pi_i: LM \to SM_i$, $i = 1, 2$.

Let $u$ be a smooth function on $LM$. Keeping $(x_2, v_2) \in SM_2$ fixed, one can regard it as a function on $SM_1$ and apply the Riemannian operators $X_1$, $h\nabla_1$, and $v\nabla_1$ introduced in section A.1. Now $X_1u$ is simply turns a scalar function on $LM$. If the point on $SM_2$ is fixed, the gradients $h\nabla_1 u$ and $v\nabla_1 u$ are sections of the bundle $N_1$. It is therefore natural to consider the two gradients to be sections of the pullback bundle $\pi_1^*N_1$. We extend similarly operators from $SM_2$ to $LM$.

Given any point in $LM$, the gradients $h\nabla_1 u$ and $v\nabla_1 u$ are in the same space via the identifications we use freely. However, the gradients $h\nabla_2 u$ and $v\nabla_2 u$ are not in the same space with them.

The product structure ensures that operators on $SM_1$ commute with those acting on $SM_2$. The coordinate representations of these operators are readily found using coordinates on the two base manifolds $M_1$ and $M_2$ to give coordinates on $M$, and applying the Riemannian coordinate descriptions mentioned at the end of section A.1.
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