ANOVA-MOP: ANOVA DECOMPOSITION FOR MULTIOBJECTIVE OPTIMIZATION
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Abstract. Real-world optimization problems may involve a number of computationally expensive functions with a large number of input variables. Metamodel-based optimization methods can reduce the computational costs of evaluating expensive functions, but this does not reduce the dimension of the search domain nor mitigate the curse of dimensionality effects. The dimension of the search domain can be reduced by functional ANOVA decomposition involving Sobol’ sensitivity indices. This approach allows ranking decision variables according to their impact on the objective function values. On the basis of the sparsity of effects principle, typically only a small number of decision variables significantly affects an objective function. Therefore, neglecting the variables with the smallest impact should lead to an acceptably accurate and simpler metamodel for the original problem. This appealing strategy has been applied only to single-objective optimization problems so far. Given a high-dimensional optimization problem with multiple objectives, a method called ANOVA-MOP is proposed for defining a number of independent low-dimensional subproblems with a smaller number of objectives. The method allows to define approximated solutions for the original problem by suitably combining the solutions of the subproblems. The quality of the approximated solutions and both practical and theoretical aspects related to decision making are discussed.
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1. Introduction. Multiobjective optimization problems (MOPs) arise in many application domains such as engineering and finance. Their characteristic is the coexistence of a number of typically conflicting objective functions. Real-world MOPs may contain black-box functions requiring computationally expensive and/or time-consuming experiments and/or simulations [55]. Because of the conflict among the objectives, MOPs do not usually have a unique optimal solution but several so-called Pareto optimal solutions. Mathematically, such solutions are incomparable and involve different trade-offs among the objectives. Typically, it is the task of a decision maker (DM) to identify a preferred solution to be implemented.

As discussed, e.g., in [38, 39, 40], multiobjective optimization methods are classified into interactive and non–interactive methods, and also according to the role of the DM. In non–interactive methods, the preference information of the DM either is not available or it is given only before or after the solution process. E.g., in a posteriori methods, a representative set of Pareto optimal solutions is generated to be analyzed by the DM. On the other hand, in interactive methods, the DM is asked to specify her/his preference information iteratively during the solution process: (s)he can examine the solutions generated on the basis of her/his preferences and can
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revise them according to the updated understanding. The interaction with the DM is continued until (s)he finds the most preferred solution. An example of preference information is a reference point involving aspiration levels representing desirable values for objective functions and it is employed, e.g., in the reference point method [64].

When a problem has black box objective functions, their behavior is unknown, excluding basic regularity hypotheses. In such cases, heuristic methods may lead to satisfactory solutions, but cannot guarantee convergence in a global and local sense. Indeed, if the dimension of the decision space is high, a satisfactory exploration can only be obtained with an exponentially large number of function evaluations. This can be computationally costly even if function evaluations are computationally inexpensive and becomes virtually impossible if function evaluations involve complex simulations, as e.g., in fluid dynamics. Therefore, large regions of the feasible set may remain unexplored and important parts of the set of Pareto optimal solutions may remain undetected even after thousands of function evaluations. This phenomenon is known as the curse of dimensionality [66].

An example of a real-world MOP involving many decision variables and objective functions is the design and optimization of a car restraint system [69]. Assessing the safety of a car requires several tests estimating different types of injuries suffered by the occupants or by pedestrians in case of an accident. Actually, the New Car Assessment Programme (NCAP) tests have tens of injury indicators. The aim of the designers is to have as low injury indicators as possible, or at least go under a predefined threshold. Once the design process has reached a configuration close enough to the set of Pareto optimal solutions, improving an objective function value may impair some other objective function values. Therefore, bringing all the objective functions simultaneously under desired thresholds may be an overwhelming task. Once an accurate virtual model of a car, occupants and driving situations has been prepared involving aerodynamics, mechanics and biomechanics, it is virtually impossible to get some useful insight in the problem because of the many interdependencies. Thus, making a reliable prediction on the model behavior under decision variable changes requires decision support.

The paradigmatic problem described above suggests a possible strategy for tackling the dimensionality issues. Indeed, the restraint system is built by combining subunits that were originally designed to act separately on specific regions of the car, i.e., to mitigate the severity of different injuries possibly occurring in an accident. When these modules are put together, they can interact and produce some extra side effects on each other. Nevertheless, the side effects are likely to be of secondary importance, therefore it seems possible to disassemble a high-dimensional problem with many objectives by grouping together subunits related to similar tasks without losing effects of primal importance. This decomposition leads to a collection of smaller and almost independent subproblems that are tractable with computationally effective optimization methods, as the domains of the subproblems are easier to be explored. Furthermore, it should be easier to get insight on the behavior of objective functions as decision variables are varied in their ranges.

In this paper, we propose a method called \textsc{anova-mop} for defining essentially independent low-dimensional multiobjective subproblems starting from a multiobjective optimization problem with many decision variables and objective functions. The method is suitable for computationally expensive problems, and can be applied either as a non–interactive or an interactive method. In the latter case, when solving computationally expensive MOPs, the DM does not need to wait for a long time to
see solutions corresponding to her/his preferences. Indeed, at each iteration with a DM, (s)he provides his/her preferences in the form of a reference point for a small number of objective functions rather all of them at the same time. After solving the subproblems (with appropriate optimization algorithms), we describe how to re-assemble the solutions to build an approximated solution for the original high-dimensional problem. Finally, we discuss the trade-off between the dimensionality reduction and the accuracy of the approximation.

2. Background.

2.1. Multiobjective optimization. Without loss of generality we consider a real vector-valued function \( f \) defined on a \( d \)-dimensional unit hypercube:

\[
f : S = [0,1]^d \rightarrow \mathbb{R}^k, \quad x = (x_1,...,x_d)^\top \mapsto (f^1(x),...,f^k(x))^\top,
\]

and denote by

\[
\text{minimize } \{f^1(x),...,f^k(x)\}, \quad x \in S
\]

the associated multiobjective optimization problem (MOP) with \( k \) objective functions. The set \( S \) is called a feasible set in the decision space and \( x_1,...,x_d \) are called decision variables or inputs. The space \( \mathbb{R}^k \) is called an objective space and the scalar-valued components \( f^1,\ldots,f^k \) of \( f \) are called objective functions or outputs.

We say that the point \( x \in S \) (correspondingly \( f(x) \)) dominates \( y \in S \) \( f(y) \) if for all \( \ell = 1,\ldots,k \), \( f^\ell(x) \leq f^\ell(y) \) and for some \( 1 \leq h \leq k \), \( f^h(x) < f^h(y) \). Furthermore, a point \( \bar{x} \in S \) is called a Pareto optimum for problem (1), if there does not exist another point \( x \in S \) which dominates \( \bar{x} \). If \( k > 1 \), usually there are many Pareto optima forming a Pareto optimal set in the decision space, denoted by \( P \subseteq S \). The image of \( P \) is a Pareto frontier denoted by \( F = f(P) \subseteq \mathbb{R}^k \).

2.2. Multiobjective decomposition. One way to deal with high-dimensional MOPs is decomposition, i.e., partitioning decision variables and objective functions to form a finite number of lower-dimensional subproblems. For computationally inexpensive MOPs, decomposition has been studied e.g., in [2, 8, 10, 12, 15, 26, 27, 35, 46, 61, 71]. In [14], comprehensive theoretical results related to multiobjective decomposition are provided. Decision making in the context of computationally inexpensive multiobjective decomposition has been studied in [13].

In engineering design, to solve high-dimensional computationally expensive MOPs, multiobjective optimization methods may integrate decomposition approaches such as concurrent subspace optimization [52], collaborative optimization [5], integrated system synthesis [53] and analytical target cascading [24]. For example, the integration of the weighted sum method within the collaborative optimization approach and the linear physical programming and the collaborative optimization approach have been studied in [59] and [36], respectively. The integration of multiobjective optimization methods and the concurrent subspace optimization approach has been considered e.g., in [18, 19, 20]. As mentioned in [68], the final output of these methods based on the concurrent subspace optimization approach is only one solution. To generate a set of solutions, the methods should be rerun with different initial starting points. For more details see e.g., [27, 29, 28, 30, 43, 51, 56, 58, 60, 67, 71, 70]. These methods do not study the theoretical connections between the solutions of subproblems and the original problem.
A common assumption among the above mentioned methods (for both computationally inexpensive and expensive MOPs) is that a given problem has already been decomposed and information of the connections among the subproblems is available. When dealing with computationally expensive functions, the mathematical closed forms of objective functions are typically not available \([50, 55]\). This means that for a given input, one should conduct time-consuming experiments and/or simulations to get output. Therefore, obtaining information (without proper techniques and strategies) which results in decomposing the original problem can be very demanding and time-consuming or impossible. As mentioned earlier, in this paper, we introduce a method to obtain information to decompose high-dimensional, computationally expensive MOPs and form lower-dimensional simpler subproblems.

2.3. Metamodeling and curse of dimensionality. An important element in the ANOVA-MOP method is the use of metamodels for the objective functions. Metamodels are approximating functions defined by using, e.g., polynomial splines, Gaussian processes, neural networks, Fourier expansions and many other methods. They are also known as response surfaces \([4, 66]\) when used for approximating physical experiments and as surrogate models or predictors \([48]\) when applied to computer simulations. Typically, they are used for relieving the computational cost of complex simulations and the resources (or time) costs of physical experiments. (For more details, see, e.g., \([1, 16, 17, 65, 72]\) and \([55]\) for a survey.)

Although metamodels can reduce the cost of function evaluations, the intrinsic complexity in high-dimensional decision and objective spaces is not affected, i.e., the curse of dimensionality is not tamed. Indeed, guaranteeing global convergence towards optima is exponentially complex with respect to the dimension of the decision space, even for single objective optimization (see, e.g., \([32, 49]\)). When we say that the complexity of a problem grows exponentially with the number of decision variables, we mean that the exploration of a \(d\)-dimensional hypercube by means of a full factorial design with \(m\) levels (i.e., discretizing each variable range to \(m\) equally-spaced sections) in each variable requires \(m^d\) points \([3]\).

Furthermore, the exploration and representation of the Pareto frontier also suffers from the high dimension of the objective space. The Pareto frontier is usually a \((k - 1)\)-dimensional object \([31]\). Even if it is approximated with a satisfactory accuracy, it is impossible to visualize it in the Euclidean space \(\mathbb{R}^k\) when \(k > 4\).

2.4. Sparsity of effects, reducibility and decomposability. If possible, the dimensions of the problem could be decreased by reducing the number of variables and objectives. We assume that the problem designers have not introduced spurious objectives that increase the problem complexity without bringing essential information. As objectives are usually in conflict with each other, especially close to the Pareto optimal points, we assume that there are no redundant objective functions.

As far as decision variables are concerned, the situation is different. Indeed, along with the curse of dimensionality, there is a complementary phenomenon known as the sparsity of effects principle \([3], [66, p.173]\). It states that in typical cases, i.e., for commonly encountered real-world functions, there are only a limited number of decision variables that are responsible for the largest part of a function variation. Roughly we can say that 80% of the variance of a function is due to 20% of the decision variables. This 80 – 20 empirical rule, popular for a wide range of phenomena, is also known as the Pareto principle \([44]\). In this paper, we assume this principle holds, i.e., that a large fraction of the decision variables of each objective function can be neglected without losing essential information. From now on, we adopt this
If we can neglect 80% of the decision variables in each objective function, we have a large probability that many variables can be neglected in all the objectives at the same time. This leads to the definition of an approximated MOP with the same number of objectives but with a smaller number of decision variables. We call such problems reducible.

On the other hand, e.g., in the example of the car restraint system, a variable that is not important for one objective can be very important for another objective. So if every variable is important for at least one objective function there are no negligible variables in the whole problem. This hinders the possibility of reducing the number of variables overall, but enables grouping objectives that depend strongly on the same variables. In that case, essentially independent blocks of objectives and variables can appear, transforming the original high-dimensional problem to a collection of lower-dimensional subproblems. We call such problems decomposable.

In the literature, the possibility of exploiting decomposition in multiobjective optimization has been explored for at least thirty years (see, e.g., [2, 15, 26, 27, 71]). Comprehensive mathematical results and a literature review are provided in [13, 14]. Usually, a decomposition is given a priori along with the problem definition. However, this is not usually possible when objective functions are based on physical experiments or complex computer simulations. In the next section, by means of ANOVA, we propose a method to detect the possible decomposable or reducible structure in black box functions. We start by giving some definitions.

**Definition 1.** Let the incidence matrix \( M = [m_{\ell i}] \), with \( 1 \leq \ell \leq k \) and \( 1 \leq i \leq d \), be defined as:

- \( m_{\ell i} = 1 \), if function \( f_{\ell} \) does depend on variable \( x_i \);
- \( m_{\ell i} = 0 \), if function \( f_{\ell} \) does NOT depend on variable \( x_i \).

If \( m_{\ell i} = 0 \), the variable \( x_i \) is called inactive for the objective \( f_{\ell} \). Otherwise, it is active.

**Definition 2.** If there exists at least one index \( i \), \( 1 \leq i \leq d \) such that \( m_{\ell i} = 0 \) for all \( \ell \in \{1, \ldots, k\} \), problem (1) is said to be reducible.

Figure 1(a) depicts the incidence matrix \( M \) for a MOP with \( k = 8 \) and \( d = 8 \), where the rows correspond to objective functions and the columns to decision variables. The black and white squares represent matrix entries with values 1 and 0, respectively. We first define composition and then the decomposability of problems.
Definition 3. Let \( f^{(1)} : [0,1]^{d_1} \to \mathbb{R}^{k_1} \) and \( f^{(2)} : [0,1]^{d_2} \to \mathbb{R}^{k_2} \). The function

\[
(f^{(1)} \otimes f^{(2)})(x_1, \ldots, x_{d_1+d_2}) := \left( f^{(1)}_1(x_1, \ldots, x_{d_1}), \ldots, f^{(1)}_{k_1}(x_1, \ldots, x_{d_1}), f^{(2)}_1(x_{d_1+1}, \ldots, x_{d_1+d_2}), \ldots, f^{(2)}_{k_2}(x_{d_1+1}, \ldots, x_{d_1+d_2}) \right)^	op
\]

is called the composition of \( f^{(1)} \) and \( f^{(2)} \).

Definition 4. Problem (1) is decomposable if, after a reordering of variables and objectives, there exist two subproblems with \( f^{(1)} \) and \( f^{(2)} \) such that \( f = f^{(1)} \otimes f^{(2)} \).

The following proposition is straightforward.

Proposition 5. A problem is decomposable if and only if

1. there exist two subsets of indices \( D_1, D_2 \subseteq \{1, \ldots, d\} \) and \( O_1, O_2 \subseteq \{1, \ldots, k\} \) such that \( D_1 \cup D_2 = \{1, \ldots, d\} \) and \( D_1 \cap D_2 = \emptyset \) and \( O_1 \cup O_2 = \{1, \ldots, k\} \) and \( O_1 \cap O_2 = \emptyset \).
2. \( m_1^\ell \neq 0 \) if and only if \((\ell, i) \in O_1 \times D_1 \) or \((\ell, i) \in O_2 \times D_2 \).

Remark 6. \( M \) is reducible if it has a full column of zeroes and it is decomposable if rows and columns can be reordered such that the matrix becomes block-diagonal. To be decomposable the number of blocks must be at least two. To each block corresponds a subproblem of the original MOP, with a smaller number of variables and objectives. As shown in Figure 1(b), e.g., the first subproblem contains the objective functions \( f^1, f^k \) and \( f^7 \) and involves the decision variables \( x_3, x_6 \) and \( x_8 \). To find the blocks of the decomposition we consider the matrix \( M \) as the incidence matrix of a directed bipartite graph with two lists of \( d \) and \( k \) nodes, where there exists a connection from the node \( i \) of the first list to the node \( \ell \) of the second list if \( m_1^\ell \neq 0 \). The matrix has two or more blocks if the graph has two or more connected components. The connected components of the graph are found by a breadth-first search.

Proposition 7. To be decomposable, problem (1) must have at least \( k + d - 2 \) entries with value 0 in \( M \).

Let us assume that we have a decomposable MOP as in Definition 4 and let \( d_{1,2} = \text{card}(D_{1,2}) \) and \( k_{1,2} = \text{card}(O_{1,2}) \). After reordering the variables we can assume that \( D_1 = \{1, \ldots, d_1\} \) and \( D_2 = \{d_1+1, \ldots, d\} \) and \( O_1 = \{1, \ldots, k_1\} \) and \( O_2 = \{k_1+1, \ldots, k\} \). We denote \( y = (x_1, \ldots, x_{k_1}) \) and \( z = (x_{k_1+1}, \ldots, x_k) \), such that \( x = (y, z) \in [0,1]^{d} \). Let \( \pi_{1,2} : \mathbb{R}^k \to \mathbb{R}^{k_{1,2}} \) be canonical projections, i.e., \( \pi_1(f^1, \ldots, f^k) = (f^1, \ldots, f^{k_1}) \) and \( \pi_2(f^1, \ldots, f^k) = (f^{k_1+1}, \ldots, f^k) \). We can then denote subproblems with \( f^{(1)} \) and \( f^{(2)} \) as follows:

\[
\begin{align*}
    f^{(1)} : [0,1]^{d_1} &\to \mathbb{R}^{k_1}, & y &\mapsto \pi_1(f(y, z)), \\
    f^{(2)} : [0,1]^{d_2} &\to \mathbb{R}^{k_2}, & z &\mapsto \pi_2(f(y, z)),
\end{align*}
\]

where \( y \in [0,1]^{d_1} \) and \( z \in [0,1]^{d_2} \) are vectors, \( f^1, \ldots, f^{k_1} \) being independent of \( z \) and \( f^{k_1+1}, \ldots, f^k \) independent of \( y \).

There is a straightforward relation between the Pareto optimal sets and frontiers of the original MOP and those of the subproblems with \( f^{(1)} \) and \( f^{(2)} \). The following result has been partially presented in [14].

Theorem 8. Let us denote the sets of Pareto optima in the decision and objective spaces of the first and the second subproblems by \( P_{1,2} \) and \( F_{1,2} \), respectively. Then, \( P = P_1 \times P_2 \subseteq [0,1]^{d_1+d_2} = [0,1]^d \) and \( F = F_1 \times F_2 \subseteq \mathbb{R}^{k_1+k_2} = \mathbb{R}^k \), where the product stands for the Cartesian product.
Proof. Let us assume that \( \mathbf{x} = (y, z) \in P_1 \times P_2 \) is not a Pareto optimum for \( f \). Then \( \mathbf{x} \) must be dominated by a different point \( \mathbf{x} \in P \), i.e., \( f^\ell(\mathbf{x}) \leq f^\ell(\mathbf{x}) \) for all \( \ell \), \( 1 \leq \ell \leq k \), and there exists \( h \) such that \( f^h(\mathbf{x}) < f^h(\mathbf{x}) \). The index \( h \) must be either in \( D_1 \) or in \( D_2 \). Without loss of generality we assume that \( h \in D_1 \). Then \( y \notin P_1 \), which contradicts with the assumption. So, we must have \( P_1 \times P_2 \subseteq P \). Similarly, we assume that \( \mathbf{x} \in P \) but not \( \mathbf{x} = (y, z) \in P_1 \times P_2 \). Then, without loss of generality, we say that \( y \notin P_1 \). Therefore, there exists \( \mathbf{y} \in [0, 1]^d \) dominating \( y \), i.e., for some \( 1 \leq h \leq k \), we have \( f^h(\mathbf{y}) < f^h(y) \), and \( f^\ell(\mathbf{y}) \leq f^\ell(y) \) for all the remaining \( \ell \in D_1 \). Thus \( (\mathbf{y}, z) \) dominates \((y, z) = \mathbf{x} \) for \( f \), therefore, \( \mathbf{x} \) is not a Pareto optimum for \( f \), which is a contradiction.

2.5. Sensitivity analysis with functional ANalysis Of VAriance. So far, we have assumed that information about active and inactive variables is known a priori. However, no complete knowledge of the functional behavior of the objectives is usually available, unless they are given in an explicit closed form. On the contrary, we often have to deal with black box functions. Therefore, we need a systematic method for determining how sensitive an objective function is to variables.

Detecting which variables are important and which are not, is called global sensitivity analysis, and one of the most widely used methods is the functional ANOVA decomposition [47], where ANOVA stands for Analysis Of Variance.

Let us consider a single objective function in (1), \( f^\ell (1 \leq \ell \leq k) \) and denote it by \( g : [0, 1]^d \to \mathbb{R}, g(\mathbf{x}) = g(x_1, \ldots, x_d) := f^\ell(x_1, \ldots, x_d) \). As suggested by Sobol’ and Welch\(^1\) we adopt sensitivity indices, main effects and interactions to assess the sensitivity of an objective function to individual variables or to combinations of variables. This analysis is built upon an ANOVA-type decomposition of \( g \). It is a statistically based, hierarchically ordered, finite expansion of \( g \). It is analogous to Taylor and Fourier expansions in the sense that the first terms of the expansion should be simple in form and offer a reasonable approximation of the original function under suitable conditions. Given that the terms in the expansion are computed by averaging, the considered form of the feasible set \( D = [0, 1]^d \) simplifies definitions and computations, without being restrictive.

We assume that \( g \) is square integrable and denote the overall mean of \( g(\mathbf{x}) \) by \( g_0 := \int_{[0, 1]^d} g(\mathbf{x}) d\mathbf{x} = \int_{[0, 1]^d} g(x_1, \ldots, x_d) dx_1 \ldots dx_d \). Sobol’ shows that there exists a unique decomposition

\[
(3) \quad g(x_1, \ldots, x_d) = g_0 + g_1(x_1) + \cdots + g_d(x_d) + \\
\quad + g_{1,2}(x_1, x_2) + \cdots + g_{d-1,d}(x_{d-1}, x_d) + \\
\quad \cdots + \left( \sum_{1 \leq i_1 < i_2 < \cdots < i_s \leq d} g_{i_1,\ldots,i_s}(x_{i_1}, \ldots, x_{i_s}) + \cdots + g_{1,\ldots,d}(x_1, \ldots, x_d) \right)
\]

where the component functions \( g_{i_1,\ldots,i_s} \) have a zero mean, i.e.,

\[
(4) \quad \int_0^1 g_{i_1,\ldots,i_s}(x_{i_1}, \ldots, x_{i_s}) dx_i = 0, \quad \text{for any } i = i_1, \ldots, i_s.
\]

\(^1\)See [47] for a summary. For the exposition of this topic we follow [48]. See also [11, 54, 57]
and the components are $L^2$-orthogonal, i.e., if $(i_1, \ldots, i_s) \neq (j_1, \ldots, j_t)$, then

\begin{equation}
\int_{[0,1]^d} g_{i_1,\ldots,i_s}(x_1,\ldots,x_i) g_{j_1,\ldots,j_t}(x_{j_1},\ldots,x_{j_t}) \, dx_1 \ldots dx_d = 0.
\end{equation}

The components $g_{i_1,\ldots,i_s}$ are defined iteratively, starting from the main effects:

\begin{equation}
g_i(x_i) := \int_0^1 \ldots \int_0^1 g(x_1,\ldots,x_d) \, dx_{-i} - g_0,
\end{equation}

and proceeding with the interaction effects of variables $x_i$ and $x_j$:

\begin{equation}
g_{i,j}(x_i,x_j) := \int_0^1 \ldots \int_0^1 g(x_1,\ldots,x_d) \, dx_{-i,j} - g_0 - g_i(x_i) - g_j(x_j),
\end{equation}

where $dx_{-i}$ denotes integration over all variables except $x_i$ and $dx_{-i,j}$ denotes integration over all variables except $x_i$ and $x_j$. The main effect of $x_i$ represents the mean behavior of the function $g$ when $x_i$ is varied and all the other variables are averaged. Interactions as $g_{i,j}$, on the other hand, represent what happens to $g$ when $x_i$ and $x_j$ are varied accordingly or conversely, and the other variables are averaged. The plots of main effects and interactions are usually very informative, at least in a qualitative sense.

We obtain quantitative indicators of sensitivity by computing variance based indices from the expansion (3). Total variance $V$ and partial variances $V_{i_1,\ldots,i_s}$ are defined as

\begin{equation}
V := Var(g) = \int_{[0,1]^d} g^2(x) \, dx - g_0^2, \quad V_{i_1,\ldots,i_s} := \int_{[0,1]^d} g_{i_1,\ldots,i_s}^2(x_1,\ldots,x_i) \, dx_{i_1} \ldots dx_{i_s}.
\end{equation}

By squaring and integrating both sides of (3), because of orthogonality (5), we obtain

\[ V = \sum_{i=1}^d V_i + \sum_{1 \leq i < j \leq d} V_{i,j} + \cdots + V_{i_1,\ldots,i_d}, \]

and can define sensitivity indices of the $s^{th}$ order of $g$ to the variables $x_{i_1},\ldots,x_{i_s}$, as

\begin{equation}
S_{i_1,\ldots,i_s} := \frac{V_{i_1,\ldots,i_s}}{V} \quad \left( S_i := \frac{V_i}{V}, \text{ sensitivity index of the first order} \right).
\end{equation}

We define the total sensitivity to $x_i$ as the sum of all sensitivity indices involving it as

\[ T_i = S_i + \sum_{j \neq i} S_{i,j} + \cdots + S_{1,2,\ldots,d}. \]

Example 9. To illustrate the ANOVA method, let us consider the function $f(x_1, x_2) := \frac{x_1^3}{2} - \frac{x_2^3}{2} + \sin \left( \frac{3x_1}{2} \right) + \frac{1}{3}(x_2 - 5)^2 \sin \left( \frac{x_1}{50} - 4x_2 \right)$. As the function is in a closed form, it is possible to explicitly compute the main effects and interactions. We have $f_0 \equiv -0.91$, and $f_1(x_1)$ and $f_2(x_2)$ are plotted in Figure 2(b) and (c). It seems that the ANOVA expansion truncated at the first order, i.e., $f_0 + f_1(x_1) + f_2(x_2)$ is a very good approximation. The remainder $f_{1,2}(x,y) = f(x,y) - (f_0 + f_1(x_1) + f_2(x_2))$ is plotted in (d). The total variance, the partial variances, the sensitivity indices and the total sensitivity indices are reported in Table 1.

It is clear that when $T_i = 0$, $x_i$ does not affect $g$ and the corresponding entry $m_i^f$ in the incidence matrix is 0. Otherwise, we set $m_i^f = 1$. So, we have described a

\footnote{In this subsection, $g^2$ means $g$ to the power 2. Note that we do not have to subtract the squared mean of $g_{i_1,\ldots,i_s}$ because the mean is zero (4).}
Table 1: Variances and indices of Example 9.

<table>
<thead>
<tr>
<th></th>
<th>$V$ and $V_i$</th>
<th>$S_i$</th>
<th>$T_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(x_1,x_2)$</td>
<td>3.57615</td>
<td>1.</td>
<td></td>
</tr>
<tr>
<td>$f_1(x_1)$</td>
<td>2.95382</td>
<td>0.825977</td>
<td>0.826211</td>
</tr>
<tr>
<td>$f_2(x_2)$</td>
<td>0.621495</td>
<td>0.173789</td>
<td>0.174023</td>
</tr>
<tr>
<td>$f_{1,2}(x_1,x_2)$</td>
<td>0.00083535</td>
<td>0.000233589</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Illustration of Example 9. (a) Plot of the function $f$. (b-c) Plots of the main effects $f_1(x_1)$ and $f_2(x_2)$ (dark line – red in the online version) and values obtained as the other variable is varied. (d) Plot of the interaction of the second order $f_{1,2}(x,y)$, equal to $f(x_1,x_2) - (f_0 + f_1(x_1) + f_2(x_2))$ (color available online).

The integrals can be too difficult to compute exactly or the incidence matrix may not have enough zeroes to be decomposable. Nevertheless, there exist effective and affordable numerical estimates for $T_i$s and often a large part of the entries of the incidence matrix can be small (in a suitable sense). We need therefore a method for computing an incidence matrix and, thus, for deciding whether a MOP is decomposable at least if it is possible to compute exactly the integrals in (6), (7) and (8).
for dealing with MOPs which are not exactly decomposable but only approximately decomposable.

2.6. Sensitivity matrix. In general, there is no evident reason why a particular entry of the incidence matrix $M$ should be zero. Therefore, we cannot exclude a priori the possibility that $M$ could be fully non-zero.

Nevertheless, according to the already mentioned sparsity of effects principle, decision variables do not usually have the same impact on the values of the objective functions, and the Pareto principle may hold. In other words, there may be a small number of decision variables that are responsible for the largest part of the effects observed and thus, it is reasonable to neglect the remaining variables. Neglecting the variables with a limited impact on the objective functions values leads to an auxiliary approximated problem which is decomposable.

Next we review a selection of numerical methods for estimating the total sensitivity indices $T_i$ in (9). As already mentioned, computing $T_i$s is a matter of estimating integrals over the domain $S$. This can usually be approached in one of the following ways. Integrals can be estimated by the Monte Carlo method [21, 41, 54], which usually is reliable and universally applicable, although it requires large samples of function evaluations. Because this may not be affordable for computationally expensive functions, one can use Latin Hypercube Sampling which samples at specific points to allow a faster convergence of the integrals when compared to random samples [37].

Alternatively, a moderately large sample of function evaluations can be employed to construct metamodels for the objective functions. There are many methods for selecting the points to evaluate the objective functions. While most are of a space-filling type, there are methods that adapt to the function complexity (see [33, 34] for a summary). Then integrals of the metamodels can be estimated again by Monte Carlo or, if the metamodels have a suitable formulation, integrated analytically with a negligible computational cost. This is the case of the Polynomial Chaos method [57, 63] where an objective function is expanded in a series with a basis of orthogonal polynomials. This method has also been applied to robust multiobjective optimization [45]. Independently of the method chosen, the estimated total sensitivity indices $T_i$ are collected in a sensitivity matrix $SM := [T_i^\ell]; \ell \in \{1, \ldots, k\}$ and $i \in \{1, \ldots, d\}$.

3. The anova-mop method.

3.1. Approximated problem. To develop the anova-mop method, we consider the sensitivity matrix $SM$ and we fix a threshold value $\delta > 0$.

**Definition 10.** Let $\delta > 0$. The function $\tilde{f}_\delta : [0, 1]^d \to \mathbb{R}^k$:

$$\tilde{x}_i := \begin{cases} x_i & \text{if } T_i^\ell \geq \delta, \\ \frac{1}{2} & \text{if } T_i^\ell < \delta, \end{cases} \quad \tilde{f}_\delta(x_1, \ldots, x_d) := f^\ell(\tilde{x}_1, \ldots, \tilde{x}_d),$$

is referred to as the approximated function of $f$, while the corresponding MOP

$$\minimize_{x \in S} \{f_1^\ell(x), \ldots, f_k^\ell(x)\},$$

is the approximated problem (MOP) of (1).

In other words, for every objective function $f^\ell$, $1 \leq \ell \leq k$, we consider as active variables only those $x_i$ for which $T_i^\ell \geq \delta$. The remaining variables are fixed as $\frac{1}{2}$. 
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Figure 3: (a) An example of a total sensitivity matrix (SM). The bar shows the range of the total sensitivity indices. (b) A reduced incidence matrix $M_\delta$ corresponding to a threshold value $\delta = 0.25$.

The choice of setting the neglected variables to the midpoint $\frac{1}{2}$ of the range is non-restrictive and any point in the range $[0, 1]$ can be chosen in (10). In what follows, we write $\bar{f}$ instead of $\bar{f}_\delta$ if there is no ambiguity. The incidence matrix $M_\delta$ for the approximated problem is then $M_\delta := \left[ m^\ell_i \right]_{\ell,i}$ with $m^\ell_i = 1$ if $T^\ell_i \geq \delta$ and $m^\ell_i = 0$ if $T^\ell_i < \delta$.

3.2. $\delta$-reducible and $\delta$-decomposable problems. Let a MOP be given with sensitivity matrix SM. It is clear that larger threshold values $\delta$ imply approximated problems with a sparser incidence matrix $M_\delta$, because more variables are neglected in the approximated objective functions $\bar{f}^\ell$. If $M_\delta$ is sparse enough, the corresponding approximated problem is reducible or decomposable.

**Definition 11.** Let $f, \delta, \bar{f}, SM$ and $M_\delta$ be as above. We say that problem (1) is $\delta$-reducible if the incidence matrix $M_\delta$ is reducible and the problem is $\delta$-decomposable if $M_\delta$ is decomposable.

It is obvious that the threshold $\delta$ cannot be larger than a certain value

$$\omega = \min_{\ell=1,\ldots,k} \max_{j=1,\ldots,d} (T^\ell_j),$$

because with higher values some of the objective functions will have no active variables. In that case, some of the objective functions will be excluded and we do not want this to happen.

Figure 3(b) illustrates a reduced incidence matrix $M_\delta$ obtained from the sensitivity matrix SM in Figure 3(a) with $\delta = 0.25$. (For example, for $f^3$, $T^3_j$, $j = 3, 4, 6, 8$, are smaller than the threshold.) Therefore, in the corresponding approximated problem, the decision variables $x_j$, $j = 3, 4, 6, 8$, are treated as inactive for $f^3$ and fixed to $\frac{1}{2}$. Once the reduced incidence matrix $M_\delta$ is formed, the decomposability is assessed by using a decomposition method such as [6]. If $M_\delta$ has too many active entries to be decomposable, the threshold value $\delta$ is raised and $M_\delta$ is recomputed. If necessary, the value of $\delta$ is raised again until the matrix obtained is sparse enough to be decomposable allowing to define the approximated problem $\bar{f}_\delta$.

It is not needed to test infinite values of $\delta$. Indeed, it is sufficient to sort in an increasing order the values of the sensitivity indices $T^\ell_j$ for all $\ell \in \{1,\ldots,k\}$ and $j \in \{1,\ldots,d\}$ and test the values of $\delta$ from the $(n + k - 2)^{th}$ position to the largest among the values smaller than $\omega$. This is because of Proposition 7 and the reason explained above.
Thus, by raising sufficiently the value of the threshold we are likely to obtain a decomposable approximated problem, amenable to our analysis. Therefore, the question now is how much in accuracy we lose by gaining in decomposability.

3.3. $\epsilon$-approximations of Pareto optimal sets and frontiers. An important question in any optimization involving metamodels is how good the approximations of the optimal sets obtained by optimizing the approximated functions are. There is a (usually tacit) assumption that the operations of optimizing and approximating do commute, but this holds only if the functions behave well (in a suitable sense). Indeed, theoretical results of convergence can only be achieved by assuming some regularity of the functions, usually in the form of the existence of a global Lipschitz constant.

**Definition 12.** We say that $\tilde{f}$ is an $\epsilon$-approximation of $f$, if and only if $|f(x) - \tilde{f}(x)| < \epsilon$ for all $x \in [0,1]^d$.

In what follows, we assume that we have sampled the feasible set with $N$ points $\{x^n, n = 1, \ldots, N\}$, and that the maximum radius of a ball not containing sample points is $\rho := \max_{x \in \mathcal{D}, n=1,\ldots,N} |x - x_n| > 0$.

**Theorem 13.** Let $f : \mathcal{D} \to \mathbb{R}$ be globally Lipschitz with constant $L > 0$. Let $\tilde{f}$ be an interpolation with the same or a smaller Lipschitz constant, defined on the dataset $\{(x^n, f(x^n)), n = 1, \ldots, N\}$. Then $\tilde{f}$ is an $\epsilon$-approximation for $f$ with $\epsilon = 2L\rho$.

**Proof.** For every $x \in \mathcal{D}$ there exists $x_n$ such that $|x - x_n| \leq \rho$. Thus $|\tilde{f}(x) - f(x)| = |\tilde{f}(x) - f(x_n) + f(x_n) - f(x)| \leq |\tilde{f}(x) - \tilde{f}(x_n)| + |f(x) - f(x_n)| \leq L|x - x_n| + L|x - x_n| = (L + L)|x - x_n| \leq 2L\rho$, because for any interpolating method $f(x_n) = \tilde{f}(x_n)$.\footnote{One should note that not all metamodels have controllable Lipschitz constants. However, one can define such metamodels, e.g., considering a Delaunay tessellation of the domain based on the sample points, and using linear interpolations on the simplices.}

Under the given hypothesis, the Pareto optimal set of problem (1) can be approximated by the Pareto optimal set of the approximated problem. We give below more precise definitions and results.

**Definition 14.** Following [25, 62], for a tolerance $\epsilon > 0$, $x \epsilon$-dominates $y$ if and only if for all $\ell \in \{1, \ldots, k\}$, $f^\ell(x) \leq f^\ell(y) + \epsilon$, and there exists an index $\ell \in \{1, \ldots, k\}$ such that $f^\ell(x) < f^\ell(y) + \epsilon$.

**Definition 15.** Let $P \subset [0,1]^d$ be the Pareto optimal set for problem (1). For $\epsilon > 0$, the set $\overline{P} \subset [0,1]^d$ is called a Pareto optimal set approximation (or an $\epsilon$-Pareto optimal set), if and only if for all $x \in S$, there exist $\overline{x} \in \overline{P}$ such that $\overline{x} \epsilon$-dominates $x$ [42]. The image $f(\overline{P})$ of the Pareto optimal set approximation is called a Pareto frontier approximation (or an $\epsilon$-Pareto frontier) for [42].

**Theorem 16.** If $\tilde{f}$ is an $\epsilon$-approximation for $f$, then the Pareto optimal set for $\tilde{f}$ is an $\epsilon$-Pareto optimal set for (1).

**Proof.** Let $x \in P$, then $\tilde{f}(x) < f(x) + \epsilon$ because $\tilde{f}$ is an $\epsilon$-approximation of $f$. If $x$ is not a Pareto optimum for $\tilde{f}$, then there exists $\overline{x} \in \overline{P}$ such that $\overline{x}$ dominates $x$. Thus $\overline{x}$ $\epsilon$-dominates $x$ for $f$.\footnote{The converse also is true, i.e., the Pareto optimal set $P$ is an $\epsilon$-approximation of the Pareto optimal set of the approximated MOP, because the above proof works also swapping the roles of $f$ and $\tilde{f}$.}
Figure 4: (a) Pareto frontier (the thick curve — orange in the online version) and the Pareto frontier approximation (the dark dot — red online) for a bi-objective optimization problem. The light strips (green online) represent the tolerance zone of width $2\epsilon$, where the Pareto frontier should be located for the $\epsilon$-approximation to be acceptable. (b) If the functional dependence is not enough weak to be neglected, the Pareto frontier violates the tolerance zone. Pareto optimal sets are traced by singular continuation [31, 32] (color available online).

A straightforward consequence of the previous theorem and remark is that if (1) is $\delta$-decomposable and the approximation is an $\epsilon$-approximation, then $P$ has a special form of the Cartesian product of the Pareto optimal sets of the subproblems, and $P$ is $\epsilon$-dominated by the Cartesian product. In particular, the Pareto frontier $f(P)$ is contained in a set of a special form.

**Corollary 18.** If problem (1) is $\delta$-decomposable and $\bar{f}_{\delta}$ is an $\epsilon$-approximation of $f$ with $\epsilon, \delta > 0$, then the Pareto frontier of problem (1) is contained in a tolerance zone:

$$
\bigcup_{y \in P^{(1)}} \bigcup_{z \in P^{(2)}} \left\{ (u_1, u_2) : \left| u_1 - f^{(1)}_{\delta}(y) \right| < 2\epsilon, u_2 > f^{(2)}_{\delta}(z) - 2\epsilon \right\} \text{ or } \left\{ (u_2 - f^{(2)}_{\delta}(z)) < 2\epsilon, u_1 > f^{(1)}_{\delta}(y) - 2\epsilon \right\}.
$$

**Remark 19.** For bi-objective $\delta$-decomposable problems with continuous objective functions, the Pareto frontier approximation is a single solution because of the Weierstrass theorem. In non-degenerate cases, the Pareto frontier is a curve. In the assumption of Corollary 18, the tolerance zone is the union of two orthogonal half-infinite strips of width $2\epsilon$, as illustrated in Figure 4(a). In (b), the approximated problem is not $\epsilon$-accurate, and the Pareto frontier violates the tolerance zone.

### 3.4. $\delta$-Decomposability versus $\epsilon$-accuracy through Lipschitz constants.

We know that for having a sufficiently large number of zero entries in the incidence matrix $M_{\delta}$ to guarantee the $\delta$-decomposability of a problem we must use large values of $\delta$. Nevertheless, large values of $\delta$ mean that when building the decomposable problem we have to neglect variables with not so small sensitivity indices. Therefore, a $\delta$-decomposition may not be an $\epsilon$-approximation. One may ask whether there is any quantitative relation between $\delta$ and $\epsilon$? In other words, is it possible to choose $\delta$ small enough for getting an $\epsilon$-approximation?

If the sensitivity index $T_{\ell}^{\epsilon}$ is smaller than a prescribed $\delta$, this does not automatically imply that the variations of $f_{\ell}^{\epsilon}$ corresponding to the variable $x_i$ are uniformly small. As $T_{\ell}^{\epsilon}$ is obtained by averaging, it is possible that arbitrarily large differences $\left| f_{\ell}^{\epsilon}(x_{i}^{(1)}) - f_{\ell}^{\epsilon}(x_{i}^{(2)}) \right|$ occur (it suffices that such differences occur in small regions of the domain). This means that a function must oscillate quite wildly, i.e., must have
Lemma 20. Let \( g : [0,1] \to \mathbb{R} \) be Lipschitz continuous with constant \( L > 0 \). If \( \text{Var}(g) < \delta \) with \( \delta > 0 \), then \( |g(b) - g(a)| \leq \sqrt{12L}\delta \) for all \( a, b, 0 < a < b < 1 \). Equivalently, \( \overline{g}(x) := g(\frac{1}{2}) \) is an \( e \)-approximation for \( g \) with \( e = \sqrt{12L}\delta \).

Proof. In the worst case, \( g \) is monotonically increasing (or decreasing) from \( a \) to \( b \), and \( g \) is growing at the maximum speed allowed by the assumption, i.e., \( g(x) = g(a) + L(x-a) \). If so, with \( g_0 \) as the mean value of \( g \), and \( \text{Var}(g) \) the variance of \( g \), we have \( \int_a^b |g(x) - g_0|^2 \, dx \leq \text{Var}(g) < \delta \). Due to the mean value theorem, \( g_0 = \int_0^1 g(x) \, dx = g(x_0) \) for some \( x_0 \in [0,1] \). Thus, \( \int_a^b |g(x) - g_0|^2 \, dx = \int_a^b |g(x) - g(x_0)|^2 \, dx = L^2 \int_a^b (x-x_0)^2 \, dx = L^2 \left( \frac{(b-x_0)^3}{3} - \frac{(a-x_0)^3}{3} \right) \geq L^2 \frac{(b-a)^3}{12} \), because \( \frac{(b-x_0)^3}{3} - \frac{(a-x_0)^3}{3} \) has its minimum at \( x_0 = \frac{b+a}{2} \). This implies that \( |b-a| \leq \sqrt{\frac{12\delta}{L^2}} \) and \( |g(b) - g(a)| \leq L(b-a) \leq \sqrt{12L}\delta \).

It is lengthy but not difficult to prove the following.

Theorem 21. Let \( f : [0,1]^2 \to \mathbb{R} \) be Lipschitz continuous with constant \( L > 0 \) and \( \delta \)-reducible. Then \( \overline{f}_\delta \) is an \( e \)-approximation for \( f \), with \( e = \sqrt{96\delta \text{Var}(f)L^4} \).

3.5. The relation between decomposability and tolerance thresholds. Next we establish, for some low-dimensional cases, the probability for a problem to be \( \delta \)-decomposable given a value of \( \delta > 0 \). This gives a measure of the applicability of ANOVA-MOP to many real life applications. Let us consider a MOP and assume that the Pareto principle holds, i.e., globally the sensitivity indices follow a Pareto distribution. This implies that, for each objective function, 20% of the decision variables are responsible for 64% of the variance, and so on. This can be summarized by saying that a fraction \( r, 0 \leq r \leq 1 \), of the most relevant decision variables produce a fraction equal to \((\frac{1}{2})^{\frac{\log_4(r)}{2}}\) of the total variance, see Figure 5(a). As a result, we can establish a relation between the tolerance threshold \( \delta \) and the corresponding variance of the functions that we neglect when we build the approximation of problem (1).

Let us consider a bi-objective problem with \( d > 2 \) decision variables. We assume for the sake of simplicity that the objective functions are perfectly Pareto in the sense that they follow exactly the behavior described in the previous paragraph, i.e., given any \( \delta > 0 \), both objectives have \( 1 \leq \alpha \leq d \) non-negligible entries. According to the previous discussion, we assume that by passing to \( \overline{f}_\delta \), we lose \( 100 \times \left( 1 - (\frac{1}{2})^{\frac{\log_4(\frac{a}{d})}{2}} \right) \)\% of the total variance of each objective function. Let us denote by \( r = \frac{a}{d} \) the corresponding fraction of active variables.

The probability that a bi-objective problem is \( \delta \)-decomposable, when for each objective function we have kept \( a \) active variables is given by the probability that the selection of \( a \) active variables of the second objective function has an empty intersection with \( a \) active variables of the first objective function. We have \( \text{Prob} = \)
\[
\frac{(d-\alpha)}{\binom{d}{\alpha}} \equiv \left( 1 + \frac{\alpha}{d-2\alpha} \right)^{d-2\alpha+\frac{1}{2}} \left( 1 - \frac{\alpha}{d} \right)^{d+\frac{1}{2}} = \left( (1-r) \left( \frac{1-r}{1-2r} \right)^{1-2r} \right)^{\frac{1}{2}} \left( \frac{1-r^2}{1-2r} \right)^{\frac{1}{2}}, \text{ by Stirling’s formula.}
\]
Given any \( r, 0 < r < \frac{1}{2} \), this probability tends to zero as \( d \to \infty \). However, the probability remains high for a moderately large number of \( d \), see Figure 5(b). It is interesting then to compute the maximum ratio \( r = \frac{\alpha}{d} \), i.e., the maximum variance preserved in the approximation \( f_\alpha \), such that the probability of picking a decomposable MOP is higher than 50%. This computation is reported in Figure 5(c) and (d). E.g., we claim that for having a probability higher than 50% to randomly pick a decomposable bi-objective problem we have to neglect at least 80% of the variables (corresponding to 20% of the variance) for \( d = 10 \) and 88% of the variables (25% of the variance) if \( d = 25 \). (A corresponding analysis can be carried on for 3 objectives, although less immediately.)

On the other hand, the probability that a bi-objective problem is \( \delta \)-reducible is the probability there exists at least one common neglected variable for both the objectives. This probability is equal to \( \sum_{h=0}^{d-\alpha-1} \binom{\alpha}{\alpha-h} \binom{d-\alpha}{h} \binom{d}{\alpha} \), which automatically is 100% if \( \alpha < \frac{d}{2} \) and remains higher than 50% for \( \alpha \leq 91 \).

This result can be generalized to any number of objective functions. Let us denote by \( A_1 \) the event that \( x_1 \) is active in at least one of the objectives. Then \( A_1 \cap \cdots \cap A_d \) represents the fact that each variable is active in at least one objective. We want to
compute the probability of \((\bigcap_{i=1}^{d} A_i)^c\), which by the generalized De Morgan law becomes:

\[
(13) \quad \text{Prob}\left(\bigcap_{i=1}^{d} A_i^c\right) = 1 - \text{Prob}\left(\bigcup_{i=1}^{d} A_i^c\right) = 1 - \left[\binom{d}{1}\text{Prob}(A_1^c) - \binom{d}{2}\text{Prob}(A_1^c \cap A_2^c) + \binom{d}{3}\text{Prob}(A_1^c \cap A_2^c \cap A_3^c) - \cdots \pm \binom{d}{d-a}\text{Prob}(A_1^c \cap \cdots \cap A_{d-a}^c)\right].
\]

We observe that the probability that the first variable is neglected for all \(k\) objectives is given by \(\text{Prob}(A_1^c) = \left(\frac{(d-1)\cdots(d-a)}{d(d-1)\cdots(d-a+1)}\right)^k = \left(\frac{d-a}{d}\right)^k\), and by generalizing we obtain \(\text{Prob}(A_1^c \cap A_2^c) = \left(\frac{(d-2)\cdots(d-a-1)}{d(d-1)\cdots(d-a+1)}\right)^k\). Therefore, \((13)\) becomes \(1 - \text{Prob}\left(\bigcup_{i=1}^{d} A_i^c\right) = 1 - \sum_{r=1}^{d-a}(1)^{r-1}\left(\frac{d-a-h}{d-h}\right)^{r-1}\left(\frac{d-a}{d}\right)^k\). This probability is automatically 1 for \(a < \frac{d}{2}\), but remains higher than 50% for large values of \(a\), e.g., \(a = 51\) when \(k = 7\). The overall behavior is reported in Figure 6. This discussion demonstrates the applicability of anova-mop to a wide range of applications, and explains why we do not consider any special method for cases when the column of common variables among the subproblems is of non-zero size.

Nevertheless, sometimes it can happen that for achieving a desired level of decomposability we may obtain an unacceptably inaccurate approximation of the objective functions. Then, one can consider a partially decomposable problem, but a specific strategy should be devised to deal with non-zero interaction columns. If it appears that the whole range of the variables in the interaction columns contains potentially interesting values, it is nontrivial to develop an efficient method for solving accurately and effectively such a partially decomposed problem. The possible advantages and computational costs should be carefully studied, and this is an interesting subject for future research.

3.6. The anova-mop algorithm. Now that we have presented the backgrounds that the anova-mop method is based on, we formalize it in Algorithm 1. anova-mop

![Figure 6: Probability of reducibility for a MOP with 100 decision variables and m active variables for each objective functions as the number of objectives k varies from 2 to 7. The lines are in an increasing order of k from right to left (color available online).](image-url)
converts the original problem into subproblems of fewer objectives and variables and results with approximated Pareto optima and information about the approximation quality. The method is modular and contains ingredients that can be defined with a large flexibility. To be as general as possible, we present the algorithm for black box functions. Naturally, the method can also be applied when dealing with other than black box functions.

\textbf{ANOVA-MOP} needs a training dataset to construct metamodels for the black box objective functions $f^1, \ldots, f^K$. The dataset can be provided by a user or, e.g., a maximin Latin Hypercube Design [22] can be applied to get a dataset of $n$ points. Alternatively, one can use a method that builds the metamodels and generates the dataset simultaneously as mentioned below.

1. Build a metamodel (e.g., Gaussian processes, radial basis functions, neural networks or splines) for each individual black box objective function followed by estimating the total sensitivity indices. In our implementation, we have adopted the Bayesian Polynomial Chaos method (BPC) [57], but ANOVA-MOP is not limited to it.

BPC generates incrementally a training dataset and builds a metamodel iteratively to meet some goodness-of-fit criteria mentioned in [57]. In BPC, it is possible to choose a maximal interaction in the ANOVA decomposition, e.g., one can compute the full expansion or limit the analysis to the main effects. We opt for the complete expansion and use polynomials with a degree $p = 4$. The output of the method consists of the metamodels for the objective functions and a 95% confidence interval containing the estimated total sensitivity indices.

2. For decomposition, we use the implementation of Chen [6]. In this method, one can set the number of subproblems, the maximum number of common variables between subproblems and the minimum number of active variables within each subproblem.

3. \textbf{ANOVA-MOP} can be applied as a non-interactive or as an interactive method.

The former case requires a multiobjective optimization method while the latter uses a single objective method, denoted by \texttt{solver}. In Section 4 we adopt respectively RVEA [7] and DIRECT [23]. We use RVEA because it is a general purpose solver designed for problems with more than three objectives. However, these are only examples and any appropriate solver can be applied.

If \textbf{ANOVA-MOP} is used as an interactive method, it resembles the reference point method [64, 38], where an achievement scalarizing function (ASF) involving a reference point consisting of aspiration levels $\bar{z} = (\bar{z}_1, \ldots, \bar{z}_k)^T$, specified by the DM is employed. As mentioned earlier, aspiration levels represent desirable objective function values. We consider the (ASF) [64] of the form $\text{ASF}(x, \bar{z}) = \max_{i \in O}(w_i(f^i(x) - \bar{z}_i))$, where $w_i \geq 0$ for $i = 1, \ldots, k$ are non-negative fixed weights which set a direction where $\bar{z}$ is projected onto the Pareto frontier. The weights can be used to normalize objectives.

By solving the problem

\begin{equation}
\min_{x \in S} \text{ASF}(x, \bar{z})
\end{equation}

with an appropriate single objective solver, we get a (weak) Pareto optimum best reflecting the preferences. (To avoid weak Pareto optimality, one can add an augmentation term to ASF, see e.g., [38].)

As discussed in [9], to accomplish cognitively demanding tasks, one requires a
sufficient ability to hold information as it is processed. For a high number of objective functions, the DM may find that providing corresponding reference points iteratively may impose a heavy cognitive load. This is the motivation for applying anova-mop in an interactive way, where the DM gives aspiration levels to subsets of the original objectives, one subproblem at a time, leading to reducing the cognitive load. In what follows, we discuss how subproblems of anova-mop are utilized to interact with the DM.

Once the \( m \) subproblems have been formed, they are considered one by one. The DM is informed which objectives are included in each subproblem. For the \( a^\text{th} \) subproblem, the DM is asked to specify corresponding aspiration levels and an ASF is formulated with objective functions of that subproblem. The corresponding reference point is denoted by \( \mathbf{z}^a \). The \( a^\text{th} \) subproblem (which is derived from (14))

\[
\begin{align*}
\text{minimize} & \quad \text{ASF}(\mathbf{x}^a, \mathbf{z}^a) \\
\mathbf{x} & \in S^a \\
S^a := [0,1]^d
\end{align*}
\]

is solved and the solution shown to the DM. The interaction with the DM is continued until the most preferred solution for the objectives in the \( a^\text{th} \) subproblem is found. This is repeated for all subproblems. The following theorem shows that the solutions obtained with the subproblems form a preferred solution to problem (1).

**Theorem 22.** Suppose the incidence matrix \( M \) can be decomposed into \( m \) subproblems. Let \( \mathbf{z}^a \) for \( a = 1, \ldots, m \) be a reference point given by the DM for the \( a^\text{th} \) subproblem (15) and denote by \( \mathbf{x}^a \) an optimal solution. Then \( \mathbf{x} = (\mathbf{x}^1, \ldots, \mathbf{x}^m) \in \arg\min_{\mathbf{x} \in S} \text{ASF}(\mathbf{x}, \mathbf{z}) \)

where \( \mathbf{z} = (\mathbf{z}^1, \ldots, \mathbf{z}^m) \).

**Proof.** We show that

\[
\text{ASF}(\mathbf{x}, \mathbf{z}) \leq \text{ASF}(\mathbf{x}, \mathbf{z}), \quad \text{for all } \mathbf{x} \in S.
\]

Suppose \( \text{ASF}(\mathbf{x}^a, \mathbf{z}) = (w_h(f^h(\mathbf{x}^a) - \mathbf{z}^a_h)) \). Then, there exists an index \( e \) such that \( h \in O_e^e \). The optimal solution of the \( e^\text{th} \) subproblem is \( \mathbf{x}^e \). This means that \( (w_h(f^h(\mathbf{x}^a) - \mathbf{z}^a_h)) = \max_{j \in O_e}(w_j(f^j(\mathbf{x}^a, \mathbf{x}^e) - \mathbf{z}^j_h)) \). For all \( \mathbf{x}^c \in S^c \), we have \( \max_{j \in O_e}(w_j(f^j(\mathbf{x}^c, \mathbf{x}^e) - \mathbf{z}^j_h)) \leq \max_{j \in O_e}(w_j(f^j(\mathbf{x}^c) - \mathbf{z}^j_h)) \).

On the other hand, \( \max_{j \in O_e}(w_j(f^j(\mathbf{x}^c, \mathbf{x}^e) - \mathbf{z}^j_h)) \leq \max_{a=1,\ldots,n}(w_b(f^b(\mathbf{x}^a) - \mathbf{z}^b_h))) \) for all \( \mathbf{x}^c \in S^c \). Since, \( \max_{a=1,\ldots,n}(w_b(f^b(\mathbf{x}^a) - \mathbf{z}^b_h))) = \text{ASF}(\mathbf{x}, \mathbf{z}) \), inequality (16) results.\( \Box \)

One should remember that if the functions involved are computationally expensive, the possibility of using metamodels reduces the waiting time set on the DM for obtaining solutions corresponding to her/his preferences.

**4. Benchmarks.** In what follows, we demonstrate how anova-mop can be applied.\(^4\) By writing \( k \times d = (k_1 \times d_1) \oplus \ldots \oplus (k_n \times d_n) \) we mean decomposing a problem with \( k \) objectives and \( d \) variables to \( n \) subproblems with \( k_i \) objectives and \( d_i \) variables. We consider two problems defined by algebraic functions. This allows us to know in advance which are the subproblems composing the full problem and perform exhaustive searches in the feasible sets. This naturally cannot be done with expensive black box functions but enables a transparent demonstration of the capabilities of the method.

\(^4\)The code for anova-mop is publicly available at http://www.mit.jyu.fi/optgroup/desdeo.html
Algorithm 1 ANOVA-MOP

**Input:** Let $f : [0, 1]^d \to \mathbb{R}^k$ be a black box vector function in (1). The user has an option of selecting a threshold value $\delta$.

1: Find a training dataset, apply a metamodeling technique to build the metamodels $\tilde{f}$ for $f$ and estimate the total sensitivity indices. Alternatively, employ BPC [57], which finds the dataset, builds the metamodels and estimates the total sensitivity indices.

2: Perform the ANOVA analysis on $\tilde{f}$ and build the $k \times d$ sensitivity matrix $SM$.

3: Define a sorted list $E = \{e_1, \ldots, e_{d \times k}\}$ of all the entries of $SM$ in an increasing order.

4: Determine $\omega$ according to (12) and find the maximum $r$ such that $e_r \leq \omega$.

5. Here $\omega$ is also a valid value for $\delta$ because the entries equal to $\delta$ remain active.

6: Extract the list $\Delta$ by picking the elements of $E$ from the $(d + 1)$-th to $\omega$, i.e., $\Delta := \{e_{d+1}, \ldots, e_{\omega}\}$.

7: We need at least $d$ entries equal to zero for having reducibility and $d + k - 2$ for decomposability.

8: if $\delta$ has been chosen by the user then

9:  Build the reduced incidence matrix $M_{\delta}$.

10: else

11:  Pick the smallest value of $\delta$ for which $M_{\delta}$ is reducible or decomposable, if existing.

12:  repeat

13:    Pick as tolerance value $\delta$ the smallest element in $\Delta$.

14:    Build the reduced incidence matrix $M_{\delta}$.

15:    Remove $\delta$ from $\Delta$.

16:  until $M_{\delta}$ is reducible or decomposable or $\Delta$ is empty.

17: end if

18: if $M_{\delta}$ is decomposable then

19:  Decompose problem with $\tilde{f}_{\delta}$ in approximated subproblems with $\tilde{f}^{(1)}, \ldots, \tilde{f}^{(m)}$

20:  as described in Remark 6.

21:  Solve the subproblems separately by calling solver, which returns the sets of Pareto optima $P^{(1)}, \ldots, P^{(m)}$ and corresponding Pareto frontiers $F^{(1)}, \ldots, F^{(m)}$. Build the Pareto optimal set approximation for (1) $P := P^{(1)} \times \cdots \times P^{(m)}$.

22: and, analogously, the corresponding Pareto frontier approximation $F := F^{(1)} \times \cdots \times F^{(m)}$.

23: else if $M_{\delta}$ is reducible then

24:  Solve the approximated reduced problem $\tilde{f}_{\delta}$ by calling solver, which returns the sets of solutions $P$ and $F$.

25: else

26:  Set $P = F = \emptyset$. \hspace{1cm} \triangleright \text{The method is not applicable}

27: end if

28: Select randomly a validation sample $V := \{x^{(1)}, \ldots, x^{(v)}\} \subseteq P$ and estimate the approximation quality $\epsilon$ of the solutions found as follows

29: \begin{equation}
30: \epsilon \simeq \max_{x \in V} \| f(x) - \tilde{f}_{\delta}(x) \|_{\infty} = \max_{v=1, \ldots, v} \max_{\ell=1, \ldots, k} \| f^{\ell}(x^{(v)}) - \tilde{f}^{\ell}_{\delta}(x^{(v)}) \|.
31: \end{equation}

32: return $(P, F, V, \epsilon)$.  
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To demonstrate the capabilities of the \texttt{anova-mop} method, we repeat the following for both the problems:

1. We perform an almost exhaustive search in the feasible set of the original problem by using a full factorial design of experiment if the dimension of the decision space is moderate or by using a large random sample if the dimension is large. We then evaluate all these points with the original functions, and extract the nondominated subset which is considered as the exact Pareto frontier of the problem denoted by $F_{exh}$.

2. We apply the multiobjective optimization method RVEA on the original problem. This serves as a comparison for the \texttt{anova-mop} method.

3. We start applying the \texttt{anova-mop} algorithm by defining the metamodels and following Algorithm 1 to obtain subproblems. For the decomposition, we apply the Chen method by setting the number of subproblems to 2 for problem (18) and to 4 for the high dimensional problem in Section 4.2.

4. We run RVEA separately on each subproblem to obtain $(\mathcal{P}(\iota), F(\iota)), \iota = 1, \ldots, m,$ where $m$ is the number of subproblems.

5. We build the Cartesian products of the Pareto optimal sets of the subproblems $\mathcal{P} = \mathcal{P}(1) \times \cdots \times \mathcal{P}(m)$ and the Pareto frontiers $\mathcal{F} = F(1) \times \cdots \times F(m)$. They are the approximated Pareto optimal set and frontier obtained, respectively.

6. We estimate the width of the 2$\epsilon$-strips considered in Corollary 18 and Remark 19 by computing a set-wise distance between the “exact” Pareto frontier $F_{exh}$ defined in step 1 and the candidate Pareto frontier $F_{cand}$ obtained in steps 2 and 5 as $\text{loss}(F_{exh}, F_{cand}) := \max_{p \in F_{exh}} \min_{q \in F_{cand}} \max_{\ell = 1, \ldots, k} \{q^\ell - p^\ell, 0\}$.

   In particular, we estimate $\epsilon \approx \text{loss}(F_{exh}, F)$. Since $F$ is the Cartesian product of the Pareto frontiers of the subproblems, $F = F(1) \times \cdots \times F(m)$, the global loss equals the maximum of the losses computed for the subproblems separately, i.e., $\text{loss}(F_{exh}, F(1) \times \cdots \times F(m)) = \max_{\iota = 1, \ldots, m} \text{loss}(\pi_{\iota}(F_{exh}), F(\iota))$, where $\pi_{\iota} : \mathbb{R}^k \to \mathbb{R}^{k_{\iota}}$ is the projection from the objective space to the subspace of the objective functions of the $\iota$-th subproblem.

7. We compare this value with the value obtained in the \texttt{anova-mop} method, i.e., we extract a random subset $V \subseteq \mathcal{P}$ of the points in the approximated Pareto frontier and evaluate the original functions on these points. Then we consider as a possible estimate for $\epsilon$ the infinity norm of the difference between the approximated value and the exact value on these points, as defined in (17).

8. We compare the results of RVEA on the un-decomposed problem and on the decomposed problem in terms of the loss computed at the previous step and the number of function evaluations used in the two cases.

4.1. $\delta$-decomposable problem. We consider the following five-objective parametrized optimization problem $5 \times 5 = (3 \times 3) \otimes (2 \times 2)$ with $\lambda = 1.3$:

\begin{equation}
\begin{aligned}
\min_{x \in [-\lambda, \lambda]^5} & \{f^1(x), \ldots, f^5(x)\} & \text{where} \quad x = (x_1, \ldots, x_5) \\
\end{aligned}
\end{equation}
\[ f^1(x) = g_1(x) + \gamma g_4(x), \quad \gamma g_1(x) = [(x_1, x_2, x_3)^T - P_1]^2, \quad P_1 = (1, 1, 1)^T, \]
\[ f^2(x) = g_2(x) + \gamma g_5(x), \quad \gamma g_2(x) = [(x_1, x_2, x_3)^T - P_2]^2, \quad P_2 = (1, -1, -1)^T, \]
\[ f^3(x) = g_3(x) + \gamma (g_4(x) + g_5(x)), \quad \gamma g_3(x) = [(x_1, x_2, x_3)^T - P_3]^2, \quad P_3 = (1, -1, -1)^T, \]
\[ f^4(x) = g_4(x) + \gamma g_1(x), \quad \gamma g_4(x) = [(x_4, x_5)^T - P_4]^2, \quad P_4 = (1, -1)^T, \]
\[ f^5(x) = g_5(x) + \gamma (g_1(x) + g_2(x)), \quad \gamma g_5(x) = [(x_4, x_5)^T - P_5]^2, \quad P_5 = (-1, 1)^T, \]

with \( \gamma = 7.000 \times 10^{-3} \). The BPC method managed to build metamodels by generating iteratively a sequence of points, stopping with 47 points, when a suitable goodness-of-fit criterion was fulfilled \[57\]. BPC also estimated the total sensitivity matrix \( SM \) given below based on which we form the incidence matrix \( M \) as

\[
SM = \begin{bmatrix}
0.333 & 0.333 & 0.333 & 0.001 & 0.001 \\
0.333 & 0.333 & 0.333 & 0.001 & 0.001 \\
0.333 & 0.333 & 0.333 & 0.001 & 0.001 \\
0.001 & 0.001 & 0.001 & 0.499 & 0.499 \\
0.001 & 0.001 & 0.001 & 0.499 & 0.499
\end{bmatrix}, \quad M = \begin{bmatrix}
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1 \\
1 & 1 & 1 & 1 & 1
\end{bmatrix}.
\]

By taking as \( \delta \) any value \( 0.001 < \delta \leq 0.333 \), we obtain the reduced incidence matrix \( M_\delta \) and a corresponding auxiliary decomposable problem \( \tilde{f}_\delta \) as follows:

\[
M_\delta = \begin{bmatrix}
1 & 1 & 1 & 0 & 0 \\
1 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 \\
0 & 0 & 0 & 1 & 1
\end{bmatrix}, \quad \tilde{f}_\delta(x) := \tilde{f}^{(1)} \otimes \tilde{f}^{(2)}(x) = \begin{bmatrix}
f^1(x_1, x_2, x_3, 0, 0) \\
f^2(x_1, x_2, x_3, 0, 0) \\
f^3(x_1, x_2, x_3, 0, 0) \\
f^4(0, 0, 0, x_4, x_5) \\
f^5(0, 0, 0, x_4, x_5)
\end{bmatrix},
\]

where \( f^{(1)} \) and \( f^{(2)} \) are the following three- and bi-objective subproblems:

\[
\begin{align*}
\text{minimize} & \quad \tilde{f}^{(1)}(x_1, x_2, x_3) := \begin{bmatrix}
f^1(x_1, x_2, x_3, 0, 0) \\
f^2(x_1, x_2, x_3, 0, 0) \\
f^3(x_1, x_2, x_3, 0, 0)
\end{bmatrix}, \\
\text{minimize} & \quad \tilde{f}^{(2)}(x_4, x_5) := \begin{bmatrix}
f^4(0, 0, 0, x_4, x_5) \\
f^5(0, 0, 0, x_4, x_5)
\end{bmatrix}.
\end{align*}
\]

**Figure 7(a)** and (b) depict the Pareto frontiers of these subproblems, respectively. According to **Theorem 8**, the set of Pareto optima for \( \tilde{f}_\delta = \tilde{f}^{(1)} \otimes \tilde{f}^{(2)} \) is the Cartesian product of the sets of Pareto optima for subproblems (20) and (21).

In other words, all the solutions of problem (19) are obtained by joining a solution \( (x_1, x_2, x_3) \) of subproblem (20) and a solution \( (x_4, x_5) \) of subproblem (21). The Pareto optimal set of (19) serves as an approximation for the Pareto optimal set of problem (18).

**4.1.1. Approximation quality.** Before applying **ANOVA-MOP**, we estimate the quality of the decomposed problem, represented by \( \epsilon \), and test whether the claim of **Corollary 18** is compatible with such an estimated value. Given the moderate complexity of the problem we can execute an almost exhaustive exploration of the domain, i.e., we set \( A_{exh} \) to be a full factorial in 5 dimensions with 20 levels for each
variable. Then $\#(A_{exh}) = 20^5$ and we evaluate the objective functions at the points in $A_{exh}$, denoting $B_{exh} = f(A_{exh})$. We extract the “exact” Pareto optimal set $(P_{exh},F_{exh}) := ND(A_{exh}, B_{exh})$, where with $ND(A,B)$ we denote the operation of removing the dominated solutions from $(A,B)$, where $A \subseteq [-\lambda,\lambda]^d$ is any sample and $B = f(A)$.

**4.1.2. ANOVA-MOP Test.** Next, we analyze the behavior of RVEA [7], when applied to the original problem versus the application of RVEA coupled with ANOVA-MOP. We select analogous settings compared to the dimensions of the problems and compare the results in terms of accuracy and computational costs. In particular, we set $3^{dim}$ as the population size and 10 as the number of generations. We estimate the method performance by computing the previous set-wise distance between $F_{exh}$ and the optimal set obtained. We compute also the number of function evaluations required by the three methods. When we use ANOVA-MOP, we must consider the computational overhead, i.e., the function evaluations required to build the metamodels used for the decomposition, here 47 function evaluations, and the evaluations performed to validate the optimal set found on the metamodel $f_\delta$, here depending on the optimization results.

1. We run RVEA on problem (18). We call $P_1$ the final Pareto optimal set obtained and $F_1$ the corresponding Pareto frontier (even though evolutionary algorithms cannot guarantee optimality).

2. We run RVEA separately on the two subproblems and generate the Pareto optimal set for the whole problem as the Cartesian product of the Pareto optimal sets found in the separate subproblems and validate the function values. We call $P_2$ and $F_2$ these Pareto optimal set and frontiers, respectively.

We summarize the results in Table 2, where

\begin{align}
\text{loss}_1(F_{exh}, F_i^{(1)}) := \max_{p \in F_{exh}} \min_{q \in F_i^{(1)}} \max_{\ell=1,2,3} (q^\ell - p^\ell, 0), \\
\text{loss}_2(F_{exh}, F_i^{(2)}) := \max_{p \in F_{exh}} \min_{q \in F_i^{(2)}} \max_{\ell=4,5} (q^\ell - p^\ell, 0), \\
\text{loss}_{tot}(F_{exh}, F_i) := \max_{p \in F_{exh}} \min_{q \in F_i} \max_{\ell=1,\ldots,5} (q^\ell - p^\ell, 0),
\end{align}

Figure 7: (a) Pareto frontier of subproblem (20). (b) Pareto frontier of subproblem (21) (color available online).
and we observe that only when \( F = F^{(1)} \times F^{(2)} \) then

\[
\text{loss}_{\text{tot}}(F_{\text{exh}}, F_i) = \max \left( \text{loss}_1(F_{\text{exh}}, F_i^{(1)}), \text{loss}_2(F_{\text{exh}}, F_i^{(2)}) \right),
\]

which is only the case for the Pareto optimal sets obtained by \textsc{anova-mop}. We notice that the accuracy of the Pareto optimal sets is comparable in the two cases while the number of function evaluations is sensibly smaller when the decomposition is used, while keeping the settings of the algorithm scaled to the problem dimension. Therefore, we can claim that the main scope of the method, i.e., mitigating the effects of the curse of dimensionality, is accomplished.

In the case of expensive functions, we could not have explored exhaustively the problem domain and could not estimate the width of the tolerance zone as we did. In that case, we could estimate \( \epsilon \) by evaluating the original functions on a random subset \( V \) of the Pareto optimal set approximation and by computing the maximum difference between the values of \( f \) and of \( f_{\delta} \) on \( V \). In our case, we can compute this value on the entire set \( \mathcal{F} \) because it is still of a moderate size and our functions are inexpensive and get \( \epsilon \approx \max_{x \in \mathcal{F}} \| f(x) - f_{\delta}(x) \|_\infty = 0.054045 \).

### 4.2. High-dimensional \( \delta \)-decomposable problem.

Next we consider the following parametrized \( 12 \times 10 \approx (3 \times 3) \otimes (3 \times 3) \otimes (2 \times 2) \otimes (4 \times 2) \) problem involving twelve variables with \( S = [-\lambda, \lambda]^{12} \), where \( \lambda = 1.3 \). We minimize ten objectives of
component functions defined as follows with $\gamma = 7.000 \times 10^{-3}$:

\[
\begin{align*}
    f^1(x) &= g_1(x) + \gamma g_4(x), \quad g_1(x) = \left| (x_1, x_2, x_3)^T - P_1^T \right|^2, \quad P_1 = (1,1,1)^T, \\
    f^2(x) &= g_2(x) + \gamma g_5(x), \quad g_2(x) = \left| (x_1, x_2, x_3)^T - P_2^T \right|^2, \quad P_2 = (1,-1,-1)^T, \\
    f^3(x) &= g_3(x) + \gamma (g_4(x) + g_6(x)), \quad g_3(x) = \left| (x_1, x_2, x_3)^T - P_3^T \right|^2, \quad P_3 = (1,1,-1)^T, \\
    f^4(x) &= g_4(x) + \gamma (g_1(x) + g_7(x)), \quad g_4(x) = \left| (x_4, x_5, x_6)^T - P_4^T \right|^2, \quad P_4 = (1,1,1)^T, \\
    f^5(x) &= g_5(x) + \gamma (g_2(x) + g_8(x)), \quad g_5(x) = \left| (x_4, x_5, x_6)^T - P_5^T \right|^2, \quad P_5 = (-1,-1,1)^T, \\
    f^6(x) &= g_6(x) + \gamma (g_3(x) + g_9(x)), \quad g_6(x) = \left| (x_4, x_5, x_6)^T - P_6^T \right|^2, \quad P_6 = (-1,-1,1)^T, \\
    f^7(x) &= g_7(x) + \gamma (g_2(x) + g_5(x)), \quad g_7(x) = \left| (x_7, x_8)^T - P_7^T \right|^2, \quad P_7 = (1,-1)^T, \\
    f^8(x) &= g_8(x) + \gamma (g_1(x) + g_4(x) + g_9(x)), \quad g_8(x) = \left| (x_7, x_8)^T - P_8^T \right|^2, \quad P_8 = (-1,1)^T, \\
    f^9(x) &= g_9(x) + \gamma (g_3(x) + g_6(x) + g_8(x)), \quad g_9(x) = \sum_{i=9}^{12} \sin(x_i) + \cos(x_i), \\
    f^{10}(x) &= g_{10}(x) + \gamma (g_4(x) + g_5(x)), \quad g_{10}(x) = \sum_{i=9}^{12} \sin(-x_i) + \cos(-x_i).
\end{align*}
\]

This problem is defined as a weak perturbation, controlled by the small parameter $\gamma$, of the composition of the following low-dimensional subproblems:

\[
\begin{align*}
    (x_1, x_2, x_3) &\mapsto (g_1(x), g_2(x), g_3(x)), \\
    (x_4, x_5, x_6) &\mapsto (g_4(x), g_5(x), g_6(x)), \\
    (x_7, x_8) &\mapsto (g_7(x), g_8(x)), \\
    (x_9, x_{10}, x_{11}, x_{12}) &\mapsto (g_9(x), g_{10}(x)).
\end{align*}
\]

A sample of 104 points seems sufficiently accurate to perform the sensitivity analysis revealing the underlying structure of the weakly correlated subproblems. Because of the high dimension of the problem, we cannot consider a full factorial for building a reference Pareto optimal set. Therefore, we simply use a large random sample $RS_{exh}$ ($\#RS_{exh} = 10^6$) of points in the feasible set, evaluate the objective functions and extract the nondominated set, i.e., $(P_{exh}, F_{exh}) = ND(RS_{exh}, f(RS_{exh}))$, $\#P_{exh} = 359701$. We proceed by comparing the results of RVEA for the original problem and the results of applying RVEA separately to the subproblems formed by ANOVA-MOP. We consider 10 generations for a starting dataset of 1000 points, such that the total number of function evaluations for solving the original problem is 10000. The nondominated set $(P_1, F_1)$ contains 7473 points.

We apply then ANOVA-MOP and get four subproblems. We run 10 generations for each subproblem starting from a dataset of 250, 250, 100, 500 points, respectively, given that their decision space dimensions are 3, 3, 2 and 4, respectively. The total number of function evaluations is then $(250 + 250 + 100 + 500) \times 10 = 11000$. The nondominated sets contain, respectively, 220, 245, 98 and 26 points and we call them $(P_{2,1}, F_{2,1}), \ldots, (P_{2,4}, F_{2,4})$, respectively. We proceed by evaluating the quality of the solutions found by the two instances of RVEA. For the decomposed problem we consider separately the loss for the subproblems and take the maximum loss as a global indicator of the performance. As can be seen in Table 3, the loss between the nondominated sets and their corresponding canonical projections of $F_{exh}$ is considerably small. It means that ANOVA-MOP has managed to provide nondominated solutions close enough to $F_{exh}$. 
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As for the previous benchmark, we denote by $\pi^{(i)} : \mathbb{R}^k \rightarrow \mathbb{R}^k$ the canonical projection on the subspace of the objective function values of the $i$th subproblem. Therefore, based on Table 3, the performance of the decomposed approach is 0.3 to be compared with 1.9, which comes from the original problem while the number of function evaluation is approximately the same. This means that with a fixed number of function evaluations, ANOVA-MOP has obtained solutions closer to the true Pareto frontier in comparison with the ones obtained by RVEA. We recall that this value of the loss can be used as an estimate of the thickness $\epsilon$ of the tolerance zone in Corollary 18.

We further give another estimate of $\epsilon$ by computing the maximum difference between the values of $f_5$ and of $f_9$ on a random subset $V$ of the Pareto optimal set approximation as $\epsilon \approx \max_{x \in V} \|f(x) - \tilde{f}_h(x)\|_\infty = 0.130699$.

### 4.3. Using anova-mop as an interactive method.

As discussed in Section 3.6, when using ANOVA-MOP as an interactive method, the solution obtained is the most preferred solution for the DM. In what follows, we demonstrate how this solution can be obtained by considering the problem discussed in Subsection 4.2.

We first informed the DM that the problem was decomposed into 4 subproblems and then told which objective functions were in the first subproblem. The DM provided the first reference point $z_1^* = (2.0458, 2.0461, 2.0749)^T$ was shown to him and he proceeded to the second subproblem. The first subproblem was solved. The corresponding solution $\tilde{f}_1^* = (2.0708, 2.0708, 2.07)^T$. The solution process continued to the third subproblem. The DM provided a reference point $z_2^* = (5, 6)^T$ and obtained the solution $\tilde{f}_2^* = (2.0553, 2.094)^T$. Here he wanted to improve the first objective function value and provided a reference point $z_3^* = (1, 5)^T$. The corresponding solution $\tilde{f}_3^* = (1.0735, 4.5764)^T$ was accepted.

As far as the fourth subproblem is concerned, the DM gave a reference point $z_4^* = (2, 6)^T$. The solution $\tilde{f}_4^* = (1.1332, 4.1547)^T$ was shown to him and he provided $z_5^* = (1.1332, 3)^T$ to improve the second objective function value. The solution obtained $\tilde{f}_5^* = (2.2508, 3.7472)^T$ was satisfactory for the DM, therefore the process terminated.

Thanks to the decomposition, the DM could concentrate on two or three objec-

<table>
<thead>
<tr>
<th>dataset</th>
<th>loss($F_{exh},$ dataset)</th>
<th>$N_{evals}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(P_1, F_1)$</td>
<td>loss($F_{exh}, F_1$) = 1.8978</td>
<td>10$^3$</td>
</tr>
<tr>
<td>$(P_{2.1}, F_{2.1})$</td>
<td>loss($\pi^{(1)}(F_{exh}), F_{2.1}$) = 0.222087</td>
<td>2500</td>
</tr>
<tr>
<td>$(P_{2.2}, F_{2.2})$</td>
<td>loss($\pi^{(2)}(F_{exh}), F_{2.2}$) = 0.249897</td>
<td>2500</td>
</tr>
<tr>
<td>$(P_{2.3}, F_{2.3})$</td>
<td>loss($\pi^{(3)}(F_{exh}), F_{2.3}$) = 0.0866798</td>
<td>1000</td>
</tr>
<tr>
<td>$(P_{2.4}, F_{2.4})$</td>
<td>loss($\pi^{(4)}(F_{exh}), F_{2.4}$) = 0.301691</td>
<td>5000</td>
</tr>
</tbody>
</table>

Table 3: Summary of comparison for the second example.
tive functions at a time. Because of this, it was easier to follow the changes in the solutions obtained after having specified a reference point and the solution process was not cognitively as demanding as when dealing with all objective functions simultaneously. Visualizations are also easy to analyze in these low dimensions.

Finally, the solution to the original problem is composed by joining the solutions of the subproblems. We recall that the composition of the values of such a solution is only an approximation of the real function values, therefore the composition of the decision variables must be evaluated on the original functions and proposed to the DM for his/her final decision. Here, the final approximated solution $\tilde{f}$ and the solution $f$ evaluated with the original objective functions are:

$$\tilde{f} = (2.0458, 2.0461, 2.0749, 2.0708, 2.0708, 2.0700, 1.0735, 4.5764, 2.2508, 3.7472)^T,$$

$$f = (2.0319, 2.0319, 2.0460, 2.0390, 2.0633, 2.0472, 1.0460, 4.5280, 2.2396, 3.7325)^T.$$ 

Based on (17), we have, $\epsilon \approx \max_{x \in V} \| f(x) - \tilde{f}_i(x) \|_\infty = 0.0484$.

5. Conclusions. In this paper, we have developed a metamodel-based method called anova-mop to solve computationally expensive multiobjective optimization problems with high-dimensional decision and objective spaces. In this method, first a metamodel for each individual objective function is built. Total sensitivity indices are then estimated. Then, a set of thresholds is considered by using these indices. Each threshold leads to identifying a set of active decision variables which have influence on the objective function values. By increasing the threshold, the number of active variables changes. The threshold is increased until the objective functions with the same active variables can be grouped into a low-dimensional subproblem in the decision and objective spaces, or at least the number of decision variables of the original problem is decreased. This leads to decomposing the original problem into a limited number of simpler subproblems with low-dimensional decision and objective spaces. The solutions of the subproblems are composed with a Cartesian product to obtain an approximated Pareto optimal set for the original high-dimensional problem.

anova-mop can be applied as an interactive or a non-interactive method to solve computationally expensive MOPs with any number of objective functions. As an interactive method, due to the decomposition, in each step of the interaction with a DM, (s)he focuses on a lower number of objective functions at a time rather than all objective functions simultaneously and eventually finds a preferred solution. As a non-interactive method, a representative set of Pareto optima can be obtained and subproblems can be solved by parallel computing. This boosts the solution process considerably. In both interactive and non-interactive cases, since inactive variables are neglected in the subproblems, the dimensions of the decision spaces in the subproblems are reduced. This allows applying any appropriate optimization method for low-dimensional problems.

An interesting situation occurs when we do not wish to raise the tolerance threshold until the problem becomes decomposable, e.g., because we need to preserve the accuracy of the approximation. In this case it is possible to define subproblems with a lower dimension but with some common decision variables. It is clear that if these variables are fixed to any value, the remaining decision variables and the objective functions will represent independent subproblems. Thus, it seems promising to extend anova-mop to such, more general situations. This will be the subject of future research.
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