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INTRODUCTION

In this dissertation, we study the local interior regularity of solutions for a general class of certain
quasilinear equations in divergence form. The considered setting is the Heisenberg Group, which
has a structure that appears naturally in the quest of obtaining regularity for solutions of general
second order equations. The techniques used for this purpose, involve methods from classical
regularity theory with a longstanding history, along with some current results in contemporary
literature.

1. HISTORICAL BACKGROUND

1.1. Classical Elliptic Regularity.

The main prototype model for quasilinear equations of divergence form arise from minimization of
scalar variational integrals. To illustrate this, we consider a domain 2 C R™ and a smooth function
f:R" = R; the minimizer u : 2 — R of the functional

(1.1) I(w)z/ﬂf(Vw)d:v,

in the admissible class K = {w € C'(Q) : w = ug in 9N} for a given function ug € C*(Q), is a
solution of the corresponding Euler-Lagrange equation

(1.2) div(Vf(Vu)) = 0.
This equation is said to be uniformly elliptic, if we have
(1.3) NEP <(D?f(2)€,6) < AEf* V2,6 eRY,

for some positive constants A > A > 0. The admissible class K needs to be extended to
K= {w e WH(Q) :w —ug € WOM(Q)}

in which the existence of minimizer can be shown from the so called Direct methods in Calculus of
Variations and the minimizer is the weak solution of the equation (1.2), see [23]. It is also possible
to show that a minimizer u € W12(Q) is unique.

The question of smoothness of the minimizer u, first posed by Hilbert in 1900, remained unknown
for few decades. By the Caccioppoli inequalities and difference-quotient arguments, one can show
that u € Wlif(ﬂ) and that the weak partial derivative u,, = 0,,u € T/Vl})f(ﬂ) is a local weak solution
of the equation

div(D? f(Vu)Vug,) = 0,
for every i € {1,...,n}. However, higher order Sobolev regularity of u could not be obtained
by similar approach. The smoothness of minimizers was previously known by virtue of Schauder
estimates, only for equations with continuous coefficients, i.e.

(1.4) div(A(z)Vu) =0 in Q,

where A :  — R™" is bounded and continuous. Nevertheless, the problem was ultimately settled
by Morrey [46] for the planar case n = 2 and by De Giorgi [7], Nash [50] independently, for n > 3.
It was shown that, if u € W12(Q) is a weak solution of equation (1.4) along with bare minimum
hypothesis that A is only L> and satisfies

AEP < (A(z) €, €) < A€,
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then u € C%*(Q) for some o = a(n,A/N) € (0,1). Hence, for weak solutions u € W12(Q) of
the equation (1.2) with f satisfying (1.3), we can substitute A(z) = D?f(Vu(z)) and conclude
Vu € 0% (9, R"). This, not only implies u € C»*(2), but also that it is smooth by the Schauder
theory, thereby providing full affirmation to the Hilbert’s problem. Later, a new proof of this
theorem was provided by Moser [48] using Harnack inequalities, that follow from an iteration
technique and the John-Nirenberg lemma, see [32].

The method of De Giorgi [7] is based on the fact that the weak solution u of (1.4) satisfy the
following integral inequality

(1.5) /

for every k € R, 0 < r’ < r and some ¢ = ¢(n, A/A\) > 0, whenever B, C 2 and B,/ is concentric to
B,. Nowadays, the classes of all W12-functions satisfying the inequality (1.5), are called De Giorgi
classes DG*(Q) and DG(Q) = DG*(Q)N DG~ (£2). By application of Poincaré-Sobolev inequality,
the integral inequality (1.5) and an iteration argument, it was shown that every w € DG(B,)
satisfies the oscillation estimate

C
V0P de < s [ kP,

r!

(1.6) oscp, , w < b oscp, w,

for some by € (0,1). Consequently for every 0 <+’ < r, one has oscg , w < ¢(r'/r)* oscp, w by
a standard iteration on (1.6), which thereby shows that all functions in the De Giorgi’s class are
locally Hélder continuous.

De Giorgi’s ideas also shed light on the study of regularity for more general quasilinear elliptic
equations. In the following decades, the techniques of [7] have been employed for investigating
regularity for equations of the form div.A(Vu) = 0 with

(1.7) AF(|2)[E* < (DA(2)€,€) < AF([2))[E]* ¥ z,¢ €RY,

where A : R” — R” and F : (0,00) — (0,00); the equation is degenerated or singular, depending
on the behavior of F. The main prototype is the p- Laplace equation

(1.8) div(|VulP™2Vu) =0, 1<p< oo,

which is degenerated for p > 2 and singular for 1 < p < 2. It is easy to see that the solutions of
equation (1.8) are also minimizers of (1.1) with f(¢) = t” and existence can be shown in the class
K={weWh@Q):w-uy € Wol’p(Q)} by the Direct methods. Before any inspection of local
regularity, the regularization div ((e + |Vu|2)(p_2)/2Vu) is necessary and the limit ¢ — 0 can be
taken after obtaining uniform apriori estimates. Following this procedure, it can be shown easily
by Moser’s iteration that, a weak solution v € W1P(Q) of (1.8) satisfies

c(n.p) (| v
1.9 sup |[Vu| < 7< Vupdx)
(19) BJE)| = (1ol Brl |
whenver B, C Q and 0 < ¢ < 1 and hence, Vu € LS (Q,R"™). Higher regularity have been studied

for p > 2 by Ladyzhenskaya-Ural’tseva [37] and Evans [12] (see also Uhlenbeck [62] for systems);
it was shown that the weak solution u is locally C1®, which is optimal in this case, see [38]. The
partial derivatives u,, of a weak solution u satisfy a degenerated integral inequality, i.e. (1.5) with
a weight (¢ + |Vu|?)P~2)/2. Nevertheless, the guiding principle in this respect also follows from
[7], that if the degeneracy is locally confined in a set that is small in measure, then there is good
control of it, thereby leading to the oscillation estimate (1.6) for u,,. The singular case 1 < p < 2,
is more difficult and the C™“-regularity was ultimately established in the 80’s independently by
DiBenedetto [8], Lewis [39] and Tolksdorf [59]. In [8], it was shown that for the singular case,
Ug, |1z, P~2)/? satisfies an integral estimate slightly more general than (1.5), which is also good
6



enough for the purpose. However, the proof by Tolksdorf [59], remarkably, provides a unitary
treatment of both cases 1 < p < 2 and p > 2, which is based on using the truncation

(1.10) v = min (m(r)/4, max(m(r)/2 — uy,,0)),

where m(r) = maxi<ij<, supp, |us,| for some fixed B, C Q2 and [ € {1,...,n}. Noticeably, letting
E = {x € Q:m(r)/4 < ugy < m(r)/2}, there is no singularity of |Vu| inside the set E N B,; also
Vv = —Vu,, ae. in E and Vv vanishes almost everywhere in Q \ E. Thus, using v for the

integral estimates, it is possible to obtain a Caccioppoli type inequality reminiscent of that for
uniformly elliptic equation, devoid of the weight (¢ + |Vu|?)P=2)/2 and the proof follows from
Moser’s iteration, thereafter. The technique was followed up in [40] for equations with more general
structure conditions.

We also remark that equation (1.8) is very singular for p = 1 and counterexamples can be found
which show that, in this case the solutions have bounded but discontinuous gradient and hence,
they are not C1®. We refer to [45, 52, 8] for more details.

Alongside the development of the above topics, equations of the form

(1.11) div A(z,u, Vu) + B(x,u, Vu) = 0

has also been a subject of deep scrutiny and exploration over a long period. The minimizers of
general functionals of the form

I(w):/gf(x,w,Vw)dm,

are solutions of equations of the form (1.11) and this provides a perspective to study such equations
from the variational point of view as well. For the equation (1.11), the existence of weak solutions
are shown using wvariational inequalities corresponding to monotone operators. A comprehensive
detail on this can be found in the book by Kinderlehrer-Stampacchia [33]. The local behavior of
weak solutions have been investigated substantially by Serrin [57], with the structure conditions

<A($,u, z), z> > 2% — ar|u]® — ag;
(1.12) |A(z,u, 2)| < as|z|* + aglu|*! + as;
|B(z,u, 2)| < bolz[*"" + b1|ul*™" + by,

for (z,u, z) € QxRxR", @ > 1 and non-negative constants a;, b;. Following the iteration technique
of Moser [48], it was shown that the Harnack inequality holds for solutions of equation (1.11) with A
and B satisfying (1.12), which immediately implies that the solutions are Holder continuous. Similar
results can also be found in [37] and [61]. Now, similarly as in the aforementioned illustration, the
standard technique was to differentiate the equation (1.11) and obtain the equation satisfied by
the derivatives of the solution, in order to look for higher regularity. This requires the function
A(z,u,z) to be differentiable in all variables. However, it was shown by Giaquinta-Giusti [21],
that this is superfluous and C1“ regularity can be obtained just by assuming that A(z,u, z) is
uniformly differentiable with respect to z and Hélder continuous with respect to (z,u). Their
technique involved a non-linear version of the freezing argument of Schauder estimates, followed by
a perturbation argument of Campanato [2]. Although, their growth and ellipticity condition was
uniform, but with the gradient bound as in (1.9), polynomial degeneracy similar to (1.12) can also
be included in order to establish Ch* regularity.

More detailed exposition on regularity theory and other related topics associated to quasilinear
equations, can be found in the classical books by Gilbarg-Trudinger [22], Ladyzhenskaya-Ural’tseva
[37] and Morrey [47].
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1.2. Hypoellipticity and Hormander’s condition.

The development of distribution theory by Schwartz [55, 56] gave rise to the formation of a robust
conceptual framework for solutions of linear partial differential equation of the form Lu = f, for
distributions u, f € 2'(Q) and a generic linear operator of order m given by

(1.13) L= aa(z)D*

o <m

where a, : Q — C for some Q C RY and for every a = (ay,...,ax) € NV, |a| = Z}Nzl a; and
D =931 ...09N. If f is compactly supported in €, then a particular solution is given by the
convolution u = I'g * f; here T';, € Z'(RY) is the fundamental solution of L (if it exists) satisfying

L:Fm = 5:10’

where ¢, is the Dirac distribution. A general solution of the problem, can be obtained by combining
this with solutions of Lu = 0. The question of existence of solutions lead to the notion of local
solvability, that is, L is said to be locally solvable at xy € € if there exists a neighborhood U C )
containing x¢ such that for every f € C§°(U), there exists u € 2'(U) solving Lu = f. The ellipticity
of L is defined via the principal symbol of (1.13), i.e.

po(x,€) = Y aa(x)E”,

la|=m

as L is elliptic if Z(py) = {{¢ € RN :pg(z,€) =0} = {0}. It is known that if the coefficients
an € C®(0,C) and L as in (1.13) is elliptic, then £ is locally solvable everywhere, see [36]. In case
of constant coefficients a,, € C, even if ellipticity is dropped, a fundamental solution for £ always
exists by the Malgrange-Ehrenpreis theorem.

The regularity of solutions of Lu = f is addressed by the notion of hypoellipticity, where the
operator £ of (1.13) is said to be hypoelliptic in  if a, € C®(2,C) and the singular support of
every distribution is L-invariant i.e. for every u € 2'(Q)

sing supp Lu = sing supp u;

in other words, for any open U C Q and u € 2'(U), if Lu € C*®°(U) then we have u € C*°(U). For
the case of constant coefficients a, € C, a classical theorem (see [60]) states that £ is hypoelliptic
if and only if there exists a fundamental solution I'y € C*°(R¥ \ {0}). In fact, in this case, the
hypoelliptic operators have been characterized by Hérmander as £ is hypoelliptic if and only if

i VPO
lgl—o00 [P(E)]

:07

where p(&) is the polynomial defined via Fourier transform @(f ) = p(&)u(€). Hence, the Laplace
equation, heat equation and Cauchy-Riemann equations are hypoelliptic but the wave equation and
Schrodinger equation are not. More generally, similarly as local solvability, if a, € C*°(2,C) and £
is elliptic, then it is also hypoelliptic, see [36]. However, if ellipticity is dropped, then there was no
criterion to check hypoellipticity of linear operators just from the coefficients a,(z). In connection
with Kolmogorov operator (see [35]) and operators related to Fokker-Planck equation, numerous
examples of operators have been found which were hypoelliptic. The following examples in R?,

(1) £ =102, + Oz, hypoelliptic but not locally solvable at any (0,z2) € R?,

(2) L =102 ,, — O, locally solvable everywhere but not hypoelliptic,

Toxo
further illustrate the difficulty! The way hypoellipticity of most operators were checked, was by

explicit computation of fundamental solutions, which in general can be a cumbersome task.
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Thereafter, for the case of second order linear operators with smooth real coefficients, a major
breakthrough was made by Hérmander [26] in 1967. First, it was shown that if

N
(1.14) L= agjx) +Zb ), + ()
ij=1
is hypoelliptic and a;j, b;, ¢ € C°>°(Q), then the quadratic form is semidefinite in Q. In other words
Zi\,jjzl aij(r)&&; >0 (or < 0) for every x € Q and & = (£1,...,&y) € RY; hence in an open subset
of {rank(a;;j(x)) = r}, the operator £ (or —L) of (1.14) can be expressed as

N
(1.15) L= ZXQ—i—XO—l—c for some X; = Zblk Oz
=1 k=1
where b, c are real and C™ on the open set and X?u = X;X;u. Now, if the Lie algebra
Z(Xo, X1,...,X,) generated by the vector fields of the above has dimension m in the open ball B,
then its basis can be written as {0y, ..., 0y,, } for some different coordinate system (yi, ... ,yN) by
Frobenius theorem. Hence in this coordinate, the operator £ as in (1.15), is generated by 02 , Oy,

Yiyj?
for i,5 € {1,...,m}. If m < N, then notice that for any w € C*°(B;) with Lw € C*(By), we

have that L4 = Lw where @ = wly,, o1 ¢ C°°(B1), which thereby violates hypoellipticity. Thus,
a plausible natural condition sufficient for hypoellipticity would be m = N everywhere. This is
exactly the theorem proved by Hormander in [26], which states that if

(1.16) dim (£ (Xo, X1,..., X)) =N

holds at every point in €, then the operator £ as in (1.15) is hypoelliptic in Q. Henceforth, the
condition (1.16) is known as Hérmander’s condition. It is noteworthy that although (1.16) has been
effective in checking hypoellipticity, it is sufficient but not exactly a necessary condition unless the
coefficients of (1.14) are constants i.e. a;;,b; € R. Also, in this case all commutators vanish
and hence (1.16) holds if and only if either span{Xj,..., X, } = RY and r = N (L is elliptic) or
span{Xo, X1,...,X,;} = RY and r = N — 1 (£ is parabolic). Thus all real constant coefficient
hypoelliptic operators are either elliptic or parabolic. However, still no general assertion can be
made on necessity of (1.16) for hypoelliptic operators of variable smooth coefficients, e.g. in R? the
operator £ = 92, + e~ 2/m? d2,., is hypoelliptic (see [6]), but X; = 8,, and X, = e Y™?9, do
not satisfy (1.16) on {z1 = 0}. Further inspection on the nature failure of Hérmander’s condition
while hypoellipticity is preserved, was carried out by Oleinik-Radkevi¢ [51] and Christ [6].

We refer to the books [27, 28, 29, 30] and references therein for more details on distribution
theory and Hormander’s work on linear partial differential operators.

2. SUB-ELLIPTIC THEORY

A different proof of Hérmander’s theorem was later found by Kohn [34], involving so called
pseudo-differential operators. In both of the papers Kohn [34] and Hormander [26], the proofs are
based on apriori estimates, so called sub-elliptic estimates, of the type

(2.1) lll sy < e (| £ullme) + lullz2@) )

for every ' cC Q and m > 0, where ¢ > 0 is small and H*(Q) = W*2(Q) are Sobolev spaces

that include fractional order. Although sufficient for the purpose of hypoellipticity, this is somehow

unsatisfactory. If the given data are only partially smooth, then the estimate (2.1) does not provide

any reasonable improvement in regularity unlike the case of elliptic operators £ as in (1.14) where,

given agj, b, ¢ € C™(Q), we have [Jul| gm+2() < ¢ ([|Lull gm(q) + [[ull12(0)). Obtaining improved
9



sub-elliptic estimates was one of the main following quests undertaken during the mid 70’s by
Folland [16, 15], Folland-Stein [17] and Rothschild-Stein [53].

2.1. Homogeneous groups.

It is evident that constant coefficient operators are none other than translation-invariant operators
on the Abelian Lie group (RY, +). The models considered by Folland [16], are based on the following
viewpoint : given any set of Hormander vector fields, if there is a group operation making RY into
a (non-Abelian) Lie group such that the vector fields are translation-invariant with respect to it,
then techniques from standard harmonic analysis could be applied to obtain better estimates for
the corresponding operator.

To this end, consider a connected Lie group G = (R”,-) with the origin as identity and with its
corresponding Lie algebra g being spanned by left invariant vector fields X7, ..., X that coincide
with Oy,,...,0z, at the origin; also consider that for some r» < N, the vector fields Xi,..., X,
satisfy the Hormander’s condition at every point. Notice that, this trivially holds for r = N
since linear independence is maintained everywhere in G starting from the origin, by virtue of left
invariance and connectedness. But more intricate strucutures appear for r < NV since, in this case g
can be generated by taking the span of commutators [X;, X;], [X;, [X;, Xj]], etc. among X1,..., X,
until the full dimension NNV, is reached. In other words, the Lie algebra g = 71 ® 72 & ... D ¥; is
graded and nilpotent with some s € N such that N = Zj‘:l dim(%;), 1 = span{Xy,...,X,} and
the other subspaces inductively defined as

(.Y =Y Vjie{l,...,s—1}

(2.2) 4.4 = (0},

A graded algebra €D’_, #; with the structure (2.2), is said to be stratified. The Lie algebra g admits
a canonical map vy : g — g for every \ € (0,00), as u,\(Z;ZI Vj) = Z;Zl NVj, where V; € ¥; for
every j € {1,...,s}. Since g is nilpotent, the exponential map exp : g — G is a diffeomorphism (see
[25]) and hence vy, give rise to a one parameter family of automorphisms called dilations, d) : G — G
given by dx(z1,22,...,2n) = (A% 21, A\ 229, ..., ANz y) where a, = 1 for 1 < k < r = dim(#)
and ag = j whenever dim(%j_1) < k < dim(%j), for every k > r. This makes G a homogeneous
group with its homogeneous dimension defined by

N s
(2.3) Q=% ap=>"jdim(¥),
k=1 Jj=1

and thus, if 4 is a (bi-invariant) Haar measure on G, then we have u(6y(E)) = A2u(E) for every
measurable £ C G. Although, there are many varities of smooth group operations on RY, the
presence of homogeneous dilations d) restrict them to be polynomials. Precisely, -y = z+y+p(x,y)
where p(x, ) is a polynomial satisfying p(x,0) = 0 = p(0,y) for every =,y € RY; in other words, p
does not contain monomials, see Stein [58]. In addition, one can take x~! = —z with an appropriate
choice of coordinate system. These further imply that the Lebesgue measure of RY is invariant
under group translation and hence is a Haar measure of G, unique upto multiplicative constant.

Simply connected homogeneous Lie groups with their Lie algebra stratified as in (2.2) are called
Carnot groups of step s. There are several ways to define a homogeneous norm |.|| : G — [0, c0)
satisfying ||dxz| = A||z|| and ||z - y|| < c(||z]| + ||y||) for all z,y € G and all are equivalent. One of
the popular choices is

S Q/ e N
(2.4) 2| = (Z|mk| ak) Vo= (x1,...,25) € R,
k=1

10



Homogeneous norms give rise to left-invariant (quasi) distance functions as d(x,y) = |ly~! - z||

satisfying d(dyx,d\y) = Ad(z,y) and as a consequence, the Hausdorff dimension with respect to
d, coincides with the homogeneous dimension ). There are other ways to construct equivalent
metrics on Carnot groups; the Carnot-Carathéodory metric is an example, which is constructed
using the horizontal curves, i.e. absolutely continuous curves 7 such that +/(¢) is spanned by
Xilyys -+ » Xrly)- Since the Lebesgue measure is a Haar measure, we have |B,| = c(N)r@ for any
metric ball B, C G, regardless of the choice of metric.

A particular example of a Carnot group of step 2, is the Heisenberg Group, denoted as H" for
n > 1, where in this case N = 2n + 1. The group operation is defined as

1 n

(2.5) Ty = (331 T YLy Ton T Yo, T+ 5+ B Z(ajiyn—i—i - $n+iyi))
i=1
for every x = (x1,...,%2,,t), y = (Y1, .,Y2n,5) € H" and the Lie algebra g = R?" @ R is spanned
by the left invariant vector fields
Tpti x;
Xi = Oa, = =500 X = O,y + 5 O

for every ¢ € {1,...,n} and the only non-zero commutator 7' = 0; = [X;, X,,14]. According to the
above notions, here r = 2n and the homogeneous dimension Q) = 2n + 2.

2.2. Sub-elliptic linear operators.
The operator L =", Xi2 , so called the sub-elliptic Laplacian or sub-Laplacian, is hypoelliptic by
Hormander’s theorem if the condition (1.16) holds for X7, ..., X,, as illustrated before. Towards
obtaining better sub-elliptic estimates, first it was shown by Folland [16] that, any operator £ that
is homogeneous of degree 2 in G = (RY,-) with @ > 2, admits a unique fundamental solution
Iy € C°(G \ {0}), which is homogeneous of degree 2 — @ ie. To(dyz) = A2~%T¢(x). This
implies that for any f € C3°(G) the convolution v = f x I'g defined via group operation, solves
Lu = f. The proof is not constructive and relies on some abstract results from distribution theory.
However, for the case of sub-Laplacian in the Heisenberg group, the explicit fundamental solution
To(z) = c(n)||z|>~% was found earlier by Folland [15]. The behavior of fundamental solutions for
subLaplacian of general Carnot groups, have been studied in extensive details in the monograph
by Bonfiglioli-Lanconelli-Uguzzoni [1].

Upon obtaining fundamental solution on homogeneous groups, the estimates are usually carried
out by obtaining representation formula of the type

X; Xju=p.v. (Eu * XinF()) + Cl'j,cu
and using Calderon-Zygmund theory for the kernel K(x) = X;X;Ig(x), leading to the apriori
estimate || X; Xjullzpc) < cf|[Lullpg) for 1 < p < co. This was first carried out for Heisenberg
groups in Folland-Stein [17]. Thereafter, by introduction of Sobolev spaces HW*? (that is Sy, or
SkP as the earlier notation) involving kth order LP derivatives with respect to X1i,...,X,, the
results in [17] can be extended to obtain sharper sub-elliptic estimates

1wl gwrt2e @) < C(”'CUHHW’W(G) + ||UHHW’€»P(G))5

subsequently these techniques for homogeneous groups have been used along with the so called,
lifting and approzimation technique, and apriori estimates like the above have been obtained for
general Hormander type operators by Rothschild-Stein [53].

In addition to this, Nagel-Stein-Wainger [49] have studied properties of certain metrics that
appear naturally from family of Hormander type vector fields and based on ideas from this, a
general treatment of fundamental solutions for second order hypoelliptic operators was carried out
later by Fefferman and Sanchez-Calle, see [54, 13].
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2.3. Quasilinear sub-elliptic equation.
It is evident that the developments for sub-elliptic linear operators have remarkable structural
similarity to that of Laplacian and linear elliptic operators. Hence, it is natural to seek a cor-
responding theory of quasilinear equations in the sub-elliptic setting that is reminiscent of the
classical regularity theory for quasilinear elliptic equations.

Let Xu = (X1u,. .., X,u). The following Poincaré inequality for u € C%*(B,)

(2.6) <]{3T lu —{u}p, | d:z:) 1/p < cr(ﬂr |XulP dm) 1/p

was proved by Jerison [31], first for homogeneous groups and then for general Hérmander vector
fields following the lifting and approximation technique of [53] and exploiting certain results from
[49]. The inequality (2.6), together with doubling condition for metric balls, implies a Sobolev
embedding theorem which has been shown in different levels of generality by Garofalo-Nhieu [20],
Franchi-Lu-Wheeden [19], Hajlasz-Koskela [24]. From Moser’s iteration, this further implies the
Harnack inequalities for weak solutions u € HW P () for the, so called the sub-elliptic p-Laplacian
given by

(2.7) divy (|XuP~2%u) = 0

with divy defined by the vector fields Xi,...,X,, as shown by Capogna-Danielli-Garofalo [4].
This thereby leads to Holder continuity of weak solutions of the equation (2.7). The class of
quasilinear equations of the form divy A(Xu) = 0, which are uniformly sub-elliptic, i.e. v71[£]? <
<D.A(Z)§, £> < v|¢]2, have been studied by Capogna [3] for the Heisenberg group. For weak solutions
ue H I/V&)CQ(Q), it was shown in [3] that X;u, Tu € H VVéf(Q) by using difference quotient arguments
in exponential coordinates; thus equation differentiable and then following Sobolev inequality and
Moser’s iteration, one can conclude X;u,Tu € C’lg’ca(Q) (by this notation, here we mean Holder
continuity in the sense of Folland-Stein [18] i.e. with respect to a homogeneous metric, which has
been referred as T or T'%¢ in [3] and others).

For the equation (2.7) with p # 2, there has not been any satisfactory result for quite some
time regarding regularity of solutions higher than Holder continuity even in the Heisenberg group,
let alone Carnot groups or general Hormander vector fields. The main source of difficulty was
the non-commutativity of the vector fields Xj, ..., X, unlike the equation (1.8) in the Euclidean
setting. Regularity for Xu outside a measure-zero set, was obtained by Capogna-Garofalo [5] and for
systems, by Foglein [14]. Holder continuity of Xu was obtained for a small range of p by Domokos-
Manfredi [10] using sub-elliptic Cordes perturbation technique of [11]. Then, it was shown by
Domokos [9] that for weak solutions u € HWP(Q) of (2.7), Tu € LY (Q) for 1 < p < 4, thereby
extending an earlier result of Marchi [43]. Using this integrability result of [9], Lipschitz continuity
of u was shown by Manfredi-Mingione [42] and later improved by Mingione-Zatorska-Zhong [44] to
the range 2 < p < 4. However, the imposed restriction p < 4 could not be removed.

This begs the natural question that, if there is any C1“ regularity (I'''® as in Folland-Stein [18])
for weak solutions of the equation (2.7) atleast in the Heisenberg group, reminiscent of the classical
theory for the p-Laplace equation (1.8) in the Euclidean setting. To this end, the first result has
been recently obtained by Zhong [63] where it was shown that the weak solution u € HW1P(Q) of
(2.7), is locally Lipschitz and whenever By, C €,

1

(2.8) sup |Xu| < c(n,p)(][ | XulP aloc)5
B B,
holds for every 1 < p < oo, similarly as in (1.9). Furthermore, Holder continuity of Xu was also

shown in [63] for p > 2. However, the proof does not work for the singular case 1 < p < 2 and the
12



problem is significantly more difficult in this case. Finally, the problem is resolved in full strength
in the paper [A], where we prove the following theorem.

Theorem 2.1 ([A, Theorem 1.3]). Let 1 < p < 00,6 > 0 and u € HWYP(Q) be a weak solution of
the equation

divy ((5+ |Xu?) "2 Xu) =0

mn a domain @ C H"™. Then Xu is locally Hoélder continuous. Moreover, there exists a positive
exponent o = a(n,p) < 1 such that for any ball By, C Q and any 0 < r < 1y, we have

T\ 2\2 5
max oscp, Xju < c( ) ( (0 + |Xul?)2 dm) ,
1<I<2n 70 By,

for some ¢ = ¢(n,p) > 0.

This combined with (2.8), implies || Xulco.a(p,r2n)y < c(n,p)|Xull1p(B,,r2n), When Ba. C €,
for every weak solution u € HW1P(Q) of (2.7). The theorem is proved first for § > 0 to en-
sure differentiablity of the equation by virtue of [3]; then the limit § — 0 is taken upon the
uniform estimate. The main idea behind the proof of Theorem 2.1 is to use the truncation
v = min (p(r)/8, max(u(r)/4 — Xju,0)) with p(r) = maxi<i<onsupp, |Xiul, similarly as (1.10)
and use Moser’s iteration and De Giorgi’s arguments together with an integrability estimate of Tu,
obtained in [63].

The ideas and techniques of [63] and [A] were applied for more general quasilinear equation of
the form divy A(¥u) = 0, which has structure condition similar to (1.7) with F(t) = g(t)/t for a
given C! function g satisfying

/
(2.9) 0 < tg'(1) <gg forallt>D0,

for some constants gg > 0 > 0 (this 0 is a fixed constant and the usage is different from that in
Theorem 2.1). The condition (2.9) have been previously introduced by Lieberman [41], in order to
produce a natural extension of the structure conditions previously considered by Ladyzhenskaya and
Ural’tseva [37]. Thus, the equation can be degenerated or singular, depending on the behavior of F;
however (2.9) ensures that g is doubling and non-decreasing, which is necessary for the purpose. In
this case, the natural domain for weak solutions is the horizontal Orlicz-Sobolev space HW1E(Q)
for G(t fo g(s)ds, see [B] for the definition.

Theorem 2.2 ([B, Theorem 1.1], [C, Theorem 1.3]). Let u € HWYS(Q) be a weak solution of the
equation divg A(Xu) = 0 where the matrix DA is symmetric and satisfies the structure condition

g(2]) 9(=)

2.,
(2.10) 2] o

I€1* < (DA(2)&,€) < L
|A(2)] < Lg(]z]),

for every z,£ € R®™, where L > 1, G(t fo s)ds and g satisfies condition (2.9) with go > 6 > 0.
Then Xu is locally Hélder contmuous and there exists positive constants o = o(n,go, L) € (0,1)
and ¢ = ¢(n, 0, go, L) > 0 such that for any By, C Q and 0 < r < r¢/2, we have

(i) sup G(|Xu|) < (_cQ][ G(|Xul|)dz  for any T € (0,1);
(2.11) Brr
(i7) 123)2(71][ G(|Xiu —{Xu}p,|) de < c ][ G(|Xul)d

13



The proof of the first part of Theorem 2.2, requires an adaptation of the arguments in [63]; the
whole of the paper [B] is devoted to this. The second part follows similarly as the proof of Theorem
2.1 in [A], which has been provided in [C].

Finally, we also consider equations of the form divy A(z,u, Xu) + B(x,u,Xu) = 0 in order to
reproduce the classical regularity results of the equation (1.11), in the Heisenberg group. We show
the Harnack inequalities and hence, the Hélder continuity of solutions, with structure conditions
similar to (1.12) in [C], along the same lines of [61, 41]. In addition, assuming the following structure
condition

g(zl) €12 < (D, Az, u,2) €,€) < G €%

E E
(212 A, 2) = Ay w,2)] < (1 +g(2D) (o = ul* + fu— w]*);
Bu,2)| < I'(1+g(eD)lel

for every x,y € Q, u,w € [—~My, M| and z, ¢ € R*", for some « € (0,1], My > 0, g satisfying (2.9)
and L,L' > 1, we also prove C1“ regularity following arguments of [2, 21].

Theorem 2.3 ([C, Theorem 1.2]). Let u € HWLE(Q) N L>®(Q) be a weak solution of
divyg A(z,u, Xu) + B(z,u, Xu) = 0,

with G(t) = fgg(s)ds and |u| < My in Q. Suppose the structure condition (2.12) holds for some
LI’ > 1,a € (0,1] and a function g satisfying (2.9) for some gy > & > 0, then there exists a
constant B = B(n,d, go,, L) € (0,1) such that u € C'IIO’CB(Q) and for any open ' CC Q, we have

(2.13) [ Xu|cos(or ey < C(n,0, 90,0, L, L', My, g(1), dist (€, 092)).

Thus, from the progress in [A, B, C], now it is evident that the regularity theory for Heisenberg
group is the same as that in the classical Euclidean setting. This should pave the way for further
developments in sub-elliptic theory, in the setting of more general Carnot groups and general
Hormander vector fields.
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C'*-REGULARITY FOR VARIATIONAL PROBLEMS IN THE
HEISENBERG GROUP

SHIRSHO MUKHERJEE AND XIAO ZHONG

ABSTRACT. We study the regularity of minima of scalar variational integrals of
p-growth, 1 < p < 0o, in the Heisenberg group and prove the Hoélder continuity of
horizontal gradient of minima.

1. INTRODUCTION

Following [40], we continue to study in this paper the regularity of minima of
scalar variational integrals in the Heisenberg group H",n > 1. Let €2 be a domain
in H* and u :  — R a function. We denote by Xu = (Xju, Xou, ..., Xo,u) the
horizontal gradient of u. We study the following variational problem

(1.1) I(u):/ﬂf(%u)dac,

where the convex integrand function f € C?(R?";R) is of p-growth, 1 < p < co. It
satisfies the following growth and ellipticity conditions

(8 + |27 € < (D*f(2)€,€) < L6 + |22) % ¢
IDf(2)] < L8+ |2 |2

for all z,¢ € R?", where § > 0, L > 1 are constants.

It is easy to prove that a function in the horizontal Sobolev space HWP(Q)
is a local minimizer of functional (1.1) if and only if it is a weak solution of the
corresponding Euler-Lagrange equation of (1.1)

(1.2)

(1.3) divy (Df(Xu)) = ZX (D;f(Xu)) = 0.

where Df = (D1f,Dof,..., Dy, f) is the Euclidean gradient of f. See Section 2
for the definitions of horizontal Sobolev space HW!F(Q), weak solutions and local
minimizers.
A prototype example of integrand functions satisfying conditions (1.2) is
p
flz) = (0+12%)>
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2 SHIRSHO MUKHERJEE AND XIAO ZHONG

for a constant 6 > 0. Then the Euler-Lagrange equation (1.3) is reduced to the
non-degenerate p-Laplacian equation

p—2
(1.4) divy ((6 + |Xul?) * Xu) =0,
when ¢ > 0, and the p-Laplacian equation
(1.5) divy (|XulP?Xu) =0,

when § = 0. The weak solutions of equation (1.5) are called p-harmonic functions.
For the regularity of weak solutions of equation (1.3), the second author proved
in [40] the following theorem, Theorem 1.1 of [40], from which follows the Lipschitz
continuity of weak solutions for all 1 < p < oco. We remark that this result holds
both for the non-degenerate case (6 > 0) and for the degenerate one (6 = 0). We
also remark that it holds under a bit more general growth condition on the integrand
function f than (1.2). Precisely, in [40] the integrand function f is assumed to satisfy

6+ )7 I6P < (D*f(2)6.8) < LG+ [¢
IDF(2)] < L(S + |27
for all z,¢ € R?™, where § > 0, L > 1 are constants.
Theorem 1.1. Let 1 < p < o0, 6 > 0 and w € HW™P(Q) be a weak solution

of equation (1.3) satisfying the structure condition (1.6). Then Xu € L2 ($;R*™).
Moreover, for any ball Bs,. C §2, we have that

1.7 Xu| < 5+ |xul?)2 d %,
(1.7) sgrp| u\_c<]{32T(+]u\) :L‘)

where ¢ > 0 depends only on n,p, L.

Here and in the following, the ball B, is defined with respect to the Carnot-
Caratheodory metric (CC-metric) d; Bs, is the double size ball with the same center,
see Section 2 for the definitions.

The second author also proved in [40] that the horizontal gradient of weak solutions
of equation (1.3) is Holder continuous when p > 2. We remark again that this result
holds under the condition (1.6), and that it holds both for the non-degenerate case
(0 > 0) and for the degenerate one (6 = 0).

Theorem 1.2. Let 2 < p < 00, § > 0 and v € HWY(Q) be a weak solution of
equation (1.3) satisfying the structure condition (1.6). Then the horizontal gradient
Xu is Hélder continuous. Moreover, there is a positive exponent o = a(n,p, L) <1
such that for any ball B,, C Q) and any 0 < r < rg, we have

(1.8) max oscp Xju < c<£)a<][ (6 + ‘%u|2)§ dx);,
B

(1.6)

1<I<2n 0
where ¢ > 0 depends only on n,p, L.

We refer to the paper [40] and the references therein, e.g. [24, 19, 18, 26, 2, 3, 4, 8,
10, 17, 14, 15, 13, 33, 34, 32] for the earlier work on the regularity of weak solutions
of equation (1.3).

The result in Theorem 1.2 leaves open the Holder continuity of horizontal gradient
of weak solutions for equation (1.3) in the case 1 < p < 2. In this paper, we prove
that the same result holds for this case, under the structure condition (1.2). This is
the main result of this paper.
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Theorem 1.3. Let 1 < p < 0o, § > 0 and w € HW'(Q) be a weak solution of
equation (1.3) satisfying the structure condition (1.2). Then the horizontal gradient
Xu is Hélder continuous. Moreover, there is a positive exponent o = a(n,p, L) <1
such that for any ball B,, C Q2 and any 0 < r < ry, we have

1

(1.9) max oscg, Xju < C(L>a<][ (5+ |%u|2)§ dx)g,
Bry

1<i<2n To
where ¢ > 0 depends only on n,p, L.

For p # 2, it is well known that weak solutions of equations of type (1.3) in
the Euclidean spaces are of the class C1%, that is, they have Holder continuous
derivatives, see [39, 29, 16, 12, 30, 37]. The C"*-regularity is optimal when p > 2.
This can been seen by examples. Theorem 1.3 shows that the regularity theory for
equation (1.3) in the setting of Heisenberg group is similar to that in the setting of
Euclidean spaces.

The proof of Theorem 1.3 is based on De Giorgi’s method [11] and it works for all
1 < p < oco. The approach is similar to that of Tolksdorff [37] and Lieberman [31]
in the setting of Euclidean spaces. The idea is to consider the double truncation
of the horizontal derivative X;u,l = 1,2, ...,2n, of the weak solution u to equation
(1.3) satisfying the structure condition (1.2) with 6 > 0

v = min (ju(r) /8, max(u(r)/4 — Xyu,0)),

where

plr) = max Sup | Xiul,
and B, C Q) is a ball. The whole difficulties of this work lie in proving the following
Caccioppoli type inequality for v. In the following lemma, n € C3°(B,) is a non-
negative cut-off function such that 0 < n < 1in B,, n = 1 in B,; and that
|Xn| < 4/r, |XXn| < 16n/r? |Tn| < 32n/r* in B,.

Lemma 1.1. Let v > 1 be a number. We have the following Caccioppoli type
inequality

B, |}~ 1/
/ 0T X R dr < o(B + 2)2L,u(7“)4</ PP dx) !

r2
T T

for all 8 >0, where ¢ = ¢(n,p, L,y) > 0.

The proof of Lemma 1.1 is based on the integrability estimate for Tu, the vertical
derivative of u, established in [40], see Lemma 2.4 and Lemma 2.5. To prove Lemma
1.1, we consider the equation for Xju, see equations (2.3) and (2.4) of Lemma 2.1 in
Section 2. We take the usual testing function

0 = 77B+4U6+3

for equations (2.3) and (2.4), where § > 0. In the case p > 2, when equation
(1.3) is degenerate, the proof of Lemma 1.1 is not difficult. On the contrary, in
the case 1 < p < 2, when equation (1.3) is singular, it is dedicated to prove the
desired Caccioppoli inequality in Lemma 1.1. In order to prove Lemma 1.1, we
prove two auxiliary lemmas, Lemma 3.1 and Lemma 3.2, where we establish the
Caccioppoli type inequalities for Xu and Tu involving v. The essential feature of
these inequalities is that we add weights such as the powers of |Xu/, in order to deal
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with the singularity of equation (1.3) in the case 1 < p < 2. The proof of Lemma
1.1 is given in Section 3.

Once Lemma 1.1 is established, the proof of Theorem 1.3 is similar to that in the
setting of Euclidean spaces. We may follow the same line as that in [40]. The proof
of Theorem 1.3 is given in Section 4. The proof of the auxiliary lemma, Lemma 3.1,
is given in the Appendix.

2. PRELIMINARIES

In this section, we fix our notation and introduce the Heisenberg group H" and
the known results on the sub-elliptic equation (1.3).

Throughout this paper, ¢ is a positive constant, which may vary from line to
line. Except explicitly being specified, it depends only on the dimension n of the
Heisenberg group, and on the constants p and L in the structure condition (1.2).
But, it does not depend on ¢ in (1.2).

2.1. Heisenberg group H". The Heisenberg group H" is identified with the Eu-
clidean space R?"*! n > 1. The group multiplication is given by

1 n
vy = (1 + Y1, .. Ton + Yon, t + 5+ B ;(ﬂ%ynﬂ — Tniilli))

for points * = (x1, ..., 29, 1),y = (Yy1,--.,Y2n,s) € H". The left invariant vector
fields corresponding to the canonical basis of the Lie algebra are

T4 i
X, =0, — 2* Oy Xppi = 0O, + 5@,

and the only non-trivial commutator
T = at = [Xz; Xn—H] = XzXn—H - Xn—l—zXz

for 1 < i < n. We denote by X = (X1, Xs,..., Xo,) the horizontal gradient. The
second horizontal derivatives are given by the horizontal Hessian XXu of a function w,
with entries X;(X;u),7,7 = 1,...,2n. Note that it is not symmetric, in general. The
standard Euclidean gradient of a function v in R¥ is denoted by Dv = (D, ..., Dyv)
and the Hessian matrix by D?v.

The Haar measure in H" is the Lebesgue measure of R*"*1. We denote by | E| the
Lebesgue measure of a measurable set £ C H"” and by

][Efdx:ﬁ/Efdx

the average of an integrable function f over set E.

A ball By(z) = {y € H" : d(y,x) < p} is defined with respect to the Carnot-
Caratheodory metric (CC-metric) d. The CC-distance of two points in H" is the
length of the shortest horizontal curve joining them.

Let 1 < p < oo and 2 C H"” be an open set. The horizontal Sobolev space
HW?P(Q) consists of functions u € LP(Q) such that the horizontal weak gradient
Xu is also in LP(Q2). HW'?(Q), equipped with the norm

[l mwie@) = lul @) + [ Xu] o),
is a Banach space. HW,?(Q) is the closure of C5°(€) in HWP(Q) with this norm.
We denote the local space by HW,-7(€).

loc
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The following Sobolev inequality hold for functions u € HW,(B,),1< ¢ < Q =
2n + 2,

(2.1) ][ |u|Q qdm o <cr ][ |%u|qu :

where B, C H" is a ball and ¢ = c(n q) >

2.2. Known results on sub-elliptic equation (1.3). A function u € HW'P(Q)
is a local minimizer of functional (1.1), that is,

/Qf(aeu)dxg/QfoeuHap)dx

for all ¢ € C§°(Q), if and only if it is a weak solution of equation (1.3), that is,

/Q<Df(3€u),%g0> dz = 0

for all p € C°(Q2).
In the rest of this subsection, v € HW1?(Q) is a weak solution of equation (1.3)
satisfying the structure condition (1.2) with ¢ > 0. By Theorem 1.1, we have that
Xu € L2 (Q; R™).

Thanks to this and to the fact that we assume § > 0, equation (1.3) is uniformly
elliptic. Then we can apply Capogna’s results in [3]. Theorem 1.1 and Theorem 3.1
of [3] show that Xu and T'u are Hélder continuous in €2, and that

(2.2) Xue HWV2(QGR™), Tue HWL2(Q) N LE(Q).

loc loc

With the above regularity, we can easily prove the following three lemmas. They
are Lemma 3.1, Lemma 3.2 and Lemma 3.3 of [40], respectively. We refer to [40] for
the proofs.

Lemma 2.1. Let vy = Xju,l =1,2,...,n. Then v; is a weak solution of

(23) Y Xi(D;Dif (Xu)Xj00) + Y Xi(Dpa Di f(Xu)Tw) + Dy f(X11)) = 0;

ij=1 i=1
Let vy = Xpqu, L =1,2,...;n. Then v,y is a weak solution of

2n 2n

(24) D Xi(D;Dif (Xu)Xjvnir) = Y Xi(DiDif (Xu)Tu) — T(Dif (Xu)) = 0;

ij=1 i=1

Lemma 2.2. Tu is a weak solution of

(2.5) > Xi(D;Dif(Xu)X;(Tu)) = 0.

1,5=1

Lemma 2.3. For any 5 > 0 and all n € C§°(2), we have

/772((5—1— ‘fu‘Z)p%|Tu’5‘%(Tu)’2 dr < %1)2/ |_‘£77|2(5_'_ ‘%uyg)%‘Tu‘burQ d.
@ Q

(8

where ¢ = c¢(n,p, L) > 0.
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The following lemma is Corollary 3.2 of [40]. It shows the integrability of Tu. It is
critical for the proof of the Holder continuity of the horizontal gradient of solutions
w in [40].

Lemma 2.4. For any 8 > 2 and all non-negative n € C§°(Y), we have that

p=2 p+B
/ 0’26+ [Xul?) 7 [Tl dx < C(B)K% (6 4 |Xul?) E dx,
Q

spt(n)

where K = ||Xn||2« + [|[nTn||z~ and c(B) > 0 depends on n,p, L and 3.

In this paper, we need the following version of Lemma 2.4, which is a bit stronger.
The reason that this stronger version holds is that we have a stronger structure
condition (1.2) than that one (1.6) in [40].

Lemma 2.5. For any 5 > 2 and all non-negative n € C§°(S2), we have that

/ 7},3+2(5 + !%uP)Z’TﬂTuyﬁH dr < c(ﬁ)KﬁQ“/ (5 + ’%u‘z)%ﬂ%u‘gﬁ iz,
Q

spt(n)

where K = ||Xn||2« + [|[nTn||z~ and c(B8) > 0 depends on n,p, L and 3.
The following corollary follows easily from Lemma 2.3 and Lemma 2.5.

Corollary 2.1. For any q > 4 and all non-negative n € C$°(2), we have
22 a p=2
/ n?2 (0 + | Xul?) 2 | Tul' 2% (Tuw)|)* do < c(q)K# (6 + |%ul?) 7 |Xul? dx,
Q

spt(n)

where K = ||Xn||2« + 0Tz~ and c(q) = ¢(n,p, L,q) > 0.

In the rest of this subsection, we comment on the proof of Lemma 2.5. The proof
of Lemma 2.5 is almost the same as that of Lemma 2.4 in [40]; it requires only minor
modifications. Lemma 2.4 follows from two lemmas, that is, Lemma 3.4, Lemma 3.5
in [40]. To prove Lemma 2.5, we need stronger versions of Lemma 3.4 and Lemma
3.5 of [40], which we state here. The following lemma is a stronger version of Lemma
3.4 of [40].

Lemma 2.6. For any 5 >0 and all n € C§°(2), we have

[P0 12u) = 2l 3 do <e [ (Rl alTal) 5+ Ral) 202 do
@ Q

+c(8 + 1)4/ n* (6 + ]%u|2)%]%u|5\TU|2 dz,
0

where ¢ = ¢(n,p, L) > 0.

The proof of Lemma 2.6 follows the same line as that of Lemma 3.4 of [40] with

minor modifications. To prove Lemma 3.4 of [40], one uses ¢ = n*(0 + |%u|2)6/ X
as a testing function for equations (2.3) when [ = 1,2,....,n and for equation (2.4)
when [ =n+ 1,n+ 2,...,2n. Now, to prove Lemma 2.6, we use instead the testing
function ¢ = n?|Xul’Xu. The proof then is the same as that of Lemma 3.4 of
[40] with obvious changes. To get through the proof, we remark that the structure
condition (1.2) is essential. We omit the details of the proof of Lemma 2.6.

The following lemma is a stronger version of Lemma 3.5 of [40].
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Lemma 2.7. For any 5 > 2 and all non-negative n € C5°(2), we have

p—2
/ 02 (8 + [Xul?) 7 |Tul’|XXul* do
Q

< (B +1)2|Xn])5 / n? (5 + \%u!Q)p%\%u!2|Tu|5’2|%%u]2 dz,
Q

where ¢ = c¢(n,p, L) > 0.

The proof of Lemma 2.7 is almost the same as that of Lemma 3.5, with obvious
minor changes. The only difference is that we use the structure condition (1.2)
whenever the structure condition (1.6) is used in the proof of Lemma 3.5 in [40]. We
omit the details.

Once Lemma 2.6 and Lemma 2.7 are established, the proof of Lemma 2.5 is exactly
the same as that of Lemma 2.4 in [40].

3. PROOF OF THE MAIN LEMMA, LEMMA 1.1

Throughout this section, v € HW!'?(Q) is a weak solution of equation (1.3)
satisfying the structure condition (1.2) with 6 > 0. For any ball B, C €2, we denote
fort=1,2,...,2n,

(3.1) pi(r) = sup[Xul, - p(r) = max pui(r).

Now fix [ € {1,2,..,2n}. We consider the following double truncation of X;u
(3.2) v = min (p(r)/8, max(u(r)/4 — Xiu,0)).

We denote

(3.3) E={zeQ:pr)/8<Xmu<pu(r)/i}.

We note the following trivial inequality, which we use several times in this section
(3.4) u(r)/8 < |Xu| < (2n)Y2u(r) in EN B,.

It follows from the regularity results (2.2) that

(3.5) Xve L (QR*™), Tve L (Q)

and moreover

I PR A R T PRl 8

We note that the function
p—2
ht) = (6+1%) =t

is non-decreasing on [0,00) if 6 > 0 and ¢ > 0 such that p+ ¢ — 2 > 0. Thus we
have the following inequality, which is used several times in this section
—2 —2
(3.7) (6 + |ffu|2)p7|%u\q <c(n,p,q)(0+ u(r)z)%u(r)q in B,,
where c(n, p,q) = (2n) @ P=2/2if p > 2 and c(n,p,q) = (2n)¥?if 1 < p < 2.

To prove Lemma 1.1, we need the following two lemmas. The first lemma is similar
to Lemma 3.3 of [40]. In this lemma, we prove a weighted Caccioppoli inequality
for Xu involving v. It has an extra weight |Xu|?, comparing to that in Lemma 3.3
of [40]. This is essential for us to deal with the case 1 < p < 2 when equation (1.3)
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is singular. The proof is also similar to that of Lemma 3.3 of [40]. It is standard,
but lengthy. We give a detailed proof in the Appendix.

Lemma 3.1. Let 1 < p < co. For any 8 > 0 and all non-negative n € C5°(Q2), we
have that

/9176“116“ (6 + |3€u|2)p?;2|f{u|2|%%u|2 dx
< c(B+2)° /Q 0’ (10> + n|Tn|) v (5 + \%u!Q)%\%u]‘l dx
+c(B +2) /Q n’ 0% (6 + |3€u|2)p7_2]%u|4|%v|2 dx
+ 6/977,8+2U5+2 (6 + |%u|2)p%2|%u|2|Tu|2 du,

where ¢ = c¢(n,p, L) > 0.

In the following is the second lemma that we need for the proof of Lemma 1.1,
where we prove a weighted Caccioppoli inequality for 7w involving v. It has a weight
| Xu|*, which is needed for us to deal with the case 1 < p < 2. To state the lemma,
we fix, throughout the rest of this section, a ball B, C 2 and a cut-off function
n € C§°(B,) that satisfies

(3.9) 0<n<1 inB,, n=1 inB,,
and
(3.10) |Xn| < 4/r, |XXn| <16n/r*, |Tn| <32n/r* in B,.

Lemma 3.2. Let B, C 2 be a ball and n € C§°(B,) be a cut-off function satisfying
(3.9) and (3.10). Let 7 € (1/2,1) and v € (1,2) be two fized numbers. Then, for
any > 0, we have

p—2
/ nr(ﬁ+2)+4 o7 (B+4) (5 + |xu|2)T|xu|4|%(Tu)|2 dx
(3.11) ¢

’1—7’ p—2

B, p=2
< C(ﬁ + 2>2T |'r2(2—7') (5 + M(T)2) : M(T)G J7,

where ¢ = c¢(n,p, L, 7,7) > 0 and

15

B3
(3.12) J:/ 0 TR Xu P de + u(’r’)4|T(/ n”ﬁvwdx> :

T

2=

r

Proof. We denote by M the left hand side of (3.11)
p—2
(3.13) M = / T T (§ 4 | Xul?) 2 | Xul!| X (Tu)|? d,
Q

where 1/2 < 7 < 1. We use the following function

© = ,’77(5+2)+4 ,UT(,B+4) |%u’4 Tu
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as a testing function for equation (2.5). We obtain that

/ Z T (B+D+4 7 (B+4) ’xu\‘lD D, f(Xu)X;Tu X;Tudz

4,7=1

—(T(B+2)+4) / Z pmBHDE3 D XY TuD; Dy f (Xu) X;Tu Xin da

7,7=1

(3.14)
T(B+4) / Z p B2+ T D 2y A TuD; D, f (Xu) X, Tu Xv da

i,7=1

—4/ Z pm BT T |2 XuTuD; D f (Xu) X;Tu X, Xu dx
i,5,k=1
=K+ Ky + K3,

where the integrals in the right hand side of (3.14) are denoted by K7, K», K3 in
order, respectively. We estimate both sides of (3.14) as follows. For the left hand
side, we have by the structure condition (1.2) that

p—2
(3.15)  left of (3.14) > / T DT GTE (5 4 | Xul?) 7 | Xul*|X(Tw)? de = M.
Q

For the right hand side of (3.14), we estimate each item K, i = 1,2, 3, one by one.
To this end, we denote

(3.16) K = / 2 DEDH6 L CrDEH) (5 1 20f2) T | Xl | Tu2|X(Tw)|? de.
Q

First, we estimate K by the structure condition (1.2) and Holder’s inequality. We
have

| K| Sc(ﬁ+2)/n T8 T (§ 4 | Xuf? ) |:£u| | Tu||X(Tw)||%n| do
(3.17) ¢

1

Se(@+ DR [t (5 4 1) S el ),
Q

where ¢ = ¢(n,p, L,7) > 0.
Second, we estimate K also by the structure condition (1.2) and Hélder’s inequal-
ity. We have

| | §6(6+2)/n T O (5 4 |xul?) T | Xul! Tl X(Tw)| | Zo|de
(3.18) ¢

1

<c(B+2)K 2(/77‘”4 P25 + | Xul? ) yasu| |3€v|2dx> .
Q

Finally, we estimate K3. In the following, the first inequality follows from the
structure condition (1.2), the second from Hélder’s inequality and the third from
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Lemma 3.1. We have

p—2

| K| < c/ T DT GTE (5 4 | Xul?) 7 | Xuf| Tl |X(Tw)| | X Xu| do
Q

(3.19) < cf(é(/ nP iyt (5 + ]%u|2)%|%u|2\%%ul2 dac) :
Q

<c K2 I%,
where [ is the right hand side of (3.8) in Lemma 3.1

I =c(f+2)° / P2 (6 4+ %) T [2ul (|%0] + n|Tn]) de
Q

(3.20) + (B + 2)2/ P2 (5 + ]%u\Z)% | Xul*|Xv|* dx
Q

p—2
+ c/ NPt (§ + | Xul?) F | Xul*|Tul® de.
Q

and ¢ = ¢(n, p, L) > 0. Notice that the integrals on the right hand side of (3.17) and
(3.18) are both controlled from above by I. Hence, we can combine (3.17), (3.18)
and (3.19) to obtain that

K| + | K| + | K| < cK213,
from which, together with the estimate (3.15) for the left hand side of (3.14), it
follows that
(3.21) M < cK2Iz,

where ¢ = ¢(n,p, L, 7) > 0. Now, we estimate K by Holder’s inequality as follows.
27—1

K S(/n7(6+2)+4v7(ﬂ+4)(5+|f£u|2)p§|f£u|4|1£(Tu)|2 dx) .
Q

1—-7

(3.22) y </nfg+4(§+ %ul?)"T | 2ul | Tul 2 |2 (Tu) da:) -
Q

1—7

27—1
=M G+,

where M is as in (3.13) and we denote by G the second integral on the right hand
side of (3.22)

(3.23) G= / st (6 + ]%u\z)%ﬁumTu\l%]%(Tu)\z dr.
0

Now (3.22) and (3.21) yield that
(3.24) M < cGYTIT,

where ¢ = ¢(n,p, L,7) > 0. To estimate K, we estimate G and I from above. We
estimate G by Corollary 2.1 with ¢ = 2/(1 — 7), and we obtain that

G <en(r)! [ a7 (6 + %)% [Puft (TP da

(3.25) <

c+2,u(r)4/ (6 + ]%u|2)¥|%u|qd:€

rd

C p=2
< IBA (0 pr)?) 7 (),

T
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where ¢ = ¢(n,p, L, 7) > 0 and in the last inequality we used (3.7).
Now, we fix 1 < v < 2 and estimate each term of I in (3.20) as follows. For the
first term of I, we have by Holder’s inequality and (3.7) that

p—

/Qnﬁ“vﬁ“(é +1%uf) T [zl (|20 + 0 Tnl) da
(3.26) b2 s 3
< £(5+u(r)2)2M<T)8|BT’1—7</ 7776'0’75 dx)w

72

r

For the second term of I, we have by (3.7) that

/ n’ P2 (5 + |Z¥u|2)%|%u|4|%v|2 dx
Q
(3.27) -

<c(0+ u(r)z)Q,u(r)4/ 0 TP %o da

r

For the third term of I, we have that

p—2
/ NP (S + | Xul?) ? | Xl Tl da
Q

v p—2 v 1-2
< (/7]72—1(6—1- | Xul?) |f£u|2|Tu]% dx) !
(3.28) “ . N
% (/an(6+2)vv(ﬁ+4) (5+ |}:u|2)T|3€u|2 dm)v

1

< % (6 + p(r)?) %M(T)B\BTP‘% (/ LI da:) Bl

By
where ¢ = ¢(n,p,L,v) > 0. Here in the above inequalities, the first one follows
from Hélder’s inequality and the second from Lemma 2.5 and (3.7). Therefore, the
estimates for three items of I above (3.26), (3.27) and (3.28) give us the following
one for

p—2

(3.29) I <c(B422(8+pu(r)?) 7 plr)J,
where J is defined as in (3.12)

|1—l 1

B, 5
J:/ 0P | Xu P de + ,u(r)4—| 5 </ nPyP d;c)w.
B, r B,

Now from the estimates (3.25) for G and (3.29) for I, we obtain the desired estimate
for M by (3.24). Combing (3.25), (3.29) and (3.24), we end up with

T |B7’|17T pr2 T
(3.30) M < c(B+2)° 5= (64 p(r)?) 2 pu(r)J,
where ¢ = ¢(n,p, L, 7,7) > 0. This completes the proof. OJ

Now we prove the main lemma, Lemma 1.1. We restate Lemma 1.1 here.

Lemma 3.3. Let v > 1 be a number and for B, C Q, n € C(B,), be a cut-
off function satisfying (3.9) and (3.10). We have the following Caccioppoli type
inequality

B.|1-1/ 1/
(3.31) / n TP X P dr < C(B+2)2M(T)4L</ nwvwdx> !

r2
T T
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for all p >0, where ¢ = ¢(n,p, L,y) > 0.

Proof. We note that we may assume that v < 3/2, since otherwise we can apply
Holder’s inequality to the integral in the right hand side of the claimed inequality
(3.31). So, we fix 1 <y < 3/2. Recall that

v =min (u(r)/8, max(p(r)/4 — Xju,0)),

where [ € {1,2,...,2n}. We only prove the lemma for [ € {1,2,...,n}; we can prove
the lemma similarly for [ € {n+1,n+2,...,2n}. Now fix [ € {1,2,....,n}. Let >0
and n € C§°(B,) be a cut-off function satisfying (3.9) and (3.10). We use

= nﬁ+4vﬂ+3

as a test function for equation (2.3) to obtain that

2n 2n
- / > D;iDif (¥u) X; XjuXip do = / > DuuDif (Xu)TuXp dz
(3.32) 2ij=1 2=

— /Q T(Dysi f (Xu))p da.

Note that
Xip = (843" 2 X + (B + 40 P X,
Thus (3.32) becomes

2n
—(B+3 PP 2D D, f (%) X, XuXv de
J J
Q.

ij=1

2n
=(B+4) / Z 03P D, Dy f (u) X; XX m da
Q-

i,j=1

2n
(3:33) +(B+4) / > D, D, f (%) TuXon da
Q=1
2n
+(B+3) / Z 0P P2 D, Dy f (Xu) Xv Tu da
Q=1
- / Nt T Dyt f (X)) da.
Q
Note that
Xle—XlXj:O, 1f]7én—{—l,
and that

X Xi — Xi Xy = —T.

Therefore we have
2n 2n
> DD f(Xu)X;XuXin + Y Dy Dif (Xu)TuXim
ij=1 i=1
2n 2n
= D;Dif (Xu) X, X;uXin = > X, (Dif (Xu)) Xpn.

ij=1 i=1
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Now we can combine the first two integrals in the right hand side of (3.33) by the
above equality. Then (3.33) becomes

2n
—(p+ n- D, u) X ; XuX;vdx
B+3 PP 2D D, f (Xu) X; XjuXv d
O

ij=1

2n
= (B ) [ S (Duf () X d
€ =1
+ (B +3) / Z 0P 40P 2D, D f (%u) XovTu da
€ =1

—/n5+4vﬁ+3T(Dn+lf(.’fu)) dx
Q
=L+ 1+ I

Here we denote the terms in the right hand side of (3.34) by I, I5, I3, respectively.
We will estimate both sides of (3.34) as follows. For the left hand side, we have
by the structure condition (1.2) that

left of (3.34) > (B + 3) / nP P2 (5 + |%u!2)p2;2|%0|2dx
(3.35) .

> co(B+2)(6+ u(r)2)% / nP P2 xXu)? du,

B,

where ¢y = ¢o(n,p, L) > 0. Here we used (3.6) and (3.4).
For the right hand side of (3.34), we claim that each item Iy, I5, I3 satisfies the
following estimate

|| < %(ﬁ +2) (8 + p(r)?) p2 / PP 2| X2 da
(3.36) Br
. Br 1-1/v 2 1/4
et + 2" P 6 ) T | rteas)”

T

where m = 1,2,3, 1 < v < 3/2 and ¢ is a constant depending only on n,p, L and
7. Then the lemma follows from the estimate (3.35) for the left hand side of (3.34)
and the above claim (3.36) for each item in the right. This completes the proof of
the lemma, modulo the proof of the claim (3.36).

In the rest of the proof, we estimate I, Is, I3 one by one. First, for I;, we have
by integration by parts that

2n

L= ~(6+4) [ 3" DX ("0 Xin) e
Q

i=1
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from which it follows by the structure condition (1.2) that
p—2
|| <e(B+ 2)2/ P20 (6 + | Xul?) 7 | Xu|(|Xn]? + n|XXn|) do
Q

(a2 [P (5 o l?) ' xul 20 %] da
(3.37) ) “ s
< 772(5 +2)%(0 + p(r)?) ,u(r)4/ n°v? dx

LB 2P ) T nr)? [ o o) do

T

where ¢ = ¢(n,p, L) > 0. Here the second inequality follows from (3.7), from the
definitions of u(r) and v, and from the factor that the support of 7 lies in B,. Now
we apply Young’s inequality to the last term of inequality (3.37) to end up with the
following estimate for I;.

|| < %0(5 + 2)(5—1—@(7")2)1)22/ nﬁ’“"z}ﬁ”]%v]? dx
(3.38) 8

+ %(6 +2)°(6 + p(r)?) %u(r)“/ nof da,

T

where ¢ = ¢(n,p, L) > 0 and ¢y is the same constant as in (3.35). Now the claimed
estimate (3.36) for I; follows from the above estimate (3.38) and Hélder’s inequality.
Second, to estimate I5, we have by the structure condition (1.2) that

B < e(B+2) [ g6 4 %) T ol Tl do,
Q

from which it follows by Hoélder’s inequality that
Bl <e(@ +2)( [ #1025+ ) 3o do)
E

1

(3.39) X ( / P2y 842 (5 |%u|2)% dxﬁ
E

X (/nq(5+ ]%u\2)¥]Tu]q d:z:')g,
Q

where ¢ = 2v/(y — 1). Here we used (3.6) so that in the second integral we can put
the integration domain to be the set £, defined as in (3.3). This is critical, otherwise
we would not have estimate for this integral and for the first integral in the case
1 < p < 2. But now in set E we have (3.4), and we have the following estimates for
these two integrals for the full range 1 < p < oc.

p—=2 p=2
(3.40) / NPt (6 + | Xul?) | Xv)P de < (6 + p(r)?) / n P2 X de,
E

T

and

p—2

p—2 p—2
(3.41) / n/EEDE) (5 41 %uf?) 7 do < (6 + p(r)?) 2 u(r)h/ PP de,
Io :
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where ¢ = ¢(n,p) > 0. We estimate the last integral in the right hand side of (3.39)
by Lemma 2.5. We have

/nq(6+ |3€u|2)p%|Tu|q dr < %/ (6 + |3€u|2)”%|3€u\q dx
(3.42) o " /B,
C|BT| 2 % q
< 7(54‘ p(r) ) p(r)?,
where ¢ = ¢(n,p, L,v) > 0. Here we used (3.7) again. Now combining the above
three estimates (3.40), (3.41) and (3.42) for the three integrals in (3.39) respectively,
we end up with the following estimate for I,

1

1l < e+ 2L G o) T2 ([ o an) ([ ot an)”
r B B,

from which, together with Young’s inequality, the claim (3.36) for I follows.
Finally, we prove (3.36) for I3. Recall that

I3 = — / T]B+4UB+3T(Dn+lf(%u)) dx.
Q

Due to the regularity (3.5) for v, integration by parts yields
I3 = / Dn+lf(%u)T(nﬂ+4vﬂ+3) dx
Q
(3.43) =(p+4) / 030Dy f (Ru) T da
Q

+ (B +3) / 0T PED, o f (Ru)Tvde = 13 + IZ,
Q

where we denote the last two integrals in the above equality by I3 and IZ, respec-
tively. The estimate for I} is easy. By the structure condition (1.2) and by (3.7),
we have

B e(+2) [ 005+ x?) % |l o] da
(3.44) . o,
< SO+ u) T u)t [ oo de

T

Thus by Holder’s inequality, I3 satisfies estimate (3.36). Now we estimate 2. We
note that by (3.6) and the structure condition (1.2) we have

(3.45) I3 < e(B+ 2)/ NP2 (6 + |ffu|2)p2;2|.’{u\|.’f(Tu)| dz,
B

where the set E is
E={xeQ:pur)/8 < Xu<u(r)/i},
defined as in (3.3). We continue to estimate I2 by Holder’s inequality

1I5] < c(5+2>(/

E

-

—2 5
@B, C=NED (5 4| xu)?) T | Xul|?|X(Tu)? d:r) ’

1
" ( / IO (5 1 |20 f2) T dx)z.
E
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We remark that in set E' we have (3.4). Thus

p—2 1
(3.46) 13| < c(B+2)(0+ pu(r)®) ,u(r)Q(“*_l)_lM% (/ PP daz) g
where
(3.47) M = / N2+, E=NEH) (5 4 |%u|2)p%|%u|4|%(Tu)|2dx.
Q

Now we are in a position to apply Lemma 3.2 to estimate M from above. Lemma
3.2 with 7 = 2 —  gives us that

(3.48) M < e+ 270 P 5 o) Py

where ¢ = ¢(n,p, L,y) > 0 and J is deﬁned as in (3.12)

B3 1
(3.49) J= [ 7T 2| X2 do + u(r)‘l% (/ n"Pu7P d:r:) ”
r

B
Now, it follows from (3.48) and (3.46) that

1

y—1
p=2 B.| 2 - 3
U&écw+zfvw+uwf)2mmegr_J;(/’m%wd@_

r

By Young’s inequality, we end up with
p—2
1 <35(B+2) (3 +p(r)?) = J

1

4 p=2 Br 1_% 5
3+ 2370+ ) ) ([ ot an)”

r2

where ¢y > 0 is the same constant as in (3.36). Note that .J is defined in (3.49).
Thus 12 satisfies a similar estimate to (3.36). Now the desired claim (3.36) for I3
follows, since both I} and I2 satisfy similar estimates. This concludes the proof of
the claim (3.36), and hence the proof of the lemma. O

Remark 3.1. We can prove in the same way as that of Lemma 1.1 that the conclusion
(3.31) holds for

v' = min (p(r)/8, max(u(r) /4 + Xu,0)).

The following corollary follows from Lemma 1.1 by Moser’s iteration. It is proved
for the case p > 2 in [40], see Lemma 4.4 of [40]. Its proof is standard and is the
same as in the Euclidean setting, see Proposition 4.1 of [12] or Lemma 2 of [37]. We
include the proof here.

Corollary 3.1. There exists a constant @ = 0(n,p, L) > 0 such that the following
statements hold. If we have

(3.50) Hz € B, : Xju < pu(r)/4}] < 0|B,|
for an index 1 € {1,...,2n} and for a ball B, C (), then
mf Xou > 3u(r)/16;

7‘/2
Analogously, if we have
(3.51) H{z € B, : Xju > —p(r)/4} < 6|B,],
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for an index 1 € {1,...,2n} and for a ball B, C 2, then
sup Xju < —3pu(r)/16.

r/2

Proof. Suppose that (3.50) holds for an index ! € {1, 2, ...,2n}. We will apply Lemma
3.3 to prove Corollary 3.1. The case that (3.51) holds can be handled similarly by
Lemma 3.3 for the function v’, see Remark 3.1.

Let 8 > 0 and
w = 775/2”1)5/2”,

where n € C§°(B,) is a cut-off function satisfying (3.9) and (3.10) and v is defined
as in (3.2). Then for any v > 1, we have that

| Xw|* dz §0(6+2)2</ nﬂ+2v5+4|%n|2dx+/ n5+4v5+2\%v\2dx>

B; r T

B[ !
SC(ﬂ+2>4u(T)4’%< / v’ dw) ,

T

(3.52)

where ¢ = ¢(n,p, L,y) > 0. Here the second inequality follows from Hélder’s in-
equality and Lemma 3.3. By the Sobolev inequality (2.1), we also have that

(3.53) (][ |2 d:v)i < e(n) r2][ Xw|? da,
B, B,
where x = Q/(Q — 2) = (n+ 1)/n. Combining (3.52) and (3.53), we obtain that

a3 (f (o d)' < o8+ un( f

B,

1

o),

where ¢ = ¢(n,p, L,7) > 0. Now, we choose vy = (n+2)/(n+1). Thus 1 <y < yx.
We will iterate inequality (3.54). Let

B = 4—X((§)i+1 ~1), i=0,1,2,....

X7
Note that v8;11 = x(8; +4). Thus (3.54) with 5 = ; becomes
x _Bi
(3.55) My, < M, "+
for every 1 = 0,1,2,..., where

4x 1
x_1 Y Bitl
1B i
cg=cr P

M, = (][ (no/p(r))"” dm) i .

Iterating (3.55), we obtain that

and

Bi

x)' B
(3.56) M; < cMo(”) '
where ¢ = ¢(n,p, L) > 0. Let i — oo, we end up with

lim sup M; < cMolﬂ/X,

1—00
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that is,

(357 sup /) < o f (/)™ d

r

>41X(1—7/x)

)

where ¢ = ¢(n,p, L) > 0. Now, since 7 satisfies (3.9) and (3.10), we derive from
(3.57) by our assumption (3.50) that

%mv3wvwﬁ“W”§MMA&
r/2

provided that 6 is small enough. This implies that X;u > 3u(r)/16 in B, ;. The
proof is finished. O

4. HOLDER CONTINUITY OF THE HORIZONTAL GRADIENT

In this section, we prove Theorem 1.3. This proof is divided into two cases, o > 0
and 0 = 0, in subsection 4.1 and subsection 4.2, respectively. The proof for the case
d > 0 is the same as that of Theorem 1.2 of [40], with minor modifications. The
proof for the case 6 = 0 follows from an approximation arguments, see [40]. We
include the proof here.

4.1. Proof of Theorem 1.3 for the case § > 0. Let u € HW"P(Q) be a weak
solution of equation (1.3) satisfying the structure condition (1.2) with 6 > 0. We fix
a ball B,, C €. For all balls B,,0 < r < 1, with the same center as B,,, we denote
forl=1,2,...,2n,

a(r) = sup [Xul, - pulr) = max pu(r),
and

wi(r) = oscp, Xju, w(r)= 113%(”&,[(,0).

Clearly, we have w(r) < 2u(r).
We define for any function w
A;p(w) ={x € B,: (w(z) — k)" = max(w(z) — k,0) > 0};

and we define A4 p(w) similarly. To prove Theorem 1.3, we need the following lemma.

Lemma 4.1. Let B,, C Q be a ball and 0 < r < ro/2. Suppose that there is T > 0
such that

(4.1) [ Xu| > Tu(r) in ALL(Xu)

for an index | € {1,2,...,2n} and for a constant k € R. Then for any ¢ > 4 and
any 0 < r” <r" <r, we have

/ (6 + |2uP) "7 [X(Xu — k)2 da
(42) B,.n

¢ / (64 1%u) T | (X — k)P da + K AL (X) [

<
— (T’ _ T”)Q B

r!

where K =137 B,,[*1(5 + u(ro)Q)p/2 and ¢ = ¢(n,p, L,q,7) > 0.
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Lemma 4.1 is similar to Lemma 4.3 of [40], which is valid for p > 2. Under our
extra assumption (4.1), the proof of Lemma 4.1 is exactly the same as that of Lemma
4.3 of [40]. All of the steps go through in the same way. We remark here that there
are two places in the proof of Lemma 4.3 of [40] where the assumption p > 2 is used.
Now due to our assumption (4.1), we may get through the proof for 1 < p < co. We
omit the details of the proof of Lemma 4.1.

Remark 4.1. Similarly, we can obtain an inequality, corresponding to (4.2), with
(Xyu — k)* replaced by (Xju — k)~ and A} (Xju) replaced by A, (Xju).

Theorem 1.3 follows easily from the following theorem by an interation argument.

Theorem 4.1. There exists a constant s = s(n,p, L) > 1 such that for every 0 <
r < ro/16, we have

(4.3) w(r) < (1—27")w(8r) +2°(6 + /L(TQ)Q)% (7“1) :
0
where o = 1/2 when 1 <p <2 and o = 1/p when p > 2.

Proof. To prove Theorem 4.1, we fix a ball B,, with the same center as B,,, such
that 0 < r < r9/16. We may assume that

(4.4) w(r) > (6 + ,U(TO)Q)% (r%) a ,

since, otherwise, (4.3) is true with s = 1. In the following, we assume that (4.4) is
true, and we prove Theorem 4.1. We divide the proof of Theorem 4.1 into two cases.

Case 1. For at least one index [ € {1,...,2n}, we have either
(4.5) {x € By : Xju < p(4r)/4}] < 0| By, |
or
(4.6) {z € By : Xju > —pu(4r)/4}] < 6| By,

where 6 = 6(n,p, L) > 0 is the constant in Corollary 3.1. Assume that (4.5) is true;
the case (4.6) can be treated in the same way. We apply Corollary 3.1 and we obtain
that

| Xju| > 3p(4r) /16 in Bs,.
Thus we have
(4.7) |Xu| > 3u(2r)/16 in By,.
Due to (4.7), we can apply Lemma 4.1 with ¢ = 2Q) to obtain that
c
/ |X(Xju — k)T|? da gﬁ/ (Xju — k)T da
(4.8) B, (r' —1") B,
2—p

+cK (64 p(2r)®) = |Air/(Xiu)\l_$
where K = 73| B,,[9(5 + ,u(ro)Q)p/Q. The above inequality holds for all 0 < r” <
" <2r, 1€ {l,...,2n} and all & € R. This means that for each i, X;u belongs
to the De Giorgi class DG (Bs,), see Section 4.1 of [40] for the definition. The

corresponding version of Lemma 4.1 for (X;u — k)~, see Remark 4.1, shows that
X,u also belong to DG~ (Bsy,.). So, X;u belongs to DG(By,.). Now we can apply
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Theorem 4.1 of [40] to conclude that there is sy = so(n, p, L) > 0 such that for each
ie{1,2,..,2n)

2-p

(4.9) oscp, Xyu < (1 — 27)oscp, Xu+ cK? (6 + ,u(27’)2>T7’%.
Now notice that when 1 < p < 2, we have that
(64 p(2r)?) ™ < (04 pu(ro)?) ™
When p > 2, our assumption (4.4) with o = 1/p gives
2-p
6+ n2r?)T < 2Fu)F <27 G+ a00?) T (2) 7

where in the first inequality we used that p(2r) > w(2r)/2 > w(r)/2. In both cases,
(4.9) becomes
1 (0%
(4.10) oscp, Xiu < (1 —27)oscp,, Xu + c(6 + p(ro)?)? (L) ,
To
where ¢ = ¢(n,p, L) > 0, « = 1/2 when 1 < p < 2 and a = 1/p when p > 2. This
shows that in this case Theorem 4.1 is true.
Case 2. If Case 1 does not happen, then for every i € {1,...,2n}, we have

(4.11) H{x € By : Xyu < p(4r)/4}] > 0| By, |,
and
(4.12) {z € By, : Xju > —pu(4r)/4}| > 0| Byl

where 0 = 6(n,p, L) > 0 is the constant in Corollary 3.1. Note that on the set
{z € Bg, : X;u > p(8r)/4}, we have trivially

(4.13) |Xu| > p(8r)/4 in A (Xu)
for all & > p(8r)/4. Thus, we can apply Lemma 4.1 with ¢ = 2Q) to conclude that
/ 1% (Xyu — k)2 da g%/ |(Xou — k)*2 de
(4.14) By (r" —=1") B,
+cK (6 + ,u(87“)2)%p|A;;r, (Xiu)|1_$
where K = rg?| B, |Y9(6 + ,u(ro)Q)p/Z, whenever k > ko = p(8r)/4 and 0 < 1" <

r" < 8r. The above inequality is true all i € {1,2,...,2n}. We note that (4.11)
implies trivially that

{z € By : Xyu < u(8r)/4}| > 0| By, |.

Now we can apply Lemma 4.2 of [40] to conclude that there exists s; = s1(n,p, L) > 0
such that

(4.15)  sup X;u < sup X;u — 27 (sup X;u — u(8r)/4) + cK? (6 4 p(8r)*) *
T Bs,-

2r Bs

N

1
r2.
From (4.12), we can derive similarly, see Remark 4.1, that

2—p

1
. i > . —s1( _ 3 o — _ 5 2\ 7z )
(4.16) ug Xiu 12{ Xiu+2 ( 127f Xiu u(8r)/4) cK (5 + n(8r) ) r

N|=

Note that the above two inequalities (4.15) and (4.16) yield

2—p

oscp, Xeu < (1= 27 oscp, Xou+ 27 u(8r) + cK2 (64 u(8r)*) * r2,

D=
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and hence

2—p

(4.17) w(2r) < (1 =27")w(8r) + 275 u(8r) + cK? (6 + pu(8r)?) s

Now notice that when 1 < p < 2, we have that

(64 p(8r)2) T < (64 plro)?)
When p > 2, our assumption (4.4) with o = 1/p gives

(6 + u(8r)2)% <2% p(r)= <25 (6 + ,u(ro)2)2%p (—) N ;

where in the first inequality we used the fact that u(8r) > w(8r)/2 > w(r)/2. In
both cases, (4.17) becomes

r

w(2r) < (1 =27 )w(8r) + 27 u(8r) + (6 + ,u(ro)2)% (T—>a .

0
Now we notice from the conditions (4.11) and (4.12) that
w(8r) > u(8r) — p(4r)/4 > 3u(8r)/4.
Then from the above two inequalities we arrive at
1 a
w(2r) < (1 =277 w(8r) + ¢(d + p(ro)?)? (L> ,
To

where ¢ = ¢(n,p, L) >0, « = 1/2 when 1 < p < 2 and = 1/p when p > 2. This
shows that also in this case Theorem 4.1 is true. Thus, Theorem 4.1 is true with
the choice of s = max(1, sg, 51 + 2,10g, ¢). The proof of Theorem 4.1 is finished. O

4.2. Proof of Theorem 1.3 for the case § = 0. The proof of Theorem 1.3 for
this case follows from an approximation argument, exactly in the same way as that
in Section 5.3 of [40]. Suppose that the integrand f of functional (1.1) satisfies the
structure condition

[2[P72[€]* < (D*f(2)€,€) < LI=~*[¢]*;

(4.18) IDf(2)] < L|z[*~

for all z,& € R*™, where L > 1 is a constant. We may assume that f(0) = 0. For
0 > 0, we define

. <5+f()), if1<p<2;
(4.19) fo(z) = { |Z|2+f( ), if p>2.

Then, it is easy to see that f5 satisfies a structure condition similar to (1.2) for all
0 > 0, that is,

L6+ 2P P < (D2 5(2)6.€) < L6 + |2) 2 e

IDf5(2)] < L6+ |2)= 2],

where L = L(p,L) > 1. Now let u € HW'?(Q) be a solution of (1.3) satisfying
the structure condition (4.18). We denote by us the unique weak solution of the

=

(4.20)
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following Dirichlet problem

(4.21) {d”H(Dﬁ%%w»==0 in Q;

w—u € HW,P(Q).

Then we may apply Theorem 1.3 for the case § > 0 to solution us. We obtain the
uniform estimate (1.9) for us. Letting 0 — 0, we conclude the proof of Theorem 1.3
for the case § = 0. The proof is finished.

5. APPENDIX

Proof of Lemma 3.1. Fix [ € {1,2,....,n} and 8 > 0. Let n € C§°(2) be a non-
negative cut-off function. Set

(5.1) © = 772002 | Xu2 X u.

We use ¢ as a test-function in equation (2.3) to obtain that

2n
/ S 02D, Dy f (X)X XiuX (| Xu* X u) de
Q-

t,j=1

2n
=—(B+2) / > PR x| XuD; D, f (¥u) X; XjuXn de
Q-

ij=1

2n
(5.2) —w+2[4}:#“%“HﬁﬁXmDﬂ%ﬂﬁu&Xm&mm

i,7=1
2n
—/ZDnHDif(%u)TuXi(n5+2vﬁ+2|3€u|2Xlu) dx
Q=1
+/T(Dn+lf(1£u))775+21)5+2|%u|2Xluda:
Q

=l + I+ 1+ 1.

Here we denote the integrals in the right hand side of (5.2) by Ii, I}, I and I} in
order respectively. Similarly, by equation (2.4) we have for all [ € {n+1,n+2,...,2n}
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that
/ Z NP T20P 2D, D f (%) X; Xiu X (|Xu* Xu) da
1,7=1
=—(8+2) / Z 0P TP XulP XpuD; D, f (Xu) X; XuXin do
i,7=1
(5.3) —(B+2) / Z Pt 20P Y Zu2 XD, D, f(Xu) X Xju X da
i,7=1

2n
+ / ZDl_nDif(%u)TuXi (n6+20/3+2|%u|2X1u) dx
Q=1

—/T(Dl_nf(%u))775+21)5+2|%u|2Xludx
Q
=0+ I+ I+ 1.

Again we denote the integrals in the right hand side of (5.3) by I}, I}, I} and I! in
order respectively. Summing up the above equation (5.2) and (5.3) for all { from 1
to 2n, we end up with

(5.4) / > PP D; D f (%) X X uX (| Rul Xou) do = Z Il

1,7, I m=1

Here all sums for 7, 7,1 are from 1 to 2n.
In the following, we estimate both sides of (5.4). For the left hand of (5.4), note
that

X (|Xul?Xpu) = |Xul* X, Xu + X, (| Xul*) Xu.
Then by the structure condition (1.2), we have that
p—2
> DD f (u) X XuX; (|Xul Xiu) > (8 + |Xul?) = | Xul’|XXul?,
4,7,

which gives us the following estimate for the left hand side of (5.4)
p—2
(5.5) left of (5.4) > / n 202 (8 + | Xul?) | Xul?| X Xul? da.
Q

Then we estimate the right hand side of (5.4). We will show that I’ satisfies the
following estimate for each [ = 1,2, ...,2n and each m = 1,2, 3,4

1! |_36 /nﬁJr2 PH2(5 + | Xul? ) |.’£u| | XXul?dx

(B2 [ o (Rl lTal)o" (5 + [2uP) T |l da

(5.6) p -

+c(B+2)* / 0’207 (6 + | Xul?) | Xul*|Xv|* do
Q

p—2
+ c/ 022 (8 + | Xul?) | Xul?|Tul? dz,
Q
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where ¢ = ¢(n,p, L) > 0. Then the lemma follows from the above estimates (5.5)
and (5.6) for both sides of (5.4). The proof of the lemma is finished, modulo the
proof of (5.6). In the rest, we prove (5.6) in the order of m = 1,2, 3,4.

First, when m = 1, we have for I!,] = 1,2, ..., 2n, by the structure condition (1.2)
that

p—2

] < (B +2) / X[ (0 + [Xul?) 7 | Xuf’|XXu] dr,
Q

from which it follows by Young’s inequality that

1 p=2
Il < —/775“1;6“(5—1— [Xul?) * | Xu|*| XXu|? do
(5.7) e
+c(B+2)° / 0P| Xn P2 (8 + | Xul?) | Xul* dz.
Q

Thus (5.6) holds for Il 1 =1,2,...,2n.
Second, when m = 2, we have for Il,l = 1,2,...,2n, by the structure condition
(1.2) that

p—2
1Y < e(B+2) / P26 + | Xul?) 7 | Xu | X Xul| Xv| d,
Q
from which it follows by Young’s inequality that

1 p—2
7| <_/nﬁ+%ﬁ+2(5+|aeu|2) 7 |2uf2 X X0 d
nJa

(5.8)

+ (B + 2)2/ n 2P (6 + |%u|2)% | Xul*|Xv|* d.
0

This proves (5.6) for Il 1 =1,2, ..., 2n.
Third, when m = 3, we note that

| X (072072 X Xpu) | < 3n°T20P T2 Xul?| X Xul
+ (B + 2" 2 Xul | Xn] + (B + 2)n" 20" Xul Xul.
Thus by the structure condition (1.2), we have

p—2
1] < c/ nPT20P T2 (6 4+ | Xul®) 7 [ Xul? X Xu||Tu| do
Q
p—2
+e(B+2) / P %02 (8 4+ | %ul?) T 2| Tl de
Q

+c(B+2) / nP 2t (5 + |3€u|2)%|%u|3|%v||Tu| dz,
Q

from which it follows by Young’s inequality that

1)< g [ 070020+ [30) 2Pl do
n.Ja

p—2
+ c/ NP2 (5 4+ |Xul?) ? | Xul| Tl d
(5.9) “ -
+ (B + 2)2/ 0’| Xn P72 (6 + | Xul?) * |Xu|" dx
Q

p—2
+c(B+ 2)2/ 020 (6 4+ |Xul?) | Xul*| Xv|® dx.
0
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This proves (5.6) for IL,1=1,2,...,2n.
Finally, when m = 4, we prove (5.6) for I!. We consider only the case [ = 1,2, ..., n.
The case [ =n+ 1,n+ 2,...,2n can be treated similarly. Let

(5.10) w = 2| Xul* Xju.

Then we can write test-function ¢ defined as in (5.1) as ¢ = v**2w. We rewrite T'
as T'= X1 X,,11 — X,,11X;. Then integration by parts yields

1L = [ T(Duyif (Xu))pda
(5.11) /Q

:/QXl (Dan(%u))XnH(p — X (Dnﬂf(%u))Xlgp dr.

Note that
Xp = (B4 2)v" M wXv + P2 Xw.

Thus (5.11) becomes
Iy=(B+2) /

: UBHw(Xl (Do f(X10)) Xs10 — X1 (Dot f(%u))Xw) dz

(512) -+ /QU/B—’Q <X1 (Dn—&—lf(%u))Xn-Hw - Xn+1 (Dn-i-lf(:{u))Xlw) dl‘

=J + K

Here we denote the first and the second integral in the right hand side of (5.11) by
J'and K, respectively. We estimate J' as follows. By the structure condition (1.2)
and the definition of w as in (5.10),

|J' < (B +2) / n’ (6 + |%u|2)p%|%u|3\%.’fu||%v| dx,
Q

from which it follows by Young’s inequality, that

1 p=2
|J| Sm/nﬁ+2v6+2(5+ Xul?) | Xu*| XXu|? do
Q

(5.13) .
+c(B+2)? / 0P t20% (6 4+ |Xul?) | Xul*|Xv]? da.
Q

The above inequality shows that J' satisfies similar estimate as (5.6) for all [ =
1,2,...,n. Then we estimate K'. Integration by parts again, yields

Kl:(ﬁ+2)/

VP D, o f (Xu) (Xn+1vX1w - leXn+1w> dx
Q

(5.14) — / V2D, g f (X)) Tw da
_mi@.
For K!, we have by the structure condition (1.2) that
|K < e+ 2)/977[”211’6”rl (6 + |%u|2)p74|xu|3|%%u“%v| dx

p—2
+c(B+2)* / DTS + | Xul?) 2 | Xult | X Xn| da
Q



26 SHIRSHO MUKHERJEE AND XIAO ZHONG

from which it follows by Young’s inequality that
1 p=2
K1) < @/Qnﬁ%ﬂ“ (61 [XuP) "7 | Xu?| XXuf* de
p=2
(5.15) + (B +2)° / 020 (6 + | Xul?) | Xul*| Xv|? do
Q

p—2
+c(B+2)? / 0’| X2 (8 + |Xul?) * | Xul* dz.
Q
The above inequality shows that K! also satisfies similar estimate as (5.6) for all
[ =1,2,...,n. We continue to estimate K} in (5.14). Note that

2n
Tw = (8 + 2)0" ™ Xu|> X;uTn + n° 2| Xu2 X, Tu + Z 2P 2 XuXuX,Tu.

=1

Therefore we write K} as

Ky= = (542) [ 702D, f (@) Rl Xy do
Q

- / P20 Dy f (Bu) | Xul? X Tu da
Q
2n

-2 Z/ TIB+2U5+2Dn+lf(%u)XluXiuXiTu dz.
i=1 Y&

For the last two integrals in the above equality, we apply integration by parts. We
obtain that

Kl=—(8+2) / 0P W2 D, f (X)) | Xu2 X uTn do
Q

+/Xz(77’3+2U,3+2Dn+lf(%u)|%u|2>Tuda:

Q
2n

+ 22/ X; (nBHUﬁHDan(%u)Xme)Tu dx.
i=1 7%

Now we may estimate the integrals in the above equality by the structure condition
(1.2). We obtain the following estimate for K.

p—2

KL <c(6+2) / PP (6 4+ |%uf?) T [2ul! T da
Q
p—2
+ c/ 775+2vﬁ+2(5 + | Xul?) ? | Xuf|XXu||Tu| do
Q

+c(8+2) / N’ (8 + |ffu|2)p7_2|f£u|3|%1)||Tu| dx
0

p—2
+c(B+2) / P28+ | Xul?) 2 | Xu | Xn|| Tyl da.
v
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By Young’s inequality, we end up with the following estimate for K}

1

Kl <_—_
| 2‘_14471

/ n’ 202 (5 + ]%u|2)%|%u|2\%%u|2 dx
Q

L e(B+2) / o (120l + i Tnl) o™ 2(5 + [2uP) T |%ul* do

(5.16) 2 L

+ (B +2)° / 0200 (6 + | Xul?) | Xul*|Xv|® do
Q

p—2
+ c/ N’ (6 + | Xul?) ® | Xuf?|Tul® de.
Q

This shows that Kl also satisfies similar estimate as (5.6). Now we combine the
estimates (5.15) for K! and (5.16) for K.. Recall that K! is the sum of K! and K}
as denoted in (5.14). We obtain that the following estimate for K'.

1 p2
| K| gm—n/n5+20ﬁ+2(5+]%u|2) 7| Xul | XXul? do
0

o8 +2)° / 7P (120l + nlTal)o*2 (6 + | %ul?) = |%u|* de
(5.17) "

p—2
+c(B+2)? / " 207 (8 + | Xul?) * | Xul*| X da
0

p—2
+c/ NP (5 + ]%u|2)p2 | Xul?|Tul? dx.
0

Recall that I! is the sum of J! and K'. We combine the estimates (5.13) for J! and
(5.17) for K', and we can see that the claimed estimate (5.6) holds for I} for all
[ =1,2,....,n. We can prove (5.6) similarly for I} for all | = n+1,n+2, ..., 2n. This
finishes the proof of the claim (5.6) for I! for alll =1,2,...,2n and all m = 1,2, 3, 4,
and hence also the proof of the lemma. |
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ON LOCAL LIPSCHITZ REGULARITY FOR QUASILINEAR
EQUATIONS IN THE HEISENBERG GROUP

SHIRSHO MUKHERJEE

ABSTRACT. The goal of this article is to establish local Lipschitz continuity of weak solutions
for a class of degenerated elliptic equations of divergence form, in the Heisenberg Group.
The considered hypothesis for the growth and ellipticity condition, is a natural generalisation
of the p-Laplace equation and more general quasilinear elliptic equations with polynomial
or exponential type growth.

1. INTRODUCTION

Lipschitz continuity of weak solutions for variational problems in the Heisenberg Group
H", has been studied in [36], where equations with growth conditions of p-Laplacian type
was considered. The purpose this paper is to reproduce this result, for a larger class of more
general quasilinear equations.

In a domain €2 C H", for n > 1, we consider the equation

(1.1) sz(v‘tz(%“)) =0,

where X1,..., Xy, are the horizontal vector fields, Xu = (Xju, ..., Xp,u) is the horizontal
gradient of a function u : Q@ — R and A; : R*™ — R are given C* functions. We denote
A R*™ = R™ as A(z) = (Ay(2), Az(2), ..., Asn(2)) for z € R?™ and DA(z) as the 2n x 2n
Jacobian matrix (0.4;(2)/0%;);j. We assume that DA(z) is symmetric and satisfies

2D g < (paEs.e) < L2 g

(1.2) 2]
|A(2)] < Lg(|2]),

for every z,& € R*", where L > 1 and ¢ : [0,00) — [0,00) is a C* function, g(0) = 0 and
there exists constants gy > 0 > 0, such that the following holds

tg'(t)
9(t)
In the Euclidean setting, conditions (1.2) and (1.3) have been introduced by Lieberman

[23], in order to produce a natural extension of the structure conditions for elliptic operators
in divergence form, previously considered by Ladyzhenskaya and Ural’tseva [21], which in his

(1.3) d < < go forallt>D0.
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2010 Mathematics Subject Classification. Primary 35R03, 35J62, 35J70, 35J75.
Key words and Phrases. Heisenberg Group, Quasilinear equation, Lipschitz regularity.
The author was supported by the European Unions Seventh Framework Programme Metric Analysis For
Emergent Technologies (MAnET), Marie Curie Actions-Initial Training Network, under Grant Agreement
No. 607643.
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words is “ in a sense, the best generalization ”. The most prominent model case is produced
from minimization of scalar variational integrals of the form

1) = | Gl da,

where G(t) = fot g(s)ds. Clearly, the corresponding Euler-Lagrange equation is

(1.4) divir (g(|%ul) é—z,) - ZX (g(1ul) \%ﬁ) —0,

which forms a prototype example of the equation (1.1) with the structure condition (1.2).
The condition (1.3) can appear naturally if one considers defining

/ /
(1.5) 0 = inf tg' (1) and g¢gp = sup tg <t)
>0 g(t) >0 g(t)

In view of this, one can check out the special case when ¢ is a power-like function e.g.
g(t) = t(e + £2)%2"; in this case tg'(t)/g(t) = 1 + (p — 2)t2/(c + t2), which corresponds to
d = min{l,p — 1} and go = max{1,p — 1}. Moreover, if g(t) = ! in particular, for
1 < p < oo, then it satisfies (1.3) with § = p — 1 = gy and (1.4) becomes the sub-elliptic
p-laplace equation divy(|Xu[P~?Xu) = 0.

We refer to [32, 7, 33, 16, 15, 35, 12, 22] and references therein, for earlier works on
regularity theory of elliptic equations in divergence form, including the p-laplace equations
in the setting of the Euclidean spaces.

The conditions (1.2) and (1.3) encompass quasilinear equations for a wide class of structure
function g. Some natural examples include functions having growth similar to that of power-
like functions and there logarithmic perturbations. We enlist two particular examples:

(1) g(t) = (e 4 t)atbsin(ogloglett) _ ca for b>0,a>1+bv2
(2) g(t) = t*(log(a + 1))’ for a, 8 > 0,a > 1,

see [14, 26]. In addition, multiple candidates satisfying condition (1.3) can be glued together
to form the function g. A suitable gluing of the monomials ¢, t* and t°*¢ for § > a > ¢ as
shown in [23], can be constructed in such a way that certain non-standard growth conditions
(so called (p,q)-growth condition) of Marcellini [25], can also be included in this setting.
Lastly, we remark that the positivity of the constants in (1.5), is essential and the techniques
do not apply to the borderline cases e.g. 6 = 0. Thus, the equations of the form (1.4) exclude
the 1-laplace equation or minimal surface equation.

Regularity theory in the Heisenberg Group, begins from the seminal work of Hormander
[18], where linear equations have been considered. For the case of quasilinear equations in
this setting, we refer to [2, 3, 5, 13, 10, 11, 27, 24, 9] etc. for earlier results on regularity
of weak solutions. The local Lipschitz continuity of weak solutions for p-laplace equation in
H", has been shown in [36]. The techniques used in there, paves the way for this paper.

The natural domain for the weak solution of (1.1) is the Horizontal Orlicz-Sobolev space
HWUYG(Q) (see Section 2 for details). This is defined similarly as the Horizontal Sobolev
space HWP(Q) (see [24, 28, 36]). The following theorem is our main result.

2



Theorem 1.1. Let u € HWY(Q) be a weak solution of equation (1.1) with g is as in (1.2)
and (1.3) and G(t) = fotg(s) ds. Then Xu € L2.(Q,R*") and moreover for any B, C Q, we
have the estimate

(1.6) sup G(|%u]) < ﬁ]{g G(|Xu]) da

or

for any 0 < o < 1, where ¢ = ¢(n, 9, go, L) > 0 is a constant.

This paper is organised as follows. We provide some preliminary facts on Heisenberg
group, Orlicz-Sobolev spaces and sub-elliptic equations in Section 2. Then we prove several
Caccioppoli type inequalities of the horizontal and vertical derivatives in Section 3, followed
by the proof of Theorem 1.1 in the end.

Finally, we remark that local C''®-regularity of weak solutions of the p-laplace equation in
H", has been shown recently in [30]; the techniques can be adopted to show the same result
for the equation (1.1), as well. Furthermore, C1*-regularity can also be shown for general
quasilinear equations of the form

divyg A(z,u, Xu) + B(z,u, Xu) = 0,

with appropriate growth and ellipticity conditions. These topics shall be addressed in a
follow up article [29], yet to appear.

2. PRELIMINARIES

In this section, we fix the notations used and introduce the Heisenberg Group H". Also,
we provide some essential facts on Orlicz-Sobolev spaces and sub-elliptic equations.

Throughout this paper, we shall denote a postive constant by ¢ which may vary from line
to line. But ¢ would depend only on the dimension n, the constant gy and L of (1.3) and
(1.2), unless it is explicitly specified otherwise. The dependence on ¢ of (1.3) shall appear
at the very end.

2.1. Heisenberg Group.
Here we provide the definition and properties of Heisenberg group that would be useful in
this paper. For more details, we refer the reader to the books [1, 4].

Definition 2.1. For n > 1, the Heisenberg Group denoted by H", is identified to the
Euclidean space R?**! with the group operation

1 n
(2-1) -y = (901 + Y1, oo, Topt You, T+ S+ 5 ;(xzyn—i-z - $n+zyz>>

for every x = (z1,...,Tan,t), Yy = (Y1, .- -, Y2, s) € H".

Thus, H" with the group operation (2.1) forms a non-Abelian Lie group, whose left in-
variant vector fields corresponding to the canonical basis of the Lie algebra, are

X; = arl - %ata XnJri - axnﬂ' + %ah

for every 1 < ¢ < n and the only non zero commutator is 7' = 9;. We have
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We call X1, ..., Xo, as horizontal vector fields and T as the vertical vector field. For a scalar
function f:H" — R, we denote

%f = (le, Ce ,Xgnf) and :{%f = (Xi<Xjf))i,j

as the Horizontal gradient and Horizontal Hessian, respectively. From (2.2), we have the
following trivial but nevertheless, an important inequality

(2.3) ITf] <2|XXf|.

For a vector valued function F' = (fi,..., fon) : H* — R?*" the Horizontal divergence is
defined as divy(F) := 322" X, fi.

The Euclidean gradient of a function g : R¥ — R, shall be denoted by Vg = (D.g, ..., Dyg)
and the Hessian matrix by D?g.

A piecewise smooth rectifiable curve v is called a horizontal curve if its tangent vectors
are contained in the horizontal sub-bundle H = span{Xy,..., Xy, }, that is 7/(t) € H, ) for
almost every t. For any x,y € H", if the set of all horizontal curves is denoted as

D(a,y) = {v:[0,1] = H":7(0) = 2,9(1) =y, ¥'(t) € Hyn }
then Chow’s accessibility theorem (see [6]) gurantees I'(z,y) # 0. The Carnot-Carathéodory
metric (CC-metric) is defined in terms of the length ¢(v) of horizontal curves, as

(2.4) d(z,y) = inf {{(7): v €T(z,y)}.
This is equivalent to the Koranyi metric dg»(x,y) = ||y~ - z||g», where the Koranyi norm
for © = (x1,...,z9,,t) € H" is given by

2n 1
(2.5) Jollan i= (a2 +1t1)7
i=1

Throughout this article we use CC-metric balls denoted by B, (z) = {y € H" : d(z,y) < r}
for r > 0 and x € H". However, by virtue of the equivalence of the metrics, all assertions
for CC-balls can be restated to Koranyi balls.

The Haar measure of H" is just the Lebesgue measure of R?**1. The Hausdorff dimension
with respect to the metric d is also the homogeneous dimension of the group H", which shall
be denoted as @) = 2n + 2, throughout this paper. Thus, for any CC-metric ball B,., we have
that |B,| = c(n)r?.

For 1 < p < oo, the Horizontal Sobolev space HWP(2) consists of functions u € LP(2)
such that the distributional horizontal gradient Xu is in LP(2,R?"). HWP(Q) is a Banach
space with respect to the norm

(2.6) lull gwir) = [Jullze@) + [ Xl Lror2m)-

We define HW,'?(Q) as its local variant and HW, *(Q) as the closure of C§°(Q) in HW?(1)
with respect to the norm in (2.6). The Sobolev Embedding theorem has the following version

in the setting of Heisenberg group (see [3, 4]).

Theorem 2.2 (Sobolev Embedding). Let B, C H" and 1 < ¢ < Q. For allu € HWy*(B,),
there exists constant ¢ = c¢(n,q) > 0 such that

—q ES

Q=g
q Qq q
(2.7) (][ ]u\Qqux) <ecr <][ \%u|qdaz) .
B B
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We remark that the Lipshcitz continuity that is considered, is implied in the sense of
Folland-Stein i.e. the Lipshcitz continuity with respect to the CC-metric. It does not make
any assertion on the regularity of the vertical derivative.

2.2. Orlicz-Sobolev Spaces.
In this subsection, we recall some facts on Orlicz-Sobolev functions, which shall be necessary
later. Further details can be found in textbooks e.g. [20, 31].

Definition 2.3 (Young function). If ¢ : [0,00) — [0, 00) is an non-decreasing, left continuous
function with ¥(0) = 0 and ¥ (s) > 0 for all s > 0, then any function V¥ : [0, 00) — [0, o0] of
the form

(2.8) () = /0 (s) ds

is called a Young function. A continuous Young function ¥ : [0,00) — [0,00) satisfying
U(t)=0iff t =0, limy_ V(t)/t = 00 and lim;_,o ¥(¢)/t = 0, is called N-function.

There are several different definitions available in various references. However, within a
slightly restricted range of functions (as in our case), all of them are equivalent. We refer to
the book by Rao-Ren [31], for a more general discussion.

Definition 2.4 (Conjugate). The generalised inverse of a montone function v is defined as
¢Y1(t) ;== inf{s > 0 | ¢(s) > t}. Given any Young function ¥(¢) = fotz/z(s)ds, its conjugate
function U* : [0, 00) — [0, 00| is defined as

(2.9) W (s) = / G () dt
0
and (¥, U*) is called a complementary pair, which is normalised if (1) + ¥*(1) = 1.

A Young function ¥ is convex, increasing, left continuous and satisfies ¥(0) = 0 and
lim; o, WU(t) = co. The generalised inverse of U is right continuous, increasing and coincides
with the usual inverse when W is continuous and strictly increasing. In general, the inequality
(2.10) T(U () <t < U HW(1))

is satisfied for all ¢ > 0 and equality holds when ¥(t) and ¥~!(¢) € (0, 00). It is also evident
that that the conjugate function ¥* is also a Young function, ¥** = ¥ and for any constant
¢ > 0, we have (¢¥)*(t) = ¢¥*(t/c). Here are two standard examples of complementary
pair of Young functions.

(1) U(t) =t /p and W*(t) = t*" /p* when 1 < p,p* < oo and 1/p + 1/p* = 1.
(2) U(t) = (1+¢t)log(l +t) —t and U*(t) =" —t — 1.

Lemma 2.5. If (¥, U*) is a complementary pair of N-functions, then for any t > 0 we have

(2.11) s (@) < U(t).

Proof. Let WU(t) = f; Y(s)ds. From mean value theorem, there exists sy € (0, ¢] such that

soo) =1 [ wsyas =10
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for every ¢ > 0. Using definition (2.9) and mean value theorem again, we find that there
exist 9 € (0,%(sp)), such that we have

7 (@) _ /OWW M) dr = ?1&‘1(7’0).

Since ¢ and ¢! are non-decreasing functions, hence ¥ ~!(rq) < ¥ =(1(s¢)) = so < t. Using
this on the above, one easily gets (2.11), to complete the proof. O

The following Young’s inequality is well known. We refer to [31] for a proof.

Theorem 2.6 (Young’s Inequality). Given a Young function W(t) = fg Y(s)ds, we have the
following for all s,t > 0;

(2.12) st < U(s)+ U*(t)
and equality holds iff t = 1(s) or s = ¥ 71(t).

Definition 2.7 (Doubling function). The Young function W is called doubling if there exists
a constant Cy > 0 such that for all £ > 0, we have

W(2t) < Cy W(H).

In the growth and ellipticity condition (1.2), the structure function g satisfying (1.3), is a
doubling function. Its doubling constant Cy = 29 (see Lemma 2.12 below). Henceforth, we
restrict to Orlicz spaces of doubling functions, thereby avoiding unnecessary technicalities.

Definition 2.8. Let 2 C R™ be open and i be a o-finite measure on ). For a doubling
Young function W, the Orlicz space LY(Q, 1) is defined as the vector space generated by
the set {u : @ — R | u measurable, [, ¥(|u|)du < oo}. The space is equipped with the
following Luxemburg norm

(2.13) ]l o = inf{k >0 / U (M> dp < 1}
3 Q k,

If ;1 is the Lebesgue measure, the space is denoted by L¥(Q2) and any v € LY(Q) is called a
W-integrable function.

The function u — ||ul| ¥ g, is lower semi continuous and LY (€2, ;1) is a Banach space with
the norm in (2.13). The following theorem is a generalised version of Hélder’s inequality,
which follows easily from the Young’s inequality (2.12), see [31] or [34].

Theorem 2.9 (Holder’s Inequality). For every u € L¥(Q, i) and v € LY (Q, ), we have

(2.14) / vl dpe < 2 [full g e o

Remark 2.10. The factor 2 on the right hand side of the above, can be dropped if (¥, ¥*) is
normalised and one is replaced by W(1) in the definition (2.13) of Luxemburg norm.

The Orlicz-Sobolev space W1¥(Q) can be defined similarly by LY norms of the function
and its gradient, see [31], that resembles TW'P(§2) for the special case of ¥(t) = t*. But here
for @ C H", we require the notion of Horizontal Orlicz-Sobolev spaces, analoguous to the

horizontal Sobolev spaces defined in the previous subsection.
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Definition 2.11. We define the space HW'¥(Q) = {u € LY(Q) | Xu € L¥(Q,R*")} for an
open set 2 C H" and a doubling Young function ¥, along with the norm

HUHHWW(Q) = HUHL‘I’(Q) + H3€U|\LW(Q,R%);

the spaces HW,2Y (Q), HW,"" (Q) are defined, similarly as earlier.

loc

We remark that, all these notions can be defined for a general metric space, equipped with
a doubling measure and upper gradient. More details of these can be found in [34].

2.3. Sub-elliptic equations.
Here, we discuss the known results on existence and uniqueness of weak solutions of the
equation (1.1). Using the notation of horizontal divergence, we rewrite (1.1) as

(2.15) —divg (A(Xu)) =0 in €,

where A : R* — R?" satisfies (1.2) and the matrix DA(z) is symmetric. Now, we enlist
some important properties of the structure function g, in the following lemma.

Lemma 2.12. Let g € C([0,00)) be a function that satisfies (1.3) for some constant go > 0
and g(0) =0. If G(t) = fotg(s)ds, then the following holds.

(2.16) (1) G € C*([0,00)) is convex;

(2.17) (2) tg(t)/(1+go) <G(t) <tg(t) ¥V t>0;
(2.18) (3) g(s) <g(t) < (t/s)*g(s) ¥V 0<s <t
(2.19) (4) G(t)/t is an increasing function ¥ t > 0;
(2.20) (5) tg(s) <tg(t)+sg(s) V t,s>0.

The proof of the above lemma is trivial (see Lemma 1.1 of [23]), so we omit it. Notice
that (2.18) implies that g is increasing and doubling, with g(2t) < 2%g(¢). In fact, it is easy
to see that, (1.3) implies ¢ — g(t)/t% is decreasing and t — g(t)/t° is increasing. Thus,

(2.21) min{a’, a®}g(t) < g(at) < max{a’,a®}g(t) for all a,t > 0.

Here onwards, we fix the following notations,

(2.22) F(t) = g(t)/t and G(t) = /O () ds.

Thus, F and G are also doubling functions and G is a Young function. Now we restate the
structure condition (1.2). For every z,& € R**, we have that

F(|z)IEf* < (DA(2)€,€) < LF(|=])I€f
[A(2)] < LIz[F(]2])-

Definition 2.13. Any u € HW'9(Q) is called a weak solution of the equation (2.15) if for
every ¢ € C§°(£2), we have that

(2.24) / (A(Xu), Xp) dz = 0.

In addition, for all non-negative ¢ € C§°(Q2), if the integral above is positive (resp. negative)

then u is called a weak supersolution (resp. subsolution) of the equation (2.15).
7
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Monotonicity of the operator A is required for existence of weak solutions. This follows
from the structure condition (2.23). First, notice that, from (2.23)

(A(z) — A(w), z — w) :/0 (DA(w+t(z —w))(z —w), (z — w)) dt

1
> o=l [ (o - w)) e,
0

for any z,w € R?". Now, it is possible to show that
|2]/2 < |tz + (1 — t)w| < 3|z]/2 if |z —w| < 2|z, t > 3/4,
|z —w|/4 < |tz+ (1 — t)w| < 3|z —w|/2 if |z —w| > 2|z|, t < 1/4,

with appropriate use of triangle inequality. Combining the above inequalities and using the
doubling property, we have the following monotonicity inequality

|z — w|* F(|2]) if |z —w| < 27|
|z —wPF(]z —w|) if |z —w| > 2|z

(2.25) <A(z) — A(w), z — w> > (o) {

and therefore the following ellipticity condition
(2.26) (A(2), 2) = clgo) [2I"F (|2]) = e(g0)G(I2]).

Remark 2.14. The inequality in (2.25) is reminiscent of the monotonicity inequality for the
p-laplacian operator. Precisely, when A(z) = |2|P72z for 1 < p < oo, we have

|z —wl(|z] + Jw))P? if 1<p<?2

(2.27) (11772 = [wl"w) - (z = w) > e(p) {|z — w|? it p>2

and from this, one can also derive (2.25) for this special case.

Theorem 2.15 (Existence). If ug € HWYY(Q) is a given function and the operator A has
the structure condition (2.23), then there exists a unique weak solution u € HWYS(Q) for
the Dirichlet problem

—divg(A(Xu)) = 0 in
(2.28) { u—uy € HW,%(Q).

The proof of this theorem is a standard variant of that for the Euclidean setting and
relies on literature of variational inequalities for monotone operators by Kinderlehrer and
Stampacchia [19]. Similarly as the proof of Theorem 17.1 in [17], it is possible to show that
there exists u € K satisfying the variational inequality

/ (A(Xu), Xw — Xu)dz > 0

for all w € K, where K = {v € HW'C(Q) |v —uy € HWy%(Q)}. Arguing with w = u £ ¢

for any ¢ € C§°(Q), it is easy to see that w satisfies (2.24) and hence, is a weak solution of

(2.28). The conditions for existence of u, can be established from the monotonicity (2.25).
The uniqueness, follows from the following comparison principle, which can be easily

proved by choosing an appropriate test function on (2.15) and using monotonicity.
8



Lemma 2.16 (Comparison Principle). Given u,v € HWY(Q), if u and v respectively are
weak super and subsolution of the equation (2.15) and u > v on O in the trace sense, then
we have u > v a.e. in .

We would also require that, the weak solution of the Dirichlet problem (2.28) is Lipschitz
with respect to CC-metric, if it has smooth boundary value in strictly convex domain. The
proof of this resembles the Hilbert-Haar theory in the Euclidean setting. Actually, this is
the only place where we require that DA is symmetric.

We consider a bounded domain D C R?"*! which is convex and there exists a constant
g9 > 0 such that the following holds : for every y € 9D, there exists b(y) € R**! with
|b(y)| = 1, such that

(2.29) b(y) - (x —y) > eolz — y[?

for all z € D. Here (-) is the Euclidean inner product and |.| is the Euclidean norm of
R**1 The following theorem shows existence of Lipschitz continuous solutions of (2.15).
The statement and the proof of this theorem, are the same as those of Theorem 5.1 of [36].
For sake of completeness, we provide the proof here.

Theorem 2.17. Let D C H" be a bounded and conver domain satisfying (2.29) for some
g0 > 0. Given ug € C*(D), if u € HWYY(D) is the weak solution of the Dirichlet problem

{ divg(A(Xu)) =0 in D;

2.30
(2:30) u—uy € HWy%(D).

then there exists a constant M = M (n, eo, ||[Vuol| ooy + | D?uol| o 5y, diam(D)) > 0, such
that we have
1Xull oo py < M

Proof. This proof is the same as that of Theorem 5.1 in [36], with minor changes. Here, we
provide a brief outline for the reader’s convenience. It is enough to show that

(2.31) lu(z) — u(y)| < Md(z,y) VY z,y€ D
for some constant M = M (n, o, |Vuo||z(py + [[D*uo|| (), diam(D)) > 0. To this end,
first we fix y € 0D, then we consider the barrier functions

L*(x) = uo(y) + [Vuo(y) £ K b(y)] - (z — ),

where K = %HD%OH (D). Taking £ as an appropriate point between x and y and
using Taylor’s formula followed by the condition (2.29), we obtain

wo(r) = wofy) + Vuo(y) - (z ~ ) + 5 Dul€)(w — 9) - (& — )

y) + Vuo(y) - (x —y) + Keolw — y|* < L¥(x)
and hence we get L™ (z) < ug(x) < L*(x) for all z € D. Thus, if u € HWY(D) is the

weak solution of (2.30), since ug is continuous on the boundary, we have

(2.32) L (z) <u(x) < L*(x) VzedD

IN
~— ﬁ
o

upto a continuous representative of w.



Now, letting b(y) = (b(y), b (y)) € R?* x R, it is easy to get

1

%ﬂ#@ﬁzﬂ@ﬂ@iK@@]Q&L%)

for every x € D. Thus divy[A(XL*)] = Tr (DA(XL*)TXXL*) = 0, since the matrix DA(z)
has been assumed to be symmetric. Thus, L* are solutions of the equation (2.30). Using
(2.32) and comparison principle (Lemma 2.16), we get

L (z) <u(z) < L"(x) VzeDb.
Since L* are Lipschitz and L*(y) = u(y), it is evident that there exists M > 0 such that
(2.33) — Md(z,y) < u(z) —u(y) < Md(z,y) VYz€D,yedD
Now, we need the fact that if u be a Lipschitz solution of (2.30), then the following holds

(2.34) SUP(M): sup (M)

x,y€D d(.’L’, y) x€D,yedD d(l’, y)
We refer to [36] for a proof of (2.34). From (2.33) and (2.34), we immediately get (2.31) and
the proof is finished. O

3. LocAL BOUNDEDNESS OF HORIZONTAL GRADIENT

We prove Theorem 1.1 in this section. In the following three subsections we prove some
Caccioppoli type inequalities of the horizontal and vertical vector fields, under two supple-
mentary assumptions (see (3.1) and (3.2) below). The proof of Theorem 1.1 is given at the
end of this section, where we remove both assumptions one by one. Throughout this section,
we denote u € HWHY(Q) as a weak solution of (2.15). We assume the growth and ellipticity
conditions (2.23), retaining the notation (2.22).

Now we make two supplementary assumptions.

(3.1) (1) There exists mq, ms > 0 such that lir% F(t) = m; and tlim F(t) = my;
— —00
(3.2) (2) There exists M > 0 such that ||Xu||r~@q) < M.

The purpose of the assumptions, is to ensure the regularity of weak solutions of the equation
(2.15). Since F(t) = ¢(t)/t and g is monotonic, F has possible singularities at ¢ — 0 or
t — oo (or both). The assmption (3.1) avoids this and consequently, the structure condition
(2.23) along with (3.1) and (3.2), imply
v < (DARu) & €) < vl

|A(Xu)| < v|Xul,

for some v = v(go, L, M, my,ms) > 0. Thus, the equation (2.15) with (3.3), satisfies the
conditions considered by Capogna in [2]. From Theorem 1.1 and Theorem 3.1 of [2], we get

(3.4) Xu € HWL2(QR™) N CEY(Q,R™), Tuc HW.2(Q) N O ().

oc loc loc

(3.3)

However, every estimates in this section, are independent of the constants M, my, my. This

enables us to remove both the assumptions (3.1) and (3.2), in the end.
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3.1. Caccioppoli type inequalities.
By virtue of (3.4), we can differentiate the equation (2.15) and obtain the equations satisfied
by X;u and T'u. This is shown in the following two lemmas.

Lemma 3.1. Ifu € HWYY(Q) is a weak solution of (2.15), then Tu is a weak solution of
2n
(3.5) > Xi(DjA(Xu) X;(Tu)) = 0.

ij=1

The proof of the above lemma is quite easy and similar to Lemma 3.2 in [36]. So, we omit
the proof. The following lemma is similar to Lemma 3.1 in [36].

Lemma 3.2. Ifu € HWYY(Q) is a weak solution of (2.15), then for anyl € {1,...,n}, we
have that Xyu is weak solution of

(3.6) En: Xi(D; A (Xu) X; Xu) + i Xi(DiAp i (Xu)Tu) + T (A (Xu)) =0

and similarly, X, u is weak solution of
2n 2n
(3.7) > Xi(DjA(Xu) X X u) = Y X (DiAy(Xu)Tu) — T(Ay(Xu)) = 0.

ij=1 i=1

Proof. We only prove (3.6), the proof of (3.7) is similar. Let [ € {1,2,...,n} and ¢ € C§°(2)
be fixed. We choose test function X;¢ in (2.15) to get

2n
/ ZAi(Xu)Xingo dr = 0.
€ =1

Recalling the commutation relation (2.2) and using integral by parts, we obtain

2n
0:/ZAi(f{u)XlXigodx—/AnH(%u)Tgodx
(3.8) it N

—/QZXl(Ai(xu)Xisﬁ)dl"‘f‘/QT(AnH(%U))‘Pde-

From (2.2) again, notice that for every ¢ € {1,2,...,2n},

2n
(3.9) Xi(Ai(Xu) =Y DjA(Xu)X; Xju + DiAygy(Xu)Tu.
7=1
Thus, (3.8) and (3.9) together completes the proof. O

The following Caccioppoli type inequality for Tu is quite standard and similar to that of
Lemma 3.3 in [36]. We provide a proof for the reader’s convenience.

Lemma 3.3. For any v > 0 and n € C§°(Q2), there exists ¢ = c(n, go, L) > 0 such that
/TIZG(|TUW+1F(|3€UD|3€(TU)|2dl’S %/G(|TU|)"’+1F(|3€U|)!TU|2|3€77!2d$-
Q (v+1)* Jo
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Proof. For some fixed n € C§°(Q2) and v > 0, we choose test funcion
p =" G(|Tul) T

in the equation (3.5) to get

Z / G(ITul)"™ D, Ai(Xu) X (Tu) Xs(Tu) da

3,0=1

+(r+1) Z/ 2G(|Tul)g(|Tul)|Tu| Dy Ay (Xu) X, (Tu) Xi(Tu) do

7,j=1

= -2 Z / n G(|Tu) "™ TuD;A;(Xu) X;(Tu) X dz.

i,5=1

We use the condition (2.17) on the first term and then use the structure condition (2.23), to

estimate both sides of the above equality. We obtain

/Q 2G| Tul) ™ F (|Xu]) |2(Tu) da

)T ulF (|Xul) |X(Tu)||Xn| de

< CT/nQG(|Tu])7+1F(\.’{u])]%(Tu)\de
Q

_°c 7+l 2 2
# o | Gy P RDIT 0P,

where we have used Young’s inequality to obtain the latter inequality of the above. With

the choice of a small enough 7 > 0, the proof is finished.

The following Caccioppoli type inequality for the horizontal vector fields is more involved
than the above, due to the non-commutativity (2.2). For the case of p-laplace equations,
similar inequalities have been proved before, using difference quotients for 2 < p < 4 in [2§]

and directly, for 1 < p < oo in [36].

Lemma 3.4. For any v > 0 and n € C{°(Q2), there exists ¢ = c¢(n, go, L) > 0 such that

[ G () [0 do < ¢ | GOl RPE () (%07 + oTo]) da
Q Q

Fely+ 1)4/ PG %u|) T (|Xu) | Tul? de.
Q
12



Proof. We fix I € {1,...,n} and n € C5°(Q). Now, we choose ¢; = n*G(|Xu|)" Xju as a
test function in (3.6) and obtain the following,

Z / G(|%u|) DA (Xu) X; XjuX; X u dx

2,7=1

t 1) Z / 2G| %ul) XD, Ay (%u) X; XpuXo(G(|Xul)) dz

7,j=1

(3.10) oy [ G XD, A ()X, XX

i,7=1

— Z/ DZ.AnH(ffu)XlgolTu dx
: Q

+ [ T(A (@) oo
Q
- Jl,l + JQ,Z + Jg,l.
Similarly, we choose ¢, = 7*G(|Xu|)" ™ X, u in (3.7) to get

Z / 2G(|Xu)) ™ DA (Xu) X X u X X, u da

7,7=1

+ (v+1) Z/ *G(|1Xu|)" X uD; Ay (Xu) X; X, 1 uXi (G (|Xul)) do

i,7=1

(3.11) =2 Z / 1 G(1Xu]) ™ Xy puDj Ai(Xu) X; X pu X da

i,0=1

+ Z/ DA (Xu) X on 0Ty dx
— Ja

_ / T(A(X0)) oy d
Q
= Jintt + Sontt + S5 ni-

We shall add (3.10) and (3.11) and estimate both sides. First, notice that

Xi(G(|xul) = (,f ul) ZXkuX Xu.

We shall use the above along with (2.17). Adding (3.10) and (3.11) and using the structure
condition (2.23), we obtain that

2n

(3.12) Z(JU + Joy+ J5y) > / 7’ G(|Xul)"F (|Xu|) | XXul|® do
Q

=1
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Now we claim the following, which combined with (3.12) concludes the proof of the lemma.
Claim : For every k € {1,2,3},1 € {1,...,2n} and some ¢ = ¢(n, go, L) > 0, we have

1
il < 33 [ PGZY P F (X)) (X2l do
' 12n Jqo
(313 + e [ Gy P (2a]) (20 + i) da
Q
+ec(v+ 1)4/ 7’ G(|Xu))"F (|Xu|) | Tul? do.
Q

We prove the claim by estimating each Ji; in (3.10) and (3.11), using (2.23).
For the first term, we obtain

| Jui| < 0/ [l G (%)) Xu|F (| Xu])| X Xul| Xn| dx
Q

and the claim (3.13) for Jy, follows from Young’s inequality.
We calculate X¢; and similary estimate the second term using (2.23), to get

EY / G (1%ul)™F (|Zul) [Tul|X%u| d
Q
(3.14) +c(v+ 1)/772G(\%u])7g(\.%‘u|)\%u!F(\.’{uMTu\]%%u|dx
Q
np / 0| G(1%ul)™ | Xu[F(|Xul) 20| Tl do.
0

Recalling tg(t) < (1 + go)G(t) from (2.17), note that the second term of the right hand side
of (3.14) can be replaced by the first term. Then the claim (3.13) for J,,, follows by applying
Young’s inequality on each terms of the above.

For the third term, we show the estimate only for (3.10) i.e. for I € {1,...,n}, since the
estimate for the other case is the same. We first use integral by parts, then we calculate Ty,
and obtain the following;

oy = — /Q P G(|Xul) Ay (X)X, (Tu) da
(1) / G| Xt Ayt (Xu)T(G(| X)) di

— 2/77G(\Xu])VHXluAnH(%u)Tndx.
0

Now, notice that

T(G(|Xul)) = % > XuXy(Tu) = F (|Xu)) > XuXy(Tu).

14



Using this, we carry out integral by parts again, for the first two terms of .J5; and obtain

Ty = / X, (nZG(|3€u|)7“AHH(%u))Tu dz
Q

—(y+1) /Q ZXk(772G(\%u])7F(\%u])XluAnH(%u)Xku)Tudx

k=1

) / 0 G(1Xul) ™ X A, o1 (Xu) T da.
Q
From standard calculations and structure condition (2.23), we get

[ Jaal < ey + 1)2/ n*G(|Xul)MF (|Xul) [Tu||XXu| do
Q

+oe(y+1)? / G (|Xul)g(|Xul) | Xu|F(|Xu]) | Tul|[XXu| dz
(3.15) °
+c(v+1) /Q |G (| X)) [Xu|F (|Xu])|Xn||Tu| dz

+ C/ |G (| Xu])™ | Xul*F (|Xul) || dx.
Q

Similarly as the estimate of Jy; in (3.14), we use (2.17) to combine the first two terms of the
right hand side of (3.15). Then, by applying Young’s inequality on all terms except the last
one, the claim (3.13) for .Js,; follows. Thus, the proof is finished. O

3.2. A Reverse type inequality.

We follow the technique of Zhong [36] and obtain a reverse type inequality for Tu in the
following lemma. This shall be crucial for obtaining estimates for horizontal and vertical
derivatives, later. The following lemma is reminiscent to Lemma 3.5 in [36].

Lemma 3.5. For any v > 1 and all non-negative n € C§°(Y), we have

[ GOl E (2l [0 do

(3.16) @

< (v + 12X 7 / G(n|Tul )™ | Tu| ™| Xul*F (|Xul) |XXu|* dz
Q

for some ¢ = c(n, go, L) > 0.

Proof. First, notice that from (2.17), we have G(n|Tu|)"™Tu|=2 < n*G(n|Tu|)"g(n|Tu|)?
for every v > 1. In other words, the integral in right hand side of (3.16), is not singular.
To prove the lemma, we fix [ € {1,...,n} and invoke (3.8), i.e. for any ¢ € C5°(12)

2n
|3 A Xig)ds = [ T(Av(xa)ods
Qi Q
We choose the test function ¢ = n*G(n|Tu|)?™ Xju in the above. Notice that
Xip =" G(|Tul " XiXpu + (v + D’ Gl Tul ) g (| Tul) Xow X, (| Tul)
+(20GOITl) ™ + (3 + VPG| Tul) (| Tul) Tul ) Xpu X
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and from (2.2), recall that X, ,X; = X;X,,;y — T . Using these, we obtain

Z/ G(n|Tul) "™ X (A (Xu) Xi Xiu d

= [ POIT X Ay () T
=+ DY [ GOl gl Tul) X X A Xi( Tl

- Z/Q (277G(77ITU|) + (v + 1)n29(n\TU|)ITu|>G(n\TU\)”quXl(Ai(aeu))Xm dx

+ / *G(n|Tul) ™ Xu T( A, (X)) do
Q

— L+ L+ I+ I,

We shall estimate both sides of the above. To estimate the left hand side, we use the structure
condition (2.23), to obtain

Z/ G(n|Tu)"™ X, (A (Xw) X Xju dx > / G (n|Tu|) "™ F (|Xu|) | X (Xu)|? dx.
Q

For the right hand side, we claim the following for every k € {1, 2, 3,4},

| SCT/772G(17]Tu])7+1F(|%u\)\.’{.’{uPdsc

(3.17) @
c 2 2 41 -2 2 2

+;(’Y+1) H:{HHLW/QG(MTUD |Tu| ™| Xul"F (| Xul) |XXu|” dv

for some ¢ = ¢(n, go, L) > 0, where 7 > 0 is any arbitrary constant. Assuming the claim and
combining it with the previous estimate, we end up with

/nzG(n\TUIW“F(I%UI)|X1(3€U)|2d93 < T/nZG(anUI)”lF(I%UI)IX%UIZdﬂ:
Q Q

C —
+;(7+1)2H3€n\liw/G(??ITUI)”“\TUI *XulF (1Xu]) |XXul* dz
Q

for some ¢ = ¢(n,go, L) > 0 and every [ € {1,...,n}. Similarly, the above inequality can
also be obtained when [ € {n,...,2n}. Then, by summing over the two inequalities and

choosing 7 > 0 small enough, it is easy to obtain (3.16), as required to complete the proof.
16



Thus, we are left with proving the claim (3.17), which we accomplish by estimating each
I, one by one. For Iy, first we use integral by parts to get

L= - /Q X, (P GnITul) ) Ay ()
=~ [ PGITu? [GITul) + ( -+ DalTulg(alTu) [ Ao Xi(T) d
= [ G 26T + (3 DalTulgolTa)| T Ay () X d

= I11 + L.

Recall that tg(t) < (14 go)G(¢) for all ¢ > 0 from (2.17). Using this along with the structure
condition (2.23), we will show that the claim (3.17) holds for both I; and Iys.
For I1, using (2.17),(2.23) and Young’s inequality, we obtain

L) < e(y +1) / 2G(n|Tul ™| Xl F (| Xu]) |X(Tw)| de
Q
(3.18) < T / G| Tl UF (12u]) |X(T0) de
%0~ Jo
C
+ £ (12 / G (n|Tul)™ | Zul?F (|%u]) de

Now, the following inequality can be proved in a way similar to that of the Caccioppoli type
inequality of T'w in Lemma 3.3,

| GITa I (%) (TP do < ¢ [ P CITuly I (2ul) [Puf %0l da,
for some ¢ = ¢(n, go, L) > 0. After using the above inequality for the first term of (3.18) and

then using |Tu| < 2|XXu| for both terms, it is easy to see that (3.17) holds for Iy;.
For I5, using structure condition (2.23) and (2.17) again, we get

(3.19) [Tha| < ey + 1)/ [ G (| Tl XulF (|Xul]) [Tul|Xn| dz
Q
from which, (3.17) follows easily from Young’s inequality and |Tu| < 2|XXu|. Thus, com-
bining the estimates (3.18) and (3.19), we conclude that the claim (3.17), holds for I;.
The estimate of I is similar. We use (2.23), (2.17) and Young’s inequality, to get

L) < (v +1) / G| Tl | Tl ™| 2u|F (|%u]) |X2Xul|X(Tw)]| de
Q
< T / G| Tl 'F (12u]) |X(T0) da
%~ Jo
C _
+ < (2 / G (ol Tul)™ Tl | %uf*F (|%u]) |X2ul de.

Notice that, the first term on the right hand side of the latter inequality of the above, is

identical to that of (3.18). Hence, the claim (3.17) for I, follows similarly.
17



For I3, using (2.17) and structure condition (2.23) again, we obtain
B < e 1) [ 1l GOriTuly ulF () (%20l ] d

which together with Young’s inequality, is enough for claim (3.17). Finally, the fourth term
has the following estimate.

2n

[4:/772G(77|TU|)7+1X1UZDz’AnH(%U)Xi(TU) dx
Q

i=1
< [ Gy P () ()] de,
which is identical to the upper bound of I;; in (3.18). Hence, the claim (3.17) holds for I,

as well and the proof is complete. O

The inequality (3.16) of the above lemma yields the following intermediate inequality,
which shall be essential for proving the final estimate for the horizontal gradient.

Corollary 3.6. For any v > 1 and all non-negative n € C§°(Q2), we have
[ GOl E (2l [0 do
(3.20) @
Y1
< ¢ (y 4 1)) / G (1% e [Xul) ' F (%)) [ XX de
Q
where ¢ = ¢(n, go, L) > 0.

Proof. Let us denote ¥(s) = 7G(y/5)""!, where 7 > 0 is an arbitrary constant. Notice that
VU is a N-function if v > 1. Now we restate the inequality (3.16) of Lemma 3.5, as

/ PG (0Tl F (|%ul) [ XXl da

(3.21) ¢ . 2
2 2 2 2

< S v+ 12l / S R () 220

Taking U* as the conjugate function of ¥, we apply the Young’s inequality (2.12) on the
right hand side of the above to get

C
© (1 12202 /
T Q

U (n*|Tul?)
3.22 < 2y L = LR 2
(3.22) —/Q" ( arrae ) () XX de

2

c
+ [ w (0 PRl ) () |2
Recalling (2.11), notice that

* \I’(n2|TU’2) 2 2 1
v (M) < wopirap) = w6l
18



and using this together with (3.21) and (3.22), we end up with

[ PGl E (2l [P do
Q
gT/QnQG(n]Tu])VHF(\%uD]%.’{ulzdx

y+1
+ /9”2 G (VelT (7 + D)Xl |Xul ) F (1%u]) [XXuf? d.
Thus, with a small enough 7 > 0 and the doubling property of G, the proof is finished. [

The inequality (3.20) is required in a slightly different form, which we state here in the
following corollary. It is an easy consequence of Corollary 3.6, above.

Corollary 3.7. For any v,w > 1 and all non-negative n € C§°(£2), we have

7+l
/ﬁa(ﬂ?) F(|%u|) |X%u)? do
(3.23) @ v

Y1
5 1)(r+1)1+g0)
< OO LG (ead) ™ F () (X
Q

w 2

where K, = ||3€77||%°°<Q> + |[nTn|| () and ¢ = c(n, go, L) > 0 is a constant.

Proof. Given any w > 1, note that from Lemma 2.12,

t ¢ ¢ 1+ go
. ()= () = e
Taking K = || Xn[|7<(q) + 1170 (@), We use n/(/wI, in place of i in (3.20), to get that

2 T y+1
/ 7 G("' “") F(|%u|) |X%ul? do

1 2 > 7+1
ch;(wl)mnuwo)/ U G(||3E77”L |3€“|> F (|Xu]) [X%uf do
Q

wk, VWK,

v+l

L)) (14g0) 2

O D [ Gl () e de
wz Q WKn

In the latter inequality of the above, we have used || X7z~ < /K, monotonicity of G' and

the inequality (3.24). After removing the factor 1/wkK,, from both sides of the above, we end

up with (3.23). This completes the proof. O

IN

3.3. Horizontal and Vertical estimates.
We first show that, the Caccioppoli type inequality of Lemma 3.4, can be improved using
Corollary 3.7. This would be essential for the proof of Theorem 1.1.

Proposition 3.8. If u € HWYY(Q) is a weak solution of equation (2.15), then for any
v > 1 and all non-negative n € C°(Q2), we have the following estimate

/9772G(\3€UDV+1F (1%ul) [x%ul* do < c(y + 1))k, G(|Xul)™ [ Xul*F (|Xul) d,

supp(n)
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where K, = || X070y + 11Tl 2(0) and ¢ = c(n, go, L) > 0 is a constant.

Proof. First, we recall the Caccioppoli type estimate of Lemma 3.4,

/ ’G(|Xul)™'F (|Xul) |XXu|* dz < ¢K, / G(|Xul)™ | Xu*F (|Xu|) dx
Q Q

(3.25)
Fe(y+ 1)4/ 2 G(%u|) " (|%ul) | Tul? dz,
0

where K = [|Xn]|7 () + [nT1|[ L= (o) and ¢ = ¢(n, go, L) > 0. Thus, to complete the proof,
we require an estimate of the second integral of the right hand side of the above.
To this end, let us denote

(3.26) PD(s) = wk, s G(y/s)"!

where w > 1 is a constant at our disposal, which shall be specified later. Let ®* be the
conjugate of ®. We estimate the last integral of (3.25) using the Young’s inequality (2.12),
as follows;

cly+ )" [ PG(RUF (%) [Tuf? da
Q

2 2
S/@(c(7+1)4M)F(|%u]) daH—/CID*(wKnG(\%u])7+1>F(|£u\) dz
Q CUKT, Q
=7+ 2y

where Z; and Z, are the respective terms of the right hand side. Now, we estimate Z; and
Zs, one by one. First, using doubling property for G and |Tu| < 2|XXu|, notice that

o N Tul
VWK,

s T ™
< S (v + 1)4+2(v+1)(1+go) / 772G<M) F (|Xul) \%%U\Q dz
Q

VWK,
for some ¢ = ¢(n, go, L) > 0. Now, we apply the estimate (3.23) from Corrollary 3.7 on the
last term of (3.27), to get that

Zy=c(y+ 1)4/ nQITUIZG(\/E(v +1) )MF (1Xul) dx

(3.27) .

7+l 1)4+3(r+1)(1+90)
7 <OFDT /nZG(|aeu|)”“F(|aeu|) X Xuf? do
(3.28) . w2 Q
-2 / 72G (1%u]) 7 (|%ul) (X0l de,
Q
where w is chosen as
(329) w = 2ﬁc2(,}/ + 1)6(14‘90)‘*‘%_

for an appropriate constant ¢ = ¢(n, go, L) > 0.
To estimate Zs, first notice that, from the inequality (2.11) and the definition (3.26)

®(|%ul)

(3.30) @ (wK,G(1xu)*) = @ (W) < ®(|%uf?) = wk, | Xul® G(|Xul).
20



Using the above, we immediately have that
(3.31) Zy < wKn/QG(|%u|)7+1|%u|2F(|%u|)daz.
Combining (3.28) and (3.31) with w as in (3.29), we finally end up with
o+ )" [ PGUR)F () [Tu do < 5 [ PG (%) R do
oy 4 )0 S g /Q G(|Zul) ™ XulPF (|Xu)) da

for some ¢ = ¢(n, go, L) > 0. This, together with (3.25), is enough to conclude the proof. [J

The following local estimate for the vertical derivative is an immediate consequence of the
horizontal estimate of Proposition 3.8 and Corrollary 3.7, with the use of |Tu| < 2|XXu].

Corollary 3.9. If u € HWYC(Q) is a weak solution of equation (2.15), then for any v > 1
and all non-negative n € C§(2), we have the following estimate.

T ’Y"I‘l
/ 7726'(”’ “’) F (%)) [TuP de < (K, [ G(%u)™ Zul>F (%u]) d
Q

vV K, supp(n)

where K, = || X070y + 11Tl (9) and e(v) = c(n, go, L,~) > 0 is a constant.

3.4. Proof of Theorem 1.1.

We recall that all the estimates above, rely on the apriori assumptions (3.1) and (3.2). We
prove Theorem 1.1 here in three steps; first by assuming both (3.1) and (3.2), then by
removing them one by one.

Proof of Theorem 1.1. First notice that, it is enough to establish the estimate (1.6) to fin-
ish the proof. If (1.6) holds apriori for a weak solution u € HW(Q) of (2.15), then
monotonicity of g immediately implies |Xu| € L>°(B,,) along with the estimate

c
sup |Xu Smax{l,—][ G(|Xu dx}.
R s =) J, COFD

Step 1 : We assume both (3.1) and (3.2).

The estimate (1.6) follows from Proposition 3.8 by standard Moser’s iteration. Here, we
provide a brief outline. Letting w = G(|Xu|), note that from (2.17)

|Xw|? < |Xul*F (|%u))? |XXu* < (14 go)wF (|Xu]) |XXu?,
and hence, from Proposition 3.8 we obtain
(3.32) / n*w” | Xw|* de < ¢ (y +1)100+90) g, W dx
Q supp(n)

for some ¢ = ¢(n, go, L) > 0 and K, = ||,’£77||2LOO(Q) + [[nTn||L=(2). Now we use a standard
choice of test function n € C§°(B,) such that 0 <p<landn=1in By for 0 <1’ <,

|Xn| < 4/(r — 7“’) and |XXn| < 16n/(r — T/)Q.
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Letting = Q/(Q — 2) and using Sobolev’s inequality (2.7) for ¢ = 2 on (3.32), we get that
C(’}/ _|_ 2)12(1+90)

/ w2 dop ’ < /w’7+2dx
: s

for every v > 1. Iterating this with ~; = 3k* — 2 and r; = or + (1 — o)r/2¢, we get

< c 3d :
WS aam\ L,

for ¢ = ¢(n,go, L) > 0 and this holds for every B, C Q and every 0 < o < 1. Then, a
standard interpolation argument (see [8], p. 299-300) leads to

¢(q) i
WP WS g (][qud‘”)

for every ¢ > 0 and some c(q) = ¢(n, go, L,q) > 0. Taking ¢ = 1, we get the estimate (1.6).

r!

Step 2 : We assume (3.1) but remove (3.2).

Let B, = B,(z) C Q be a fixed CC-ball. Given the weak solution u € HW%(Q), there
exists a smooth approximation ¢,, € C*°(B,) such that ¢,, — u in HW % (B,) as m — oo.
By virtue of equivalence with the Koranyi metric, it is possible to find a concentric Koranyi
ball Ky, CC B,, for some constant § = 6(n) > 0.

Now, let u,, be the weak solution of the following Dirichlet problem,

{ divy (A(Xup)) = 0 in K,

0
3.33
(3.33) Uy, — O € HW, O (Ky,).

The choice of test function u,, — ¢,,, yields

(3.34) / (A(Xum), Xuy,) do = (A(Xum), X¢p) do

Ko Koy
Now, there exists k = ¢(go, L) > 1 such that combining ellipticity (2.26) and structure
condition (2.23), one has (A(z),z) > (2/k)|z]|A(2)]. Using this along with (2.23) and

doubling property of g, we estimate the right hand side of (3.34), as

/K ”<A(I£um),f£¢m>dw: /pE - I<A(3eum),3e¢>m>dx+ / (A(Xup), X ) dx

[Xum |<k|Xpm|

IN

1
—/ |A(Xum) || Xty | de + / Lg(|Xup|) | Xdm| dx
k Jrk,, Xt | <k|Xbm]

l/m,,. (A(Xum), Xup,) do + kgoL/ 9(|XPm|) |X | de.

2 Ko

IN

Combining the above with (3.34) and using (2.26), we get

(3.35) /K G(|Xup|) dz < C/K G| X)) dr < c/ G(|%u]) dz + o(1/m)

Ko
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for ¢ = ¢(n,go, L) > 0 and o(1/m) — 0 as m — oo. Now, since ¢,, is smooth and Kpy,
satisfies the strong convexity condition (2.29), the equation (3.33) is an example of the
Dirichlet problem (2.30). From Proposition 2.17, we have that

(| Xt || Loo (165,) < M

which is the assumption (3.2) for u,,. Now we can apply Step 1 and conclude

BD’TT‘

(3.36) sup G(|Xun|) < ﬁ ]{3 G ds

for some ¢ = ¢(n, go, L) > 0, 0 € (0,1) and 7 = 7(n) > 0 chosen such that B,, C Ky,. This is
followed up with standard argument, since (3.35) ensures that there exists & € HWY%(Ky,)
such that upto a subsequence u,, — u. Since, u,, — ¢, € H T/VO1 ’G(Kgr), hence we have
i —u e HWy%(Ky,) and combined with the monotonicity (2.25), one can show @ is a weak
solution of (2.15). From uniqueness, @ = u. Taking m — oo in (3.36) and (3.35), we conclude

wp G2 < = ]{3 Gl o

BO'TT

and (1.6) follows from a simple covering argument.

Step 3: We remove both (3.2) and (3.1).

The assumption (3.1) is removed by a standard approximation argument. We use the
regularization constructed in Lemma 5.2 of [23]. Here, we give a brief outline.

For any fixed 0 < ¢ < 1 and some 7. € C%([0,00)), we define

(3.37) Fs(t):F<min{t+€,1/5}> and Ag(z):ne(\zl)Fe(]z\)er<1—775(]z\)>.4(z)

where A is given and F(t) = g(t)/t. Thus, F. satisfies the assumption (3.1) with m; = F(¢)
and mg = F(1/¢). Also, with the choice of 7. as in [23](p. 343), it is possible to show that

%mzw <(DA.(2)€,€) < LF.(|=])l¢[*
AL (2)] < LI2[F.(|2]),

(3.38)

for some L = f/(é, go, L) > 0. Reducing to a subsequence if necessary, it is easy to see that
A. — A uniformly and F. — F uniformly on compact subsets of (0,00), as e — 0.

Given weak solution u € HW1(Q) of (2.15), we consider u. as the weak solution of the
following regularized equation

{_ divg (A (Xu:)) =0 in

3.39
(3:39) u. —u € HW (),

for any € cC Q. Now, we are able to apply Step 2, to obtain uniform estimates for u,.
Taking limit ¢ — 0, we can obtain (1.6). This concludes the proof. O
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C'*-REGULARITY OF QUASILINEAR EQUATIONS ON THE
HEISENBERG GROUP

SHIRSHO MUKHERJEE

ABSTRACT. In this article, we reproduce results of classical regularity theory of quasilinear
elliptic equations in the divergence form, in the setting of Heisenberg Group. The conditions
encompass a very wide class of equations with isotropic growth conditions, which are a
generalization of the p-Laplace type equations in this respect; these also include all equations
with polynomial or exponential type growth. In addition, some even more general conditions
have also been explored.
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1. INTRODUCTION

Regularity theory for weak solutions of second order quasilinear elliptic equations in the
Euclidean spaces, has been well-developed over a long period of time since the pioneering
work of De Giorgi [9] and has involved significant contributions of many authors. For more
details on this topic, we refer to [38, 10, 39, 20, 18, 42, 15, 27], etc. and references therein.
A comprehensive study of the subject can be found in the nowadays classical books by
Gilbarg-Trudinger [22], Ladyzhenskaya-Ural'tseva [26] and Morrey [33].

The goal of this paper is to obtain regularity results in the setting of Heisenberg Group
H"™, that are previously known in the Euclidean setting. We consider the equation

(1.1) Qu = divy A(z,u, Xu) + B(z,u, Xu) =0
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in a domain 2 C H" for any n > 1, where Xu = (Xju, ..., Xo,u) is the horizontal gradient of
a function u : © — R and divy is the horizontal divergence of a vector field (see Section 2 for
details). Here A: 2 x R x R?" — R*" and B : Q x R x R*” — R are given locally integrable
functions. We also assume that A is differentiable and the (2n x 2n) matrix D, A(z, z,p) =
(0A;(z, z,p)/0p;)ij is symmetric for every z € Q,z € R and p = (p1,...,p2n) € R*". Thus,
the results of this setting can also be applied to minimizers of a variational integral

I(u)—/ﬂf(:c,u,%u)dx

for a smooth scalar function f : @ x R xR?" — R; the Euler-Lagrange equation corresponding
to the functional I, would be an equation of the form (1.1). The equations in settings similar
to ours, are often referred as sub-elliptic equations.

In addition to A and B, we consider a C'-function g : [0, 00) — [0, 00) also as given data,
which satisfies g(0) = 0 and there exists constants go > ¢ > 0 such that the following holds,

/

(1.2) 5 < )

9(t)
The function g shall be used in the hypothesis of growth and ellipticity conditions satisfied by
A and B, as given below. The condition (1.2) appears in the work of Lieberman [29], in the
Euclidean setting. In the case of Heisenberg Groups, a special class of quasilinear equations
with growth conditions involving (1.2), has been recently studied in [35]. We remark that
the special case g(t) = t*~! for 1 < p < oo, would correspond to equations with p-laplacian
type growth. For a more detailed discussion on the relevance of the condition (1.2) and more
examples of such function g, we refer to [29, 31, 1, 35| etc.

The study of regularity theory for sub-elliptic equations goes back to the fundamental
work of Hormander [24]. We refer to [5, 6, 8, 16, 13, 14, 32, 30, 12] and references therein,
for earlier results on regularity of weak solutions of quasilinear equations.

The structure conditions for the equation (1.1) used in this paper, have been introduced
in [29], which are generalizations of the so called natural conditions for elliptic equations in
divergence form; these have been extensively studied by Ladyzhenskaya-Ural'tseva in [26]
for equations in the Euclidean setting. The first structure condition is as follows.

Given some non-negative constants ay, as, as, by, by and x, we assume that A and B satisfies

<go forallt>D0.

20\ 2

(AGe.2.0).0) = Wl ~ oo (5 ) = a0

|

(1) 4Gz < axglpl) + asa( ) + a0

|

Blo sl < s + 0 ) + 900

where (z,2,p) € QxRxR*™ and 0 < R < %diam(Q). Similar growth conditions have been
considered previously in [22],[26] and [40] for the special case g(t) = t*~* for a > 1.

For weak solutions of equation (1.1) with the above structure conditions, the appropriate
domain is the Horizontal Orlicz-Sobolev space HW1() (see Section 2 for the definition),
where G(t) = f(f g(s)ds. The following is the first result of this paper.
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Theorem 1.1. Let u € HWHG(Q) N L>®(Q) be a weak solution of the equation (1.1), with

fo s)ds and |u| < M in Q. Suppose the structure condition (1.3) holds for some

X 2 0,0<R § Ry and a function g satisfying (1.2) with 6 > 0, then there ezists ¢ > 0 and
€ (0,1) dependent on n,d, go, a1, as, as, boM, by such that u € Clg’ca(Q) and

(1.4) oscp, u < c(%) (oscBRu—i-XR),
whenver Br, CC §2 and B,, Br are concentric to Br, with 0 <r < R < Ry.

The above theorem follows as a consequence of Harnack inequalities, Theorem 3.4 and
Theorem 3.5 in Section 3. Similar Harnack inequalities in the sub-elliptic setting, has also
been shown in [6] for the special case of polynomial type growth. The proof of these are
standard imitations of the corresponding classical results due to Serrin [37], see also [40, 29].

Theorem 1.1 is necessary for our second result, the Ct®-regularity of weak solutions. This
is new and relies on some recent development in [35], which in turn is based on the work of
Zhong [43]. The structure conditions considered for this, are as follows.

Given the constants L, L/ > 1 and « € (0, 1], we assume that the following holds,

ﬁ@ﬁw <mA@amaQSL%§MW;

A, zp) = Al w,p)| < L'(1+g(lp) (Jo = o1 + 12 = wl*);

|B(z,z,p)| < L'(1+4g(|p])pl,

for every x,y € Q, z,w € [—My, My] and p, £ € R?", where M, > 0 is another given constant.
The following theorem is the second result of this paper.

Theorem 1.2. Let u € HWHG(Q) N L®(Q) be a weak solution of the equation (1.1), with

fo s)ds and |u] < My in Q. Suppose the structure condition (1.5) holds for some
L L’ >1,ac€ (0 1] and a function g satisfying (1.2) with § > 0, then there exists a constant
B = B(n,0,g0,c, L) € (0,1) such that u € Cl’ﬂ(Q) and for any open ) CC Q, we have

loc

(1.6) | Xu| o8 reny < C(n, 8, g0, 0, L, L', My, g(1), dist (€', aQ))

(1.5)

Pertaining to the growth conditions involving (1.2), local Lipshcitz continuity for the class
of equations of the form divy A(Xu) = 0, has been shown in [35]. As a follow up, here we
show the Ch?-regularity for this case as well, with a robust gradient estimate unlike (1.6).

Theorem 1.3. Let u € HWYC(Q) be a weak solution of the equation divy A(Xu) = 0, where
A R?" — R?", the matriz DA is symmetric and the following structure condition holds,

(1.7) || ol
|A(p)| < Lg(|p]).

for every p,& € R*™, L > 1 is a given constant and g satisfies (1.2) with § > 0. Then Xu is
locally Hélder continuous and there ezists o = o(n, go, L) € (0,1) and ¢ = ¢(n,d, g0, L) > 0
such that for any B,, C Q and 0 < r < ro/2, we have

(1.8) max ]{BT G(| Xu —{Xu}p,|) dx < C(:_())"][ G(|Xu|) dx

1<I<2n By,
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The proof of the above theorem, follows similarly along the line of that in [34]. It involves
Caccioppoli type estimates of the horizontal and vertical vector fields along with the use of
an integrability estimate of [43] and a double truncation of [39] and [28].

We remark that the spaces C'%% and C'* considered in this paper, are in the sense of
Folland-Stein [17]. In other words, the spaces are defined with respect to the homogeneous
metric of the Heisenberg Group, see Section 2 for details. No assertions are made concerning
the regularity of the vertical derivative.

This paper is organised as follows. In Section 2, we provide a brief review on Heisenberg
Group and Orlicz spaces. Then in Section 3, first we prove a global maximum principle
exploring some generalised growth conditions along the lines of [29]; then we prove the
Harnack inequalities, thereby leading to the proof of Theorem 1.1. The whole of Section 4
is devoted to the proof of Theorem 1.3. Finally in Section 5, the proof of Theorem 1.2 is
provided and some possible extensions of the structure conditions are discussed.

2. PRELIMINARIES

In this section, we fix the notations used and provide a brief introduction of the Heisenberg
Group H". Also, we provide some essential facts on Orlicz spaces and the Horizontal Sobolev
spaces, which are required for the purpose of this setting.

2.1. Heisenberg Group.
Here we provide the definition and properties of Heisenberg group that would be useful in
this paper. For more details, we refer the reader to [2],[7], etc.

Definition 2.1. For n > 1, the Heisenberg Group denoted by H", is identified to the
Euclidean space R?"*! with the group operation

1 n
(2.1) Ty = (xl + Y1, ooy Top+ You, t+ S+ 3 Zl(xzynﬂ — xnﬂyl))

for every x = (z1,...,Tan,t), Yy = (Y1, .-, Y2, s) € H".

Thus, H" with the group operation (2.1) forms a non-Abelian Lie group, whose left in-
variant vector fields corresponding to the canonical basis of the Lie algebra, are

X; = 0y, — $7;+iat’ Xogi = Op, i + %at,

for every 1 < i < n and the only non zero commutator 7" = 0;. We have

We call X1, ..., Xs, as horizontal vector fields and T as the vertical vector field. For a scalar
function f : H* — R, we denote Xf = (Xif,..., Xs,f) and XXf = (Xi(X,f)):; as the
Horizontal gradient and Horizontal Hessian, respectively. From (2.2), we have the following

trivial but nevertheless, an important inequality |7 f| < 2|XX f|. For a vector valued function
F=(f1,..., fon) : H* = R?" the Horizontal divergence is defined as

The Euclidean gradient of a function g : R* — R, shall be denoted by Vg = (Dyg, ..., Dyg)

and the Hessian matrix by D?g.
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The Carnot-Carathéodory metric (CC-metric) is defined as the length of the shortest
horizontal curves, connecting two points. This is equivalent to the Koranyi metric, denoted
as dgn(x,y) = ||y~ - x||g», where the Koranyi norm for z = (1, ..., x9,,t) € H" is

2n 1
(2.3) Jollan i= (Y2241t )7
i=1

Throughout this article we use CC-metric balls denoted by B,.(z) = {y € H" : d(x,y) < r}
for r > 0 and x € H". However, by virtue of the equivalence of the metrics, all assertions
for CC-balls can be restated to Koranyi balls.

The Haar measure of H" is just the Lebesgue measure of R***1. For a measurable set
E C H", we denote the Lebesgue measure as |E|. For an integrable function f, we denote

(e fao= ﬁ[ﬁjdw-

The Hausdorff dimension with respect to the metric d is also the homogeneous dimension of
the group H", which shall be denoted as Q = 2n + 2, throughout this paper. Thus, for any
CC-metric ball B,, we have that |B,| = c(n)r¢.

For 1 < p < oo, the Horizontal Sobolev space HWP(2) consists of functions u € LP(2)
such that the distributional horizontal gradient Xu is in LP(2,R?"). HWP(Q) is a Banach
space with respect to the norm

(2.4) ||uHHW1,p(Q) = HUHLP(Q) + HXUHLP(QJRZH).

We define HWL?(Q) as its local variant and HW,”(Q) as the closure of C5°(Q) in HW'#(Q)
with respect to the norm in (2.4). The Sobolev Embedding theorem has the following version
in the setting of Heisenberg group (see [6],[7]).

Theorem 2.2 (Sobolev Embedding). Let B, C H" and 1 < ¢ < Q. For allu € HWy"*(B,),
there exists constant ¢ = c¢(n, q) > 0 such that

Q—q

(2.5) (][ | 5 dw)Qq < er (][ |%u|qu>;.

Holder spaces with respect to homogeneous metrics have appeared in Folland-Stein [17]
and therefore, are sometimes called are known as Folland-Stein classes and denoted by I'*
or ['% in some literature. However, here we maintain the classical notation and define

(2.6) Co(Q) = {u e L>=(Q) : lu(z) —u(y)| < cd(z,y)* V z,y € Q}

for 0 < a < 1, which are Banach spaces with the norm

|u(z) — u(y)]
2.7 lul|coaiqy = ||Jul|pe@) + sup ———.
(2.7) [ullcoe@) = [JullLe= (o S )
These have standard extensions to classes C*%(Q) for k € N, which consists of functions
having horizontal derivatives up to order k in C'%*(Q2). The local counterparts are denoted
as Cfgf (©2). Now, the definition of Morrey and Campanato spaces in sub-elliptic setting
differs in different texts. Here, we adopt the definition similar to the classical one.
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For any domain 2 C H" and A > 0, we define the Morrey space as
(2.8) MM (Q) = {u € L .(Q): / lu|dz < ¢V B, C Q,r > 0}
and the Campanato space as T
(2.9) L) = {u € Li.(Q) : /B lu—{u}p,|de <cr*V B, CQr> 0} ,

where in both definitions B, represents balls with metric d. These spaces are Banach spaces
and have properties similar to the classical spaces in the Euclidean setting. We shall use the
fact that for every 0 < a < 1 and @ = 2n + 2, we have

(2.10) LHerQ) c ' (Q),

where the inclusion is to be understood as taking continuous representatives. For details on
classical Morrey and Campanato spaces, we refer to [25] and for the sub-elliptic setting we
refer to [7].

2.2. Orlicz-Sobolev Spaces.
In this subsection, we recall some basic facts on Orlicz-Sobolev functions, which shall be
necessary later. Further details can be found in textbooks e.g. [25],[36].

Definition 2.3 (Young function). If ¢ : [0, 00) — [0, 00) is an non-decreasing, left continuous
function with ¥(0) = 0 and ¥(s) > 0 for all s > 0, then any function ¥ : [0, 00) — [0, c0] of
the form

(2.11) U(t) = /Otw(s) ds

is called a Young function. A continuous Young function ¥ : [0,00) — [0, 00) satisfying
U(t)=0iff t =0, limy,0o U(t)/t = 0o and lim; o W (t)/t = 0, is called N-function.

There are several different definitions available in various references. However, within a
slightly restricted range of functions (as in our case), all of them are equivalent. We refer to
the book of Rao-Ren [36], for a more general discussion.

Definition 2.4 (Conjugate). The generalised inverse of a montone function v is defined as
Y 1(t) ;== inf{s > 0 | ¢(s) > t}. Given any Young function ¥(t) = fotz/z(s)ds, its conjugate
function U* : [0, 00) — [0, 00| is defined as

(2.12) U*(s) 1= / V() dt
0
and (¥, U*) is called a complementary pair, which is normalised if (1) + ¥*(1) = 1.

A Young function W is convex, increasing, left continuous and satisfies W(0) = 0 and
lim; o, V() = co. The generalised inverse of U is right continuous, increasing and coincides
with the usual inverse when W is continuous and strictly increasing. In general, the inequality

(2.13) W(UH(t) <t <V HU(1))

is satisfied for all ¢ > 0 and equality holds when ¥(¢) and ¥~'(¢) € (0, 00). It is also evident
that that the conjugate function ¥* is also a Young function, ¥** = ¥ and for any constant
¢ > 0, we have (cV)*(t) = c¥*(t/c).
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Here are two standard examples of complementary pair of Young functions.
(1) U(t) =P /p and ¥*(t) = tP" /p* when 1 < p,p* < oo and 1/p + 1/p* = 1.
(2) U(t) =(1+t)log(l+t) —t and ¥*(t) = e’ —t — 1.
The following Young’s inequality is well known. We refer to [36] for a proof.

Theorem 2.5 (Young’s Inequality). Given a Young function V(t) = fgw(s)ds, we have
(2.14) st < U(s)+ U*(¢)
for all s,t > 0 and equality holds if and only if t = (s) or s =~ 1(t).

A Young function VU is called doubling if there exists a constant Cy > 0 such that for all

t >0, we have ¥(2t) < Cy U(t). By virtue of (1.2), the structure function ¢ is doubling with
the doubling constant C5 = 29° and hence, we restrict to Orlicz spaces of doubling functions.

Definition 2.6. Let 2 C R™ be Borel and v be a o-finite measure on 2. For a doubling
Young function ¥, the Orlicz space LY (9, v) is defined as the vector space generated by the
set {u: Q — R | u measurable, [, ¥(|u|)dv < oo}. The space is equipped with the following
Luzemburg norm

(2.15) ull v ) = inf {k >0 /Q\p (’—Z‘) dv < 1}

If v is the Lebesgue measure, the space is denoted by LY(2) and any u € LY(Q) is called a
W-integrable function.

The function u — ||u| 1 (q,,) is lower semi continuous and L (9, v) is a Banach space with
the norm in (2.15). The following theorem is a generalised version of Holder’s inequality,
which follows easily from the Young’s inequality (2.14), see [36] or [41].

Theorem 2.7 (Holder’s Inequality). For every u € LY (Q,v) and v € LY (Q,v), we have

(2.16) / v dv < 2 Jull gy lo] 1 )

Remark 2.8. The factor 2 on the right hand side of the above, can be dropped if (¥, U*) is
normalised and one is replaced by ¥(1) in the definition (2.15) of Luxemburg norm.

The Orlicz-Sobolev space W'Y (Q2) can be defined similarly by LY norms of the function
and its gradient, see [36], that resembles W?(£2). But here for Q C H", we require the notion
of Horizontal Orlicz-Sobolev spaces, analoguous to the horizontal Sobolev spaces defined in
the previous subsection.

Definition 2.9. We define the space HW'¥(Q) = {u € LY(Q) | Xu € LY(Q,R*")} for an
open set 2 C H" and a doubling Young function ¥, along with the norm

HUHHWW(Q) = HUHL‘I’(Q) + quHL‘I’(Q,R%)'
The spaces HW,>Y (Q), HW, Y (Q) are defined, similarly as carlier.

We remark that, all these notions can be defined for a general metric space, equipped with
a doubling measure. We refer to [41] for the details.

The following theorem, so called (¥, ¥)-Poincaré inequality, has been proved (see Propo-
sition 6.23 in [41]) in the setting of a general metric space with a doubling measure and

metric upper gradient. We provide the statement in the setting of Heisenberg Group.
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Theorem 2.10. Given any doubling N-function U with doubling constant co > 0, every
u € HWHY(Q) satisfies the following inequality for every B, C Q and some ¢ = c(n, cy) > 0,

(2.17) ][ w(%) dr < c]{gr (| %ul) dz

In case of W(t) = P, the inequality is referred as (p, p)-Poincaré inequality. The following
corrollary follows easily from (2.17) and the (1, 1)-Poincaré inequality on H".

Corollary 2.11. Given a convex doubling N-function ¥ with doubling constant co > 0, there
exists ¢ = c(n, cy) such that for every B, C Q and uw € HWHY(Q) N HWy''(Q), we have

(2.18) ][T\I/<|1;|)dx<c][rllf(|%u|)dx

Given a domain Q2 C H", using (2.18) and arguments with chaining method (see [23]), it
is also possible to show that for u, U and ¢ = ¢(n, c2) > 0 as in Corrollary 2.11, we have

(2.19) ﬁw(%) dz < c]{Z U(|%u|) dz

Now we enlist some important properties of the function g that satisfies (1.2).

Lemma 2.12. Let g € Cl([O o0)) be a function that satisfies (1.2) for some constant gy > 0
and g(0) = 0. If G(¢) fo s)ds, then the following holds.

(2.20) (1) G € C*([0,00)) is convex;

(2.21) (2) tg(t)/(1+g0) < G(t) tg(t) ¥ ¢ >0,
(2.22) (3) g(s) <g(t) < (t/s)*g(s) ¥V 0<s<t;
(2.23) (4) G(t)/t is an increasing function ¥ t > 0;
(2.24) (5) tg(s) <tg(t)+sg(s) V t,s>0.

The proof is trivial (see Lemma 1.1 of [29]), so we omit it. Notice that (2.22) implies that
g is increasing and doubling, with g(2t) < 2%¢(¢) and

(2.25) min{l, a”}g(t) < g(at) < max{l,a®}g(t) for all a,t > 0.

Since G is convex, an easy application of Jensen’s inequality yields
(2.26) ][ G(lw —A{w}ql)dz < c(go) r,?iﬂ{?][ G(lw—k|)dz Vwe LYQ)
Q R Jao

All the above properties hold even if 6 = 0 in (1.2) and they are purposefully kept that way.
However, the properties corresponding to > 0, shall be required in some situations. For
this case, (2.21) and (2.22) becomes

(2.27) tg(t)/(1+g0) < G(t) < tg(t)/(140) V ¢ =0;
(2.28) (t/5)°g(s) < g(t) < (t/s)™g(s) ¥ 0<s<t,

and hence t — g(t)/t% is decreasing and t — g(t)/t’ is increasing.
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3. HOLDER CONTINUITY OF WEAK SOLUTIONS

In this section, we show that weak solutions of quasilinear equations in the Heisenberg
Group satisfy the Harnack inequalities, which leads to the Holder continuity, thereby proving
Theorem 1.1. The techniques are standard, based on appropriate modifications of similar
results in the Euclidean setting, by Trudinger [40] and Lieberman [29].

On a domain 2 C H", we consider the prototype quasilinear operator in divergence form

(3.1) Qu = divy A(x,u, Xu) + B(z,u, Xu)

throughout this paper, where A : Q2 x R x R*™ — R?" and B : Q x R x R?" — R are given
functions. Appropriate additional hypothesis on structure conditions satisfied by A and B,
shall be assumed in the following subsections, accordingly as required.

Here onwards, throughout this paper, we fix the notations

(3.2) F(t):=g(t)/t and G(t) := /Otg(s) ds.

We remark that the conditions chosen for A, always ensure some sort of ellipticity for
the operator (3.1) and the existence of weak solutions u € HW%(Q) for Qu = 0 is always
assured. Any pathological situation, where this does not hold, is avoided.

3.1. Global Maximum principle.
Given weak solution u € HWY(Q) for Qu = 0, here we show global L> estimates of
u under appropriate boundary conditions. The method and techniques are adaptations of
similar classical results in [29] for quasilinear equations in the Euclidean setting.

Here, we assume that u satisfies the boundary condition u — uy € HW,%(Q) for some

up € L*(R2). In addition, we assume that there exists by > 0 and M > |Jug||z~ such that

(3.3) (Alz, z,p),p) > Iplg(Ip]) = fi(l2]);

(3-4) 2B(x,z,p) < bo(A(z, 2,p), p) + fa(l2]),

holds for all z € Q, |z| > M and p € R?", where fi, f» and ¢ are non-negative increasing
functions. Also, we require (A(z, u, Xu), Xu) € L*(Q2) and u € L>®(£2). The first condition
(3.3), can be viewed as a weak ellipticity condition.

Additional conditions on f; and fs, yields apriori integral estimates as in the following
lemma. Similar results in Euclidean setting, can be found in [22] and [26].

Lemma 3.1. Letu € HWY(Q) be a weak solution of Qu = 0 in Q along with the conditions
(3.3) and (3.4) and u — ug € HW&’G(Q). If the functions fi, fo and g satisfy

(3.5) (1) tg(t) < a1 G(t);

(3.6) (2) tg(t) fu(Rt) + G(t) fo(Rt) < arG(1)?,

for some a; > 1,R > 0 and every t > M/R, then there exists c(n) > 0 such that for
Q=2n+2 and ¢ = c(n)[(1 + a1)(1 + 2by)]?, we have

(3.7) sup G([ul/R) < max{%/QGﬂuVR) dz, (1 +a1)G(M/R)}.
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Proof. The proof is similar to that of Lemma 2.1 in [29] (see also Lemma 10.8 in [22]) and
follows from standard Moser’s iteration. We provide a brief outline.

Note that, we can assume |u| > M without loss of generality, as otherwise we are done; we
provide the proof for u > M, the proof for u < —M is similar. The test function ¢ = h(u)
is used for the equation Qu = 0, where letting G = G(|u|/R) and 7 = G(M/R), we choose

h(u) = quB‘ (1- T/G)+|QB+1,

for 5 > 2by and @ = 2n 4+ 2. Thus p/u > 0 and ¢ = 0 on 052, since M > |jug||z~. Hence,
applying ¢ as a test function and using (3.4), we get

/<A(x,u,%u),%g0> dx:/B(w,u,f{u)apdx
Q Q

. / [bo( A, Xw), Xu) + ol € d

u)Xu and we have

[5(1 - &)+ @B+ ]Gﬁl\u - T/GMQ%('—;‘%’) 7

which implies 2/(u) > (8 +1)¢/u and I/ (u) < a1(Q +2)(B+1)|(1 —7/G)T|9PG? from (3.5).
For every 3 > 2by, we obtain that

/Qh'(u)g(]Xu\)\.’{u]dxg/ﬂ(h'(u)—bogo/u) [( Az, u, %u), %u) + fulJu))] d
< [ [taeracs (1) = bop/u) iul)] da

where we have used h/(u) > 2by p/u and (3.3) for the first inequality and (3.8) for the second
inequality of the above. From (3.9) and (3.6), we obtain

(3.8)

Note that Xy = A/

—~

B (u) =

ﬁlﬁ

N =

(3.9)

(3.10) %/Qh’(u)g(|%u])|%u| dr < a1(B+1)(2n+4) /Q ‘(1 _ T/G)+‘Q’BGB+1 de.

Now, leting w = ¢(G) = 1G*T(1 — 7/G) ™9+, note that [¢/(G)| < W (u)g(|u|/R)|Xul/R.
Then, we use (2.24) of Lemma 2.12 with ¢t = |Xu| and s = |u|/R, to obtain

[reutar < [ wa( ) 5o < [ o5 s+ a2 5

(3.11) e
< a5+ 1) /Q (1= /G PGP da

for some ¢(n) > 0, where for the last inequality of the above, we have used (3.10) and (3.5).
Recalling Sobolev’s inequality (2.5) with ¢ = 1, we have

</Qw"‘dm>l/n < c(n)/ |Xw| dx

for k =Q/(Q—1)=(2n+2)/2n+1). Comblnmg this with (3.11), we obtain

(3.12) / (1 —7/G) [P grs+y dx) < —a1 (B+1) / (1 - 7/G)* PP+ da



which can be reduced to [[v]zev@u < (/%)Y vl 13, where v = G|(1 — 7/G)*|9,
v = B4+1,7% = 2by + 1 and the measure p satisfying du = (%L)ang)"?(l — 7/G)"%dx.

Iterating with ~,, = k™7 for m = 0,1,2,... and taking m — oo, we finally obtain

sup G|(1—-7/G)"|9 < ¢(n) (CH(L;;_D)Q/Qde

for some ¢(n) > 0. It is easy to see that this yields (3.7), since supy, G > (1 + a;)7 implies

supg G|(1 — 7/G)*|Q > (1+a1) supg G. Thus, the proof is finished. O

Now, we are ready to prove the global maximum principle. For the Euclidean setting,
similar theorems have been proved before, see e.g. Theorem 10.10 in [22].

Theorem 3.2. Let u € HWYY(Q) be a weak solution of Qu = 0 in Q with supyq |u| < co.
We assume that there exists non-negative increasing functions fi, fo and g such that the
conditions (3.3) and (3.4) hold for R = diam(Q2) and 0 < by < 1; furthermore we assume
U(t) =tg(t) is convex and g satisfies (3.5) for some a; > 1. Then there exists co = co(n, a1)
sufficiently small such that, if fi and fs satisfy

(3.13) Al + 2L < on (1)

for all |z| > supyq |u|, then for some c¢(n, by, a1) > 0, we have
(3.14) sup G(Jul/R) < e(n, by, ar) sup G([ul /)

Q o0
Proof. First notice that, since ¥(t) = tg(t) and g is increasing, we have G(t) < ¥(t) and
from (3.5), we have U(t) < a;G(t). These together imply that G is convex and doubling and
so is ¥, with 2% as their doubling constant.

Let us denote M = supyq |u] and QF = {u > M}. We choose ¢ = (u — M)" as a test
function for Qu = 0 and use (3.4) to get

/Q+ (Al u, Xu), Xu) dr = / (u— M)B(x,u, Xu) dv

Ot
(3.15) < / (1 —M/u) [bO<A(.Z',U, Xu), Xu) + f2("LL|):| dx
O+
§/ bo(A(z,u, Xu), Xu)ydz + [ fo(lu]) dx
ot o+
and then we use (3.15) together with (3.3) and (3.13) to obtain

(3.16) /Q+ U(|Xu|) dz < /Q+ [f1(|u|) + Jf_'%'j] dz < ¢ /Q+ xp(%) dz.

Now, from the Poincaré inequality (2.19), we have

(3.17) Aw(%) dr < c(n,al)/ﬂ\ll(|%<p|)dx - c(n,al)/m\lf(|%u|)dx

11




We have ¥(2¢/R) < 2¥(¢/R) from the doubling condition and letting Q* = {u > 2M},
notice that ¥(u/R) < U(2¢/R) on Q*. Using these together with (3.17) and (3.16), we get

(3.18) /*\11<’2|)d <TO/Q+\D<%> dx:ro[/*QJ(l;')d +/m\m\11<%|) dx]

where 79 = 2% ¢(n, a1)cy < 1 for small enough ¢y. Hence, from (3.18), we arrive at

(1—70)/*\If<|2|>d <TO/Q+\Q*\IJ(%|) da,

which, after adding (1 — 7o) [, 1o Y(Jul/R)dz on both sides, imply

(3.19) (1— TO)/ @(M) dr < / \If(’“‘) dr < | |W(2M/R).
or \ I ones \ R

From a similar argument with Q= = {u < —M}, we can obtain

(3.20) (1-— 7'0)/ (‘ |) dr < |Q7|V(2M/R).

Now for Q0 = {|u] < M}, we directly have

(3.21) (1-— TO)/ (' ’) dr < |Q°|WU(2M/R)
QO
since W is increasing. Thus, adding (3.19),(3.20) and (3.21), we obtain

(3.22) (1-— 7'0)/ (| |) dr < |Q|¥(2M/R).

Q
Now, if ¢y < 1/a;, notice that multiplying ¥(|z|/R) on both sides of (3.13) and using
inequality G(t) < U(t) < a1G(t), we can obtain

U=/ RN + Gl R D < 0,6(el

which is similar to (3.6). Hence, we can combine (3.7) of Lemma 3.1 with (3.22) and conclude
supg G(|ul/R) < ¢(n, by, a1)G(M/R), which completes the proof. O

Remark 3.3. With minor modifications of the above arguments, the global bound can also
be shown corresponding to u™ for weak supersolutions u i.e. for Qu > 0.

3.2. Harnack Inequality.
Here we show that weak solutions of Qu = 0, satisfy Harnack inequality. The proofs are
standard modifications of those in [40] and [29] for the Euclidean setting. We also refer to
[6] for the Harnack inequalities on special cases, in the sub-elliptic setting.

In this subsection, we consider

(329 (AGe.z.p).0) = Wlalsh ~ oo (5 ) = st

(3.24) Al 2,p)| < a2g<|p|>+agg(’ ‘) e

for given non-negative constants aq, as, as, and x, R > 0.
12



Theorem 3.4. In By C ), let u € HWYY(Bg) N L= (Bg) be a weak supersolution, Qu > 0
with |u| < M in Bg and with the structure conditions (3.23),(3.24) and

|

(3.5 sgn(2)B(e,2.0) < ol + () + 900

for given non-negative constants ay,as,as, by, by and g € C*([0,00)) that satisfies (1.2) with
0 > 0. Then for any ¢ >0 and 0 < o < 1, there ezists ¢ = c¢(n, go, a1, as, as, boM,by,q) > 0
such that, letting (Q = 2n + 2, we have

1
+ ¢ +1|a !
(3.26) %1;5 u" < (1= o) anala [(][BR |u™| dm) + XR.]

Proof. The proof is based on Moser’s iteration, similar to that of Theorem 1.2 in [29]. We
provide an outline. First notice that, using Z = z+ xR, the structure conditions (3.23),(3.24)
and (3.25) can be reduced to

(3.27) (A(z,z,p),p) > Iplg(Ipl) — (1 + a1)g(|2]/R) ||/ R;
(3.28) |A(z, 2, p)| < az g(Ipl) + (1 + as)g(|z|/R);
(3.29) ZB(x, z,p) < bolplg(|pl) + (1 + bo + b1)g(|2|/R)|2|/ R.

To obtain (3.29), we multiply Z on (3.25) and use (2.24) of Lemma 2.12 with ¢t = |z|/R and

s = |pl.

Hence, we use @ = u™ + xR for the proof. Given any o € (0,1), we choose a standard
cutoff function n € C§°(Bg) such that 0 <7 <1, n = 1in B,g and |Xn| < 2/(1 — 0)R.
Then, for some v € R and 8 > 1+ |y| which are chosen later, we use

¢ =n"uG(nu/R)"'e""

as a test function for Qu > 0, to get

(1+ bo) / G (nu/R)" e A(z, u, Xu), Xu) dx
Br

LBt / ma G (nu/R)"*g(nu/R)e™ (A, u, Xu), Xu) da
R /g,
(3.30) < _6;5 1/3 77'y|a|2G(mj/R)B—Qg(mj/R)eboa<A(JU7u’%u%%n> "

- 7/ n”ilaG(nﬂ/R)ﬁfleb(’%A(m,u,%u),%m dx
Br

—I—/ G (nu/R)P e B(x,u, Xu) dx.
Br

Now we use the structure condition (3.27) for the left hand side and (3.28),(3.29) for the

right hand side of the above inequality. Then, we use (2.21) and (2.22) of Lemma 2.12 and
13



also the fact that eboxft < ebo® < ebo(M+XR) gince |u| < M in Br. We obtain

B ; WG (nu/R)* g(|Xul)|Xal dz

GQ/B eboM

< A7
(3.31) - (I-o)
B+ go)Crc™ /

Br

. _ L u _
|G/ R g gl xa) do
Br

7t/ g ()

=hL+1

where C7 = (1 + a1)(1 +by) + (1 + by + b1) + (1 + a3)/(1 — o). Here onwards, we use
¢ = c(n,go, a1, as,as,bpM,b;) > 0 as a large enough constant, throughout the rest of the
proof. Now we estimate both I; and Iy as follows.

For I, we use (2.24) with ¢t = (130) aze™®Mii/nR and s = | X1/, to obtain

h<y [ G Ry gl xa)[xal dr
Br

s

<35 " G(na/R)" " g(|Xal)|Xa| de
Br
cp

+ / nw—(2+ng)G(nﬂ/R)ﬁ dz,
Br

(1 —o)tto

(3.32)

where we have used g(u/nR) < n~*°g(nu/R) for the latter inequality of the above.
For Iy, we trivially have

B / V=11 (i | 2B
N G(nu/R)” dz.
T=o) /s (nu/R)
Letting 0 = 2 + 2g, and combining (3.31) with (3.32) and (3.33), we obtain

Bl o e 5 o
(3.34) E/BR?? G(nia/R)’ 'g(|xu))|Xu| dz < ufw/&j} 'G(nu/R)? du.

(3.33) I, <

Now, we use Sobolev inequality

(/BR |U)’de>i < c(n) /BR |Xw)| da

for k = Q/(Q—1) = (2n+2)/(2n+1) and w = "G (nii/ R)? with the choice of v = —(Q—1),
so that ky = —Q0 = v — 0. Combining with (3.34), we obtain

([ recomme ) < 2o [ ecomny

Iterating the above with 5y = ¢ > Q60 and 3, = K™y and letting m — oo, we get

(3.35) S;lp G(nu/R) < %(é n~G(nu/R) dx)@
14



Hence, using (2.21), we get

_ c(q) ( ][ _ @
suptt < ———— ul? d:L')
BUE (1= o)/ BR| |
for all ¢ > Q6 and c(q) = c(n, go, a1, az,az,boM,b1,q) > 0. Then from the interpolation
argument in [11], we get the above for all ¢ > 0. This concludes the proof. O

Theorem 3.5. In Br C Q, let u € HWYY(Bg) N L>®(Bgr) be a weak subsolution, Qu < 0
with 0 < u < M in Bg and with the structure conditions (3.23),(3.24) and
2|

(3.36) sign(z)B(z, z,p) 2 —% [bo 9(lpl) + b1 g (E) + g(x)]

for given non-negative constants ay,az,as, by, by and g € C*([0,00)) that satisfies (1.2) with
0 > 0. Then there exists positive constants qu and ¢ depending on n,d, go, a1, as, as, bgM, by
such that, letting QQ = 2n + 2, we have

(3.37) <][ (s dm) " <c ( inf w -+ XR)
Brj2 Br/a

Proof. Taking @ = u + xR and n € C3°(Bg/2) similarly as in the proof of Theorem 3.4, we
can use the test function ¢ = n"aG(ii/nR)e " on Qu < 0 and obtain

(3.38) (][ u ! d:v) < c(q) inf @
Br/2 Br/a

for any ¢ > 0. Now for any 0 < r < R, we choose n € C5°(B,) such that 0, <n <1l,np=1
in B, s and |Xn| < 2/r. Then we choose test function ¢ = nuG(a/r)~' in Qu < 0. Here
we use the fact that g satisfies (1.2) with § > 0, so that from (2.27) and (2.28), we have

G(u/r)~t = G(u/r)2g(a/r)u/r < —G(u/r) "6 /(14 6).
Thus, using test function ¢ and structure conditions (3.27),(3.28) and (3.36), we obtain

/Tﬁgom%%fmdx Sc/r [(al—kag—l—bo—i-bl)%] dz < or@

where we suppress the dependence of a;,b;, go,0 and denote constant as c. Now, recalling
(2.24), we use t < tg(t)/g(s) + s, with t = |Xu| and s = u/r, to obtain

[ [,
B. U B, ug(u/r) r
c g(|Xul)|Xu| o-1

<= Z 1| dz <

= T/BT L Ga/r Jdr <er
Taking w = log(u), we use Poincaré inequality and (3.39) to get
][ lw—A{w}p, ,|ldr < cr][ |Xw|dx = Qc_l / |%_u\ dz < ¢,

B2 r B2 U

BT/Q

(3.39)

which shows that w € BMO(B,/2). John-Nirenberg type inequalities in the setting of metric

spaces with doubling measures, is known; we refer to [3]. This is applicable in our setting
15



and the above inequality imples exponential inetegrability for w = log(@). Thus there exists
qo > 0 and ¢g > 0 such that

2
(3.40) ( ][ Tl dw) ( ][ u® dw) < < ][ eqow{w}Br/de> < .
B'r/2 BT‘/2 Br/Q

for any » < R. Thus, (3.38) with ¢ = ¢y and (3.40), concludes the proof. O
From Theorem 3.4 and Theorem 3.5, the following corrollary is immediate.

Corollary 3.6. In Bp C Q, let u € HWY(Bg) N L*(Bg) be a weak solution of Qu = 0
with 0 < u < M in Bg and with the structure conditions (3.23),(3.24) and
2|

(3.1 B2 < g |l + g5 ) + 0]

for given non-negative constants ay,az,as, by, by and g € C*([0,00)) that satisfies (1.2) with
0 > 0. Then there exists ¢ = ¢(n, 9, go, a1, as, as,bgM,by) > 0 such that we have

(3.42) sup u < c( inf w+ xR)

Bprja Brja

Thus, bounded weak solutions satisfy the Harnack inequality (3.42), which implies the
Holder continuity of weak solutions. By standard arguments, it is possible to show that there
exists o = a(n, 9, go, a1, az, az,boM,by) € (0,1) and ¢ = ¢(n, 0, go, a1, as, as, byM, by) > 0 such
that, we have

(3.43) oscg, u < ¢ <%>a <OSCBR u+ XR).

for every 0 < r < R and Br C (). This is enough to prove Theorem 1.1.

Remark 3.7. The growth and ellipticity conditions (3.23),(3.24) and (3.41) are special cases
of the more general conditions in (3.3) and (3.4). When g satisfies (1.2), it is easy to
see that (3.5) holds with a; = 1 + g and (3.3), (3.4) and (3.6) holds if fi(]z]), fa(|z]) ~
g(|z|/R)|z|/R + g(x)x- Therefore, it is not restrictive to assume |u| < M since we have
Theorem 3.2 for the above cases. Furthermore, (3.41) can be relaxed to

(3.44) 2B, < plall) + () 5 + g0

so that, in this case (3.29) can be obtained immediately.

4. HOLDER CONTINUITY OF HORIZONTAL GRADIENT

In this section, we consider a homogenous quasilinear equation where the operator does
not depend on x and u. Estimates for this equation shall be necessary in Section 5. However,
all results in this section are obtained independently, without any reference to the rest of
this paper, apart from the usage of the structure function g in (1.2).

We warn the reader that in this section z is used as a variable in R?”, unlike the other
sections. This is done to maintain continuity with [35].

In a domain 2 C H", we consider

(4.1) divy (A(Xu)) =0 in Q,
16



where A : R? — R?" is a given C' function. We denote A(z) = (A;1(2), Az2(2), ..., Asn(2))
for all z € R*" and D.A(z) as the 2n x 2n Jacobian matrix (0.4;(z)/0z;);;. We assume that
DA(z) is symmetric and satisfies

F(lz)IEl* <(DA(2)¢,&) < LF(|z])g]*;
[A(2)] < Lz[F([2]).

for every z,£ € R* and L > 1, where we denote F(t) = g(t)/t maintaining the notation
(3.2). Here g : [0,00) — [0,00) is a given C'' function satisfying (1.2) and g(0) = 0.

The above equation has been considered previously in [35] where local boundedness of Xu
for a weak solution u of (4.1), has been established. The goal of this section is to prove the
local Holder continuity of Xu. We restate Theorem 1.3 here, which is the main result of this
section.

(4.2)

Theorem 4.1. Let u € HWYY(Q) be a weak solution of the equation (4.1) with structure
condition (4.2) and g satisfies (1.2) with 6 > 0. Then Xu is locally Hélder continuous and
there exists o = o(n, go, L) € (0,1) such that for any Br0 CQand0 <r <ry/2, we have

(4.3) max ][ G(|Xu — {Xju}p,|) de < c ][ G(|Xu|)d

1<I<2n
where ¢ > 0 depends on n, 0, go, L

4.1. Previous Results.
Here we provide some results that are known and previously obtained, which would be
essential for our purpose. For more details, we refer to [35] and references therein.

The following monotonicity and ellipticity inequalities follow easily from (4.2).

D) — Aw). 2 —w) > ¢ |z —wF(|2]) if |2 — w| < 2|2
(4.4) (1) (A(z) = A(w), )= (90){|z—w|2F(|z_w|) 15— w] > 2]

(4.5) (2) (A(2), 2) = e(go) [2["F(I2]) = c(go) G(l2])

for all z,w € R?" and some constant ¢(gy) > 0. These are essential to show the existence of
a weak solution u € HWhY(Q) of the equation (4.1). We refer to [35] for a brief discussion
on existence and uniqueness for (4.1). The following theorem is Theorem 1.1 of [35], which
shows the local Lipschitz continuity of the weak solutions.

Theorem 4.2. Let u € HWY(Q) be a weak solution of equation (4.1) satisfying structure
condition (4.2) and g satisfies (1.2) with § > 0. Then Xu € L{2.(Q, R?™); moreover for any
B, C Q, we have

c
4.6 sup G(|Xu <—][G%u dz
(4.6) Sup (I \)_(1_0_)@ . (1%ul)
for any 0 < o < 1, where ¢ = ¢(n, go, 0, L) > 0 is a constant.

Now, we also require the following apriori assumption as considered in [35], in order to

temporarily remove possible singularities of the function F. Here onwards, this shall be
assumed until the end of this section.

(4.7) (A) : There exists my, ms > 0 such that hr% F(t) = m; and hm F(t) = mo.
t— —00
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This combined with the local boundedness of Xu from Theorem 4.2, makes the equation
(4.1) to be uniformly elliptic and enables us to conlcude

(4.8) Xu € HW2(QR™) N Ol (UR™), Tu € HWZ(Q) N Go(Q)

loc loc loc loc
from Theorem 1.1 and Theorem 3.1 of Capogna [5]. However, every estimates in this section,
are independent of the constants m; and my and (4.7) shall be ultimately removed.
The regularity (4.8) is necessary to differentiate the equation (4.1) and obtain the equations
satisfied by X;u and T'u, as shown in the following two lemmas. The proofs are simple and
omitted here, we refer to [35] and [43] for details.

Lemma 4.3. If u € HWYY(Q) is a weak solution of (4.1), then Tu is a weak solution of
2n
(4.9) > Xi(DjA(Xu) X;(Tu)) = 0.
irj=1
Lemma 4.4. Ifu € HWYY(Q) is a weak solution of (4.1), then for anyl € {1,...,n}, we
have that X;u is weak solution of

2n 2n
1,j=1 =1

and similarly, X, u is weak solution of

(4.11) Zn: Xi(Dy A (X)X X yut) — Zn: Xi(DyAy(Xu)Tu) — T(A(Xu)) = 0.

We enlist some Caccioppoli type inequalitites, that are very similar to those in [43] and
[34]. They will be essential for the estimates in the next subsection.
The following lemma is similar to Lemma 3.3 in [43], the proof is trivial and omitted here.

Lemma 4.5. For any >0 and all n € C*(R2), we have, for some ¢ = ¢(n, go, L) > 0, that

C

The following lemma is similar to Corollary 3.2 of [43] and Lemma 2.5 of [34]. This is
crucial for the proof of the Holder continuity of the horizontal gradient. The proof of the
lemma is similar to that in [43] and involves few other Caccioppoli type estimates. An outline
is provided in Appendix II, for the reader’s convenience.

/ P (|1%u]) [Tl |2 (Tu) dr <
Q

Lemma 4.6. For any ¢ > 4 and all non-negative n € C§°(2), we have that

(4.12) / n?F (|Xul]) |Tul|? dx < c(q)Kq/Q/ F (|Xul) | Xu|? dx,
Q supp(n)
where K = ||Xn|7 + [InTl| o= and c(g) = e(n, go, L, q) > 0.

The following corollary follows immediately from Lemma 4.5 and Lemma 4.6.
Corollary 4.7. For any ¢ > 4 and all non-negative n € C3°(52), we have
/ ™2 (1 %ul) [Tul"2|X(Tu)]? do < e(q)K*5 F ([Xu]) [Xul” dz,
Q spt(n)

where K = || Xn||%< + |[nTn||z~ and c(q) = ¢(n, go, L, q) > 0.
18



4.2. The truncation argument.

In this subsection, we follow the technique of [34] and prove Caccioppoli type inequalities

invovling a double truncation of horizontal derivatives. In the setting of Euclidean spaces,

similar ideas have been implemented previously by Tolksdorff [39] and Lieberman [28].
Here onwards, throughout this section, we shall denote u € HW1%(Q) as a weak solution

of (4.1) and equipped with local Lipschitz continuity from Theorem 4.2, we denote

(4.13) pi(r) =supg, | X;ul, p(r)= max pu(r).

1<i<2n
for a fixed ball B, C €.
We fix any [ € {1,2,..,2n} and consider the following double truncation

(4.14) v :=min (p(r)/8, max (u(r)/4 — Xu,0)).

It is important to note that, from the regularity (4.8), we have

(4.15) Xve L (O, R*™), Tve L. (Q)

and moreover, letting

(4.16) E={xeQ:u(r)/8 < Xu< u(r)/i},

we have that

I IV P PR

The properties of this truncation shall be exploited for proving all the following Caccioppoli
type estimates. In particular, notice that

(4.18) u(r)/8 < |Xu| < (2n)?u(r) in ENB,;
since F(t) = ¢(t)/t, (4.18) combined with (2.25) implies
(4.19) L__F(u(r)) < F(|Xu]) < 8@n)*2F(u(r)) in BN B,

890 (2n)1/?

which shall be used several times during the estimates that follow in this subsection. The
main lemma required to prove Theorem 4.1, is the following.

Lemma 4.8. Let v be the truncation (4.14) and n € C{°(B,) be a non-negative cut-off
function such that 0 < n <1 in B,, n =1 in B,j; and that |Xn| < 4/r, |XXn| < 16n/r?.
Then we have the following Caccioppoli type inequality

B, |t=/ 1/
(4.20) / 0P| X2 de < e(B + Z)Q%M(r)‘l(/ nPu?P dx) !
r B

"

for all 6> 0 and v > 1, where ¢ = ¢(n, go, L,7y) > 0 is a constant.

In the setting of equations with p-laplace type growth, the above lemma has been shown
previously in [34](see Lemma 1.1). The proof is going to be similar. Hence, we would require
two auxillary lemmas, similarly as in [34].

We also remark that the inequality (4.20) also holds corresponding to the truncation

v' = min (u(r) /8, max(u(r) /4 + Xu, 0)),

and the proof can be carried out in the same way as that of Lemma 4.8.
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The following lemma is the analogue of Lemma 3.1 of [34]. The proof is similar and
lengthy, which we provide in the Appendix I.

Lemma 4.9. For any > 0 and all non-negative n € C3°(X2), we have that
/nﬂ+2vﬂ+2F<|xu\) Xul XXl de
Q
< (3 +27 [ (0P + alTul)o" 7 () |2l do
(4.21) @
+c(5+2>2/nﬁ+2v5F(\xu\>\xuyﬂxv\?dx
0
+ c/ 02 E (| Xul) | Xul? Tul? dr,
Q
where v is as in (4.14) and ¢ = ¢(n, go, L) > 0.

Throughout the rest of this subsection, we fix a ball B, C € and a cut-off function
n € C°(B,) that satisfies

(4.22) 0<n<1 inB, n=1 inB,
and
(4.23) |Xn| <4/r, |XXn| <16n/r*, |Tn| <32n/r* in B,.

The following technical lemma, that is required for the proof of Lemma 4.8, is a weighted
Caccioppoli inequality for T'u involving v similar to that in Lemma 3.2 of [34]. We provide
the proof here for sake of completeness.

Lemma 4.10. Let B, C 2 be a ball and n € C§°(B,) be a cut-off function satisfying (4.22)
and (4.23). Let 7 € (1/2,1) and v € (1,2) be two fizred numbers. Then, for any f > 0, we
have the following estimate,

|17T

B
@20) [ @D I () [$ul (T do < o(5+ 27 P ()l T
Q

where ¢ = c(n, go, L, 7,7) > 0 and

1>

B :

(4.25) J = / 0P ¥R do + u(r)4’T</ PP dx) :
B, .

Proof. We denote the left hand side of (4.24) by M,

(4.26) M= / BRI TR ((%0)) | Xl | X (Tw) P de.
Q
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where 1/2 < 7 < 1. Now we use ¢ = 57 B+2+4 473+ Xy |4 Ty as a test function for the
equation (4.9). We obtain that

2n
/ S B B g D) A, (%) X, Tu X, T da
Q-

2,7=1

2n
=—(1(8+2)+4) / > O gD 1%y " TuD; Ay (Xu) X Tu Xon d
Q=1

(4.27) 2n
—7(B+4) / Z BT T EED N 2 A Tu Dy Ay (Xu) X Tu Xyv d
Q!

2,j=1

2n
N 4/ Z pm BT TG 22 XpuTuD; Ay (Xu) X;Tu X Xpu da
Q..
i,5,k=1
=K, + Ky + K3,

where the integrals in the right hand side of (4.27) are denoted by K7, K», K3 in order. To
prove the lemma, we estimate both sides of (4.27) as follows.
For the left hand side, we have by the structure condition (4.2) that

(4.28) left of (4.27) > / B+ TEEIE (| %u|) |Xul*|X(Tw)|? de = M,
Q

and for the right hand side of (4.27), we estimate each item K;,i = 1,2, 3, one by one.
To this end, we denote

(4.29) K= / 2T -DB+2+6 L Cr-DE+D R (| %u|) [Xul! [ Tul?| X(Tw) 2 dz.
Q
First, we estimate K by the structure condition (4.2) and Hélder’s inequality, to get

| K| <c(B+2) / T O TR (|2l ) | Xl Tul|X(Tw) || Xn| dz
(4.30) ¢

<e(p+2)KH( /

[ PP () |l d)

where ¢ = ¢(n, go, L, 7) > 0.
Second, we estimate K also by the structure condition (4.2) and Hélder’s inequality,

| K| <c(B+ 2)/777(6””4 oTOHVTIE (| Xul) [Xul* | Tul |X(Tw)|| Xv|de
(4.31) “ N
PP HPRE (%)) | Xl Xo)? dx) ’
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Finally, we estimate K3. In the following, the first inequality follows from the structure
condition (4.2), the second from Hélder’s inequality and the third from Lemma 4.9. We have

15| < c/ " TETIR (1 2u]) |2 | Tl |2 (Tu) || XXu] do
Q

(4.32) < K32 </ 0 TPHT (| Xu]) | Xu)?| X Xu)? dx) :
Q

<ec K31 %,
where [ is the right hand side of (4.21) in Lemma 4.9

=3 +2)° [ 4 E (%) (Xl (20 + olTn]) do
Q
(4.33) +c<5+2)2/nﬁ+4vﬂ+2F(\aeuy)yaeu|4yaevy2dm
Q

+ c/ 0 TPHE (| Xu]) |Xu)? Tul? do.
Q

where ¢ = ¢(n, go, L) > 0. Notice that the integrals on the right hand side of (4.30) and
(4.31) are both controlled from above by I. Hence, we can combine (4.30), (4.31) and (4.32)
to obtain

K|+ 1Kol + Kol < eR313,
from which, together with the estimate (4.28) for the left hand side of (4.27), it follows that

~ 1
(4.34) M < cK?Iz,

where ¢ = ¢(n, go, L, 7) > 0. Now, we estimate K by Holder’s inequality as follows.

27—1

K <( / TR (|xu]) [Xul'|X(T0) dz) T
Q

x (/an‘*F(weuy)yxu|4yTu|fi|ae(Tu)\2dx) *
Q

1-7

— M H=

(4.35)

i

where M is as in (4.26) and we denote by H the second integral on the right hand side of
(4.35)

(4.36) H = /171 FHE (|Xul]) | Xult |Tu]1 7 |%(Tu) % da.

Combining (4.35) and (4.34), we get

(4.37) M <cH™I",

for some ¢ = ¢(n,go, L,7) > 0. To estimate M, we estimate H and I from above. We
estimate H by Corollary 4.7 with ¢ = 2/(1 — 7) and monotonicity of g, to obtain

H < en(r)! | 2F () [Tul 22T do

(4.38) “

c 4 c 4
< ) [ (el [ de < 1Bty
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where ¢ = ¢(n, go, L, 7) > 0.
Now, we fix 1 < v < 2 and estimate each term of I in (4.33) as follows. For the first term
of I, we have by Hoélder’s inequality and monotonicity of g that

/ 0P P20 HE (|2ul) | Xl (|20 ]2 + 9 Th|) da
(4.39) “

= rﬁQF(ﬂ(r))M(T)S’Br!l_i(/ G dx>i.

.

For the second term of I, we similarly have
(4.40) /9775+4UB+2F (|Xu|) | Xu|*|Xv|* dz < cF(u(r))u(T)4/3 0P| Xv)? da.
For the third term of I, we have that

/ NP TWPHE (| X)) | Xu? | Tul? do
Q
27 27 1—%
< ([ #F (b 2P 70l o)
0

< ( / O CIE (|xul) |2l dr )
Q

1

= %F(“(”)N(T)SWTV#(/ P dxy

B

where ¢ = ¢(n, go, L,v) > 0. Here in the above inequalities, the first one follows from Hélder’s
inequality and the second from Lemma 4.6 and monotonicity of g. Combining the estimates
for three items of I above (4.39), (4.40) and (4.41), we get the following estimate for I,

(4.42) 1< o8+ 2P (u(r)(r),
where J is defined as in (4.25)

1

B|'"7 !
J:/ PP X2 de + u(r)4—| |2 </ nPy7P dx)v.
. r By

Now from the estimates (4.38) for G and (4.42) for I, we obtain the desired estimate for M
by (4.37). Combing (4.38), (4.42) and (4.37), we end up with

Br 1-7
(1.43) M < 8+ 27 TR (e
where ¢ = ¢(n, go, L, 7,7y) > 0. This completes the proof. O

Now we provide the proof of Lemma 4.8, for completeness.

Proof of Lemma 4.8. First, notice that we may assume v < 3/2, since otherwise we can
apply Holder’s inequality to the integral in the right hand side of the claimed inequality
(4.20). Also, we recall from (4.14), that for some [ € {1,...,2n},

v =min (u(r)/8, max (u(r)/4 — Xju,0)).

We prove the lemma assuming [ € {1,...,n}; the case for l € {n+1,...,2n} can be proven

similarly. Henceforth, we fix 1 < v < 3/2 and [ € {1,...,n} throughout the rest of the
23



proof. Let > 0 and n € C§°(B,) be a cut-off function satisfying (4.22) and (4.23). Using
test function ¢ = n*4vP*3 for the equation (4.10), we obtain

2n
—(B+3) / Z 0P TP D; A (Ru) X X u X do
Q'

7,7=1
2n
= (f+ 4)/ Z 0T3P DA (Xu) X Xu X da
Q45=1
4.44 al
( ' ) + (ﬁ + 4) / Z T]ﬁ+3?)6+3DiAn+l(%U)TUXﬂ7 dx
2 =1
2n
+ (B +3) / Z PP DA, (Ru) X Tu dx
Q=1

—/nﬂ+4v5+3T(An+l(%u)) dx.
Q

Now notice that from (2.2), we have

2n 2n
ZD]AZ(%U>XJXIUXZT] + Z DZ,An.H(%U)TUXﬂ]
=1

i,j=1 i=
2n 2n

= DjAXW) X, XuXm =) Xi(Ai(Xu)) Xon.
i,j=1 i=1

Thus, we can combine the first two integrals in the right hand side of (4.44) by the above
equality. Then (4.44) becomes

2n
—(6+3) / Z 0 TP D; A (Ru) X X uXiv do
Q=1

2n
=(B+4) / Zn’g+3v5+3Xl (Ai(Xu)) X;n da

Q=1
(4.45) o
+ (B +3) / Z PP D; A (Xu) XovTu da

Q=1

—/n5+4vﬂ+3T(An+l(.’{u)) dx
0
= 0L+ L+ 1,

where we denote the terms in the right hand side of (4.45) by I, I5, I3, respectively.
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We will estimate both sides of (4.45) as follows. For the left hand side, denoting F as in
(4.16) and using structure condition (4.2), we have

left of (4.45) > (6+3)/ 0P PR (|Xu|) |X0)* do
(4.46) g
> o+ DF() [ 0P ool e

™

for a constant ¢y = co(n, go, L) > 0. Here we have used (4.17) and (4.19).
For the right hand side of (4.45), we claim that each item Iy, I5, I3 satisfies

Il < 2B+ 2P [ 0 %l da

(4.47) 1_;‘; ”
+e(p+ 2 PRt ([ oot an)”,

r2

where m = 1,2,3, 1 < < 3/2 and c is a constant depending only on n, gy, L and . Then
the lemma follows from the estimate (4.46) for the left hand side of (4.45) and the above
claim (4.47) for each item in the right. Thus, we are only left with proving the claim (4.47).

In the rest of the proof, we estimate I, Is, I3 one by one. First for I;, using integration
by parts, we have that

2n
I =—(B+4) / ZAi(%u)Xl (n5+3v5+3Xm) dz,
Q=1
from which it follows by the structure condition (4.2), that
[L] <e(B+ 2)2/ 0’ 20 (1Xul) [Xul(|2Xn0| + n|XXn]) do
Q

+c(B+ 2)2/ nPH3VPTEE (| Xu|) | Xu||Xv||Xn| do
(4.48) . “
< SO+ 2PF ) [ e’ do

o

2B+ DI [ P el da,

r

where ¢ = ¢(n, go, L) > 0. For the latter inequality of (4.48), we have used the fact that
g(t) = tF(t) is monotonically increasing. Now we apply Young’s inequality to the last term
of (4.48) to end up with

L] <26+ DF0) [ P ol da

B,

+ 5GP [ e de

T

(4.49)

where ¢ = ¢(n, go, L) > 0 and ¢, is the same constant as in (4.46). The claimed estimate

(4.47) for Iy, follows from the above estimate (4.49) and Hoélder’s inequality.
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To estimate I3, we have by the structure condition (4.2) that
Bl < (5 +2) [ P05 () 0|7l da,
Q

from which it follows by Holder’s inequality that

Bl <e(8+2)( [ 007 () 20 do)
E

1
2

(4.50) < ( / PO DGR (%) dr)
E

< ( / WO F (|%u]) [Tul? d)".
Q

where g = 2v/(y—1). The fact that the integrals are on the set E, is crucial since we can use
(4.19) and the following estimates can not be carried out unless the function F is increasing.
We have the following estimates for the first two integrals of the above, using (4.19).

(4.51) / PR (12u)) [ %02 de < oF (u(r)) / P2 o da,
E s

and

(4.52) / B+ BHIE (| %u|) do < cF(u(r)),u(r)QV/ PP de,
E r

where ¢ = ¢(n, go, L) > 0. We estimate the last integral in the right hand side of (4.50) by
(4.12) of Lemma 4.6 and monotonicity of g, to obtain

c|B,|

(4.53) / WF () [Tult o < & /B F (1%ul) [2ult dz < T2V (u(r) e,

rd

where ¢ = ¢(n, go, L,7y) > 0. Now combining the above three estimates (4.51), (4.52) and
(4.53) for the three integrals in (4.50) respectively, we end up with the following estimate
for I
4=1
2y

B,
] < o(p+2) 2T

Pu(r)ntr? ([

By

1 1
7]/8+4’UB+2|%U|2 d(L’) 2 </ ,rI’Yﬂ,U%B dx) 277
By

from which, together with Young’s inequality, the claim (4.47) for I follows.
Finally, we prove the claim (4.47) for 5. Recall that

Is = —/ nﬁ+4vﬁ+3T(An+l(%u)) dx.
Q

By virtue of the regularity (4.15) for v, integration by parts yields
I3 = / A1 (XW)T (1083 da
Q
(4.54) =(f+4) / 0" AL (Xu) Ty da
Q

+ (B +3) / 0 PR A, (X)) Tode = 13 + 12,
Q
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where we denote the last two integrals in the above equality by I} and I2, respectively. The
estimate for I3 easily follows from the structure condition (4.2) and monotonicity of g, as

I <e(B+2) / PPH9UPHIE (|%u]) |Xul [T da
(4.55) . “
< SO+ DF()* [ oo’ de

T

Thus by Hélder’s inequality, I3 satisfies estimate (4.47). To estimate I3, note that by (4.17)
and the structure condition (4.2) we have

(4.56) 2 < c(5+2) / PHUP PR (1 2u]) | Xul|2(Tu)| de,
E

where the set E is as in (4.16). For 1 < v < 3/2, we continue to estimate IZ by Holder’s
inequality as follows,

<+ [

1
p@=NE+D+4, B+ (|Xu]) |Xul?)%(Tu)? d;r:) 2
E

1
« </ nv(ﬂ+2)vvﬁ+4(7*1)F (’%UD dx)Z.
E

Since, we have (4.19) on the set E, hence

(4.57) [13] < e(B + 2)F (u(r) ()01 ar / P ),

where

(4.58) M= / pGVEHDH G C=NEHIR (|2 u)) | Xl X (Tw) ? de.
Q

Now we can apply Lemma 4.10 to estimate M from above. Note that Lemma 4.10 with
T =2 —~, gives us that

B! _
(4.59) 0 < o8+ 220 Pl B ey 20
where ¢ = ¢(n, go, L,7y) > 0 and J is defined as in (4.25)

1—1

B ¥
(4.60) J :/ nP TP X2 dm—f—u(r)‘l%(/ PP dm) :
B,

o

Now, it follows from (4.59) and (4.57) that

-

BT 2 1
5| < (B + 2)*7F (u(r))u(r)* % J (/ e dx) .

T

By Young’s inequality, we end up with

13 < 35(8+2F (u(r))J

2=

+c<ﬁ+2>3—1F<u<r>>u<r>4%( RO
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where ¢y > 0 is the same constant as in (4.47). Note that, with .J as in (4.60), I? satisfies an
estimate similar to (4.47). Now the desired claim (4.47) for I3 follows, since both I3 and I3
satisfy similar estimates. This concludes the proof of the claim (4.47), and hence the proof
of the lemma. O

The following corollary follows from Lemma 4.8 by Moser’s iteration. We refer to [34] for
the proof.

Corollary 4.11. There exists a constant 6 = 60(n, go, L) > 0 such that the following state-
ments hold. If we have

(4.61) H{z € B, : Xju < u(r)/4}| < 0|B,|
for an index 1 € {1,...,2n} and for a ball B, C S, then

g:/f; Xiu > 3u(r)/16;
Analogously, if we have
(4.62) Hz € B, : Xju> —pu(r)/4} < 0|B,],
for an index 1 € {1,...,2n} and for a ball B, C €, then

sup X;u < —3pu(r)/16.

B2
4.3. Proof of Theorem 4.1.
At the end of this subsection, we provide the proof of Theorem 4.1. As before, we denote
w € HWHE(Q) as a weak solution of equation (4.1) We fix a ball B,, C Q. For all balls
B,,0 < r < ry, concentric to B,,, we denote for | = 1,2, ...,2n,

tu(r) :S}Blp|XlU|> p(r) = max py(r),

1<i<2n

and

wi(r) =oscg, Xju, w(r)= max wi(r).

We clearly have w(r) < 2u(r). For any function w, we define
A,j,p(w) ={reB,: (w(r)— k)t = max(w(x) — k,0) > 0};

and Ay (w) is similarly defined.
The following lemma is similar to Lemma 4.1 of [34] and Lemma 4.3 of [43]. For sake of
completeness, we provide a proof in Appendix I.

Lemma 4.12. Let B,, C Q2 be a ball and 0 < r < r9/2. Suppose that there is T > 0 such
that

(4.63) [Xu| > Tu(r) in A (Xu)

for an index | € {1,2,...,2n} and for a constant k € R. Then for any ¢ > 4 and any
0<r” <r" <r, we have

/ F (|%u]) |X (X — k)2 da
BT’”

(4.64) . 2
< s | P () (= R i+ AL ()
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where K = 15| By | u(r0)?F (u(ro)) and ¢ = c(n,p,L,q,7) > 0.

Remark 4.13. Similarly, we can obtain an inequality, corresponding to (4.64), with (X;u—k)™*
replaced by (Xu — k)~ and A, (Xju) replaced by A, (Xu).

Lemma 4.14. There exists a constant s = s(n, go, L) > 0 such that for every 0 < r < ry/16,
we have the following,

(4.65) w(r) < (1 —27")w(8r) + 2°u(ro) (rL) :
0
where o = 1/2 when 0 < go < 1 and o = 1/(1 + go) when go > 1.

Proof. To prove the lemma, we fix a ball B, concentric to B,,, such that 0 < r < ry/16.
Letting @ = 1/2 when 0 < gy < 1 and @ = 1/(1 + go) when gy > 1, we may assume that

(4.66) w(r) > p(ro) (—0) ,

since, otherwise, (4.65) is true with s = 0. In the following, we assume that (4.66) is true
and we divide the proof into two cases.

Case 1. For at least one index [ € {1,...,2n}, we have either
(4.67) {z € By : Xju < p(4r)/4}| < 6| By, |
or
(4.68) {x € By : Xju > —p(4r)/4}] < 0|Bay|,

where 6 = 0(n, go, L) > 0 is the constant in Corollary 4.11. Assume that (4.67) is true; the
case (4.68) can be treated in the same way. We apply Corollary 4.11 to obtain that

| Xju| > 3u(4r)/16  in Bay,.
Thus we have
(4.69) |Xu| > 3u(2r)/16 in Bs,.
Due to (4.69), we can apply Lemma 4.12 with ¢ = 2Q to obtain

/ |3C(X,u — k)+|2d1' < )2 / |(X1U — kj)+|2 dzx
BT” Tl

(T’ _ 7‘” B
+ K F(u(2r) 7Y AL, (Xou)|' @

where K = 152|B,, |9 u(ro)*F(1u(rg)). The above inequality holds for all 0 < 7" < 7' <
2r, 1 € {1,...,2n} and all £k € R, which means that for each i, X;u belongs to the De
Giorgi class DGT(By,), see [43] for details. The corresponding version of Lemma 4.12 for
(X;u — k)~, see Remark 4.13, shows that X,;u also belong to DG~ (Bs,) and hence X;u
belongs to DG(Bsy,). Now we can apply Theorem 4.1 of [43] to conclude that there is
sop = So(n,p, L) > 0 such that for each i € {1,2,...,2n}

(4.71) oscp, X;u < (1 —27°0)oscp,, X;u+ CK%F(,M(%))_%T%

(4.70)

Now, from doubling property of g, see (2.22) of Lemma 2.12, we have g(u(rg)) < (’;E;ﬁ;)gog(u(%))
whenever 2r < rg and hence

F((r0))/F(u(2r)) < (uro)/(2r) "



Thus, notice that when 0 < gy < 1, we have

F(p(2r))~" < F(u(ro))™
and when gg > 1, our assumption (4.66) with o = 1/(1 + go) gives

Fper) < (L0) ) < o0 ey (200)

< 2 utr)

where in the second inequality we used that p(2r) > w(2r)/2 > w(r)/2. In both cases, we
find that (4.71) becomes

(4.72) oscg, X;u < (1 —27%) oscp,, Xju+ cu(ro) (L) :
To
where ¢ = ¢(n, go, L) > 0, « = 1/2 when 0 < g < 1 and o« = 1/(1 + go) when gy > 1. This
shows that the lemma holds in this case.
Case 2. If Case 1 does not happen, then for every i € {1,...,2n}, we have

(4.73) {z € By : Xju < pu(4r)/4}| > 0| By,
and
(4.74) {x € By, : Xyu > —pu(4r)/4}| > 0|Ba,|,

where 6 = 0(n, go, L) > 0 is the constant in Corollary 4.11.
Note that on the set {x € Bg, : X;u > p(8r)/4}, we trivially have

(4.75) [ Xu| > p(8r)/4 in Al g (Xiu)
for all £ > u(8r)/4. Thus, we can apply Lemma 4.12 with ¢ = 2@Q) to conclude that
2 ¢ 2

r!

(4.76)
+cK F(M(ST))*l\Azr,(Xiu)P_é
where K = 132 B,,|"Qu(ro)?F (1u(ro)), whenever k > ko = pu(8r)/4 and 0 < 7" < 7' < 8r.
The above inequality is true all i € {1,2,...,2n}. We note that (4.73) trivially implies
{x € By, : Xju < u(8r)/4}| > 0| By,

Now we can apply Lemma 4.2 of [43] to conclude that there exists s; = s;(n,p, L) > 0 such
that the following holds,

(4.77) sup X;u < sup X;u — 27 (sup Xju — p(8r)/4) + CK%F([L(8T))_1/2T%.

B2r Bsr Bgr

From (4.74), we can derive similarly, see Remark 4.13, that

(4.78) iBIlf Xiu > ian Xu+27(— ian Xiu— p(8r)/4) — CK%F(M(ST))_I/%”E.
27 8r 8r

The above two inequalities (4.77) and (4.78) yield

oscp,, X < (1 —27") oscp,, Xou+ 27" u(8r) + cK2F (u(8r)) /22,
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and hence
(4.79) w(2r) < (1= 27 )w(8r) + 275 u(8r) + ek P (u(8r)) /23,

By using doubling condition of g and the inequality 1(8r) > w(8r)/2 > w(r)/2 along with the
assumption (4.66), we proceed by the same argument as in the preceeding case, to conclude

o(2r) £ (1= 27 )ul8r) + 270l + enlr) (2]

for « =1/2 when 0 < gg < 1 and a = 1/(1 4 go) when go > 1.
Now we notice that (4.73) implies that infg, X;u < p(4r)/4 and (4.74) implies that
supg, Xiju > —pu(4r)/4 for every i € {1,...,2n}. Hence

w(8r) > u(8r) — p(4r)/4 > 3u(8r)/4.

Then from the above two inequalities we arrive at

w(2r) < (1 =277 w(8r) + cu(ro) (L> )
To
where ¢ = ¢(n, go, L) > 0, « = 1/2 when 0 < gy < 1 and a = 1/(1 + go) when go > 1. This
shows that also in this case the lemma is true. Thus, the proof of the lemma follows from
choice of s = max(0, sg, s1 + 2, log, ¢). O

Proof of Theorem 4.1.
We first consider the apriori assumption (4.7) so that, equipped with this assumption, we
have the above lemma, Lemma 4.14. Now, by an iteration on (4.65), it is easy to see that

(4.80) wlr) < o) [w(ro/2) + n(ro/2)]

for some o = o(n, g, L) € (0,1), r < r¢/2 and ¢ = ¢(n, go, L) > 0. Using (4.80), observe
that

r

][ G(|1Xiu — { X} g, |) dz < cGlw(r)) < CG<(T—) [w(ro/2) + u%/z)})
(4.81) Br o
<c|l—) sup G(|Xu

<ef5;) g Glxu)

where we have used (2.26) for the first inequality and (2.21) for the last inequality of the
above. Hence from (4.6), we end up with

(4582) f Gxu- s <o(2)f alauna
B, To By,
which gives us the estimate (4.3).
Now, to complete the proof, first we need to show that the estimate (4.82) is uniform,
without the assumption (4.7). This involves a standard approximation argument, using the
following regularization, as constructed [29];

(4.83) F.() = F(min{t+c. 1/e}) and A.() = n(=DFo(lz) = + (1 = n.(12)AC2)

where 0 < & < 1, 7. € C%([0,00)) as in [29] and F(t) = g(¢t)/t for g satisfying (1.2) with
§ > 0. Then, given u € HWYY(B,) we consider u. that solves divy(A.(Xu.)) = 0 and
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u. —u € H VVO1 ’G(Br). We have A, — A and F, — F uniformly on compact subsets and F.
satisfies the assumption (4.7) with m; = F(e) and my = F(1/¢). Since the estimate (4.82)
are independent of m; and msy, hence the limit ¢ — 0 can be taken to obtain the uniform
estimate, where the constant depends on n, 4, go, L.

Now, we show that the uniform estimate (4.82) implies that X;u is Holder continuous for
every [ € {1,...,2n}. Using (2.21) and Jensen’s inequality on (4.82), notice that

<][ | Xiu — {Xiu}p, | dflf)g(]{a | Xu — {Xu}p,| dfl:)
(4.84) - - )
<@ —|—go)G<]{3T | Xpu — {Xyu)p, | d:z:) < C<7“Lo> ]{3 G(|%ul) da

for some ¢ = ¢(n, 4, go, L) > 0. Now, observe that if . |Xju — {Xju}p,|dv > 1 then,
( ][ [Xu— {Xu} ) ][ X~ {Xuu} g, dr) > g(1) ][ X — {Xu}p,| do:
B, B, B,

otherwise if f , [Xju — {Xju}p,|dz <1, then from doubling condition

<]{BT | Xiu — {Xju}p, dx)g(]ir 1 Xu — {Xu)p,

Notice that, both cases of the above when combined with (4.84), yield

ar) > (1) ]{9 X~ (X}, ar) "

T\ Trao
(4.85) ][ | Xiu — {Xu}p, |dr < C(N, 4,90, L,g(1), ||uHHW1’G(Q)> (r—> oo
B, 0
which implies that X;u € £497°(B,) and hence, recalling (2.10), X;u € C%(B,) with
o' =oc/(1+ go) for some o0 = a(n, gy, L) € (0,1). This completes the proof. O

Remark 4.15. Let Bp C Bg, CC €2 be concentric balls for 0 < R < Ry. As illustrated in the
above proof, if w € HW(Q) with ||ul| 1.6 < M, satisfies the inequality

/B G(|%w — {Xw}p,|) dv < C(R/Ry)*

for some positive constants C' = C(n, d, go, Ro, M) > 0 and A € (0,Q + 1) with Q = 2n + 2,
then we have Xw € £V (Bg,R?"); where if A € (0,Q) then X' = X and if A € (Q,Q + 1)
then N = Q + (A — Q)/(1 + go). This shall be used in the next section.

5. CY*-REGULARITY OF WEAK SOLUTIONS

In this section, we prove Theorem 1.2. In a fixed subdomain ' compactly contained in
), we show that the weak solutions are locally C*# in €. The proof is standard, based on
the results of the preceeding section and a Campanato type perturbation technique. Similar

arguments in the Euclidean setting, can be found in [10, 18, 29], etc.
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5.1. The perturbation argument.

Given ' CC Q, we fix 29 € @ and a ball Bg = Br(z¢) C ' for R < Ry = £ dist(Q,09)
and consider u € HWYY(Bg) N L>®(Bg) as weak solution of Qu = 0 in By, where Q is
defined as in (3.1). We recall the structure conditions for Theorem 1.2, as follows;

(5.1) % 6P < (D, Az, 2.p) £.€) < L% P
(5.2) A, 2p) = Al w,p)| < L'+ g(lp) (Jo = o1 + 12 = wl*);
(5.3) |B(z, z,p)] < L'(1+ g(|p]))Ip|

for all (z,2,p) € Q x R x R*" and the matrix D, A(z, z,p) is symmetric. In addition, we
recall the hypothesis of Theorem 1.2 that, there exists My > 0 such that |u| < My in Q.
From structure condition (5.1), it is not difficult to check that A(x, z, p) satisfies conditions
reminiscent of (3.23) and (3.24); the condition on variable z for (3.23) and (3.24) are absolved
in the constants L and L', since the solution u is bounded. However, the condition (5.3) on
B is more relaxed than (3.41) and (3.44), which is necessary for C*#-regularity.
Thus, this allows us to apply Theorem 1.1 and conclude u is Holder continuous with

(5.4) oscp, U < O(R) =~vyR™

for some v = (M), dist(€',0€2)) > 0 and 7 € (0, 1) can be chosen to be as small as required.
Here onwards, we suppress the dependence of the data n,d, go, v, L, L', My, dist(€', 092); all
positive constants depending on these shall be denoted as ¢, throughout this subsection,
until the end of the proof of theorem 1.2.

Let us denote A : R — R?" as

(5.5) A(p) = A(zo, u(z0),p),

so that from (5.1), A satisfies the structure condition (4.2) and hence also the monotonicity
and ellipticity conditions (4.4) and (4.5) (with possible dependence on gy and ¢). Hence, for
the problem

divg(A(Xa)) =0 in Bg;
(5.6) _ 1,G
u—u€ HW, 7 (Bg).
we can use the monotonicity inequalities and uniform estimates from Section 4.

Lemma 5.1. If u € HW'S(Bg) N C(Bg) is given, then there exists a unique weak solution
@ € HWYY(Bg) N C(Bg) for the problem (5.6), which satisfies the following:

(5.7) (7) sup|u —u| < oscp, u ;
Br

(5.8) (i1) G(|Xa|)dx <c¢ | G(|Xul)dz.
Bgr Br

Proof. Existence and uniqueness is standard from monotonicity of A, we refer to [35] for
more details. Also, (5.7) follows easily from Comparison principle and the fact that
inf u <u<supu in Bg,

OBRr OBgr
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which is easy to show by considering ¢ = (@ — supyp, u)" (and similarly the other case) as
a test function for (5.6), see Lemma 5.1 in [10].
The proof of (5.8) is also standard. Using test function ¢ = 4 — u on (5.6), we get

(5.9) (A(Xa), Xu)dr = / (A(Xa), Xu) du.

Br Br
Now we choose k = k(d, go, L) > 0 such that combining ellipticity (4.5) and boundedness of
A, we have (A(p),p) > (2/k)|p||-A(p)|. Hence, we obtain

/ (A(X#D), Xu) do < 1/ IA(Xa)|| X de + / |A(X0)||Xu| de
Br | %> k| Xul

|Xi1| <k| Xul

< 1/ (A(Xa), Xu) dx + k%c/ g(|Xul) |Xul| dx.
2 Br B

R

which combined with (5.9) and the ellipticity (4.5), concludes the proof. O

To proceed with the proof of Theorem 1.2, we shall need the following technical lemma
which is a variant of a lemma of Campanato [4]. This is elementary but a fundamental
lemma. We refer to [21] or [19, Lemma 2.1] for a proof.

Lemma 5.2. Let ¢ : (0,00) — [0,00) be a non-decreasing function and A, B > 1,a > 0 be
fized constants. Suppose that for any p < r < Ry and € > 0, we have

olp) < A[(2)" +r] o(r) + Bro~s

then there exists a constant kg = ko(a, A, B) > 0 such that if k < kg, we have

p a=¢ a—€
olp) <c(B)" [o(r) +Bro~]
for all p < r < Ry, where ¢ = c(a, €, A) > 0 is a constant.

Proof of Theorem 1.2.
Let u € HWY(Q) be a weak solution of Qu = 0. For Bg C ' CC Q, we have |u| < My in
Bpr and we can regard that w € HWYY(Bg) N C(Bg). Let us denote

(5.10) I= [ (A(Xu),(Xu—Xad))dz,

where A is as in (5.5) and @ € HW"Y(Bg) N C(Bg) is the weak solution of (5.6). Since
u = u in 0Bpg, the function u — @ can be used to test the equations satisfied by u and 4,
which shall be used to estimate I to obtain both lower and upper bounds.

First, using u — u as test function for Qu = 0, we obtain

I= /B (A(mo, u(zo), Xu) — Az, u, Xu), (Xu — X0)) dx

+/ B(z,u, Xu)(u — u) dx
(5.11) br
< c¢(R*+6(R)%) / g(1 + | Xul)|Xu — Xa| dx

Br

—i—cG(R)/ g(1 4+ |Xu|)|Xu| dz
Br
34



with O(R) as in (5.4), where we have used structure condition (5.2) and (5.3) for the first
term and (5.7) for the second term of the right hand side of (5.11). Now we use (2.24) of
Lemma 2.12 and (5.8) of Lemma 5.1 to estimate the first term of the above and obtain that

(5.12) [<cOR) | GO+ |%u|)de

Br
Secondly, to obtain the upper bound for I, we shall use the monotonicity inequality (4.4).
Let us denote Sy = {x € Bg : |Xu — Xu| < 2|Xu|} and Sy = {z € Bg : |Xu — Xa| > 2|Xul}.
Taking u — @ as test function for (5.6) and using (4.4), we obtain

I= / (A(Xu) — A(Xa), (Xu — Xa)) dz
(5.13) b
> c/ F(|Xu|)|Xu — Xi|* dz + c/ F(|Xu — Xa|)|Xu — Xa|* dv
S1 SZ
Recalling G(t) < t*F(t) from (2.21), we have from (5.12) and (5.13), that

(5.14) / G(|Xu — Xi|) dx < CQ(R)O‘/ G(1+ |Xul) dz

Br

Now since |Xu — Xu| < 2|Xu| in S; by definition, we obtain the following from (2.21),
monotonicity of g and Holder’s inequality;

1

/Sl G(|%u — Xa|) de < ¢ (/S F(|Xu])|Xu — 3€ﬂ|2dx)%</31 G(|%u!)d1:)§
gce(R)a/z/ G(1+ |Xul) dz

Br

(5.15)

where the latter inequality of the above follows from (5.12) and (5.13). Now, we add (5.14)
and (5.15) to obtain the estimate of the integral over whole of Bg,

(5.16) / G(|Xu — Xu|)dx < CG(R)C”/Q/ G(1+ |Xu|)dx

Br
Recalling (4.6) and (5.8), note that for any 0 < r < R/2, we have

r

Q Q
/ G(|%al) dr < r9sup G(|Xa|) < c(é) G(|Xa])dx < c<ﬁ> G(|Xu|) dx
Br

Bpg/2 Br

where Q = 2n + 2. Combining the above with (5.16), we obtain

(5.17) /B G(|xu) dz < c(}%)Q/B G(|3€u|)dx+c€(R)°‘/2/B G(1 + |%u|) dz

R

Now, we follow the bootstrap technique of Giaquinta-Giusti [18]. Here onwards the constants
dependent on ¢(1) in addition to the aforementioned data, shall be denoted as C.

For 0 < p < Ry, let us denote ®(p fB (|Xu|) dz, so that we rewrite (5.17) as
Q
(5.18) O(r) < ¢ (}%) O(R) + cRﬁ/ G(1 + |%u|) dz
Br
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where ¥ = 7a/2 with 7 € (0,1) as in (5.4). We proceed by induction, with the hyposthesis
(5.19) / G(1+ |Xul)de < CR* Y7 for some k € N, kv < Q.
Br

The hypothesis clearly holds for & = 0. Assuming the hypothesis (5.19) holds for some
k € N, first notice that by virtue of (2.26), we have

/ G(|Xu — {Xu}p,|) dv < CR*D?
Br

which further implies that Xu € £*~D7(Q)') see Remark 4.15. Now using (5.19) in (5.18),
we apply Lemma 5.2 to obtain that

R\
d(R)<c (—) [®(Ry) + C],
Ry
which, from definition of ®, implies the hypothesis (5.19) for k + 1 and Xu € LY*?(Q). We
choose can choose ¥ small enough and carry on a finite induction for £k = 0,1,...(m — 1)
where m is chosen such that (m — 1)9 < @ < m¥ < @ + 1. Thus, after the last induction
step, we conclude that ®(R) < CR™ and we have

/ G(|Xu — {Xu}p,|) dv < CR™.
Br

Hence from Remark 4.15, Xu € L*(€Y') where A = Q + (md — Q) /(1 + go). Recalling (2.10),

this further implies ¥u € C'%#(Q) with 3 = %;OQ and the proof is finished. O

5.2. Concluding Remarks.
Here we discuss some possible extensions of the structure conditions that can be included
and results similar to the above can be obtained with minor modifications of the arguments.

(1) Any dependence of x in structure conditions for A(zx,z,p) and B(z,z,p) has been
suppressed so far, for sake of simplicity. However, we remark that for some given
non-negative measurable functions ay, as, ays, as, b1, ba, the structure condition

(AGe.2.p).0) = oo ~ ar(o) g (7 ) = o

2]

4Gz < axglp) + i) o (1) + asto

2]

Ble )l <  [oati) + o)) + 0|

can also be considered for obtaining the Harnack inequalities. In this case, we would
require ap,as, aq,as, by,by € Li () for some ¢ > @. Similar arguments can be
carried out with a choice of x > 0, such that ||as|| rasg) + [|b2]lLeBr) < 9(x) and
lazllLa(sr) < 9(x)x. We refer to [29] and [6] for more details of such cases.

(2) The function g(t)/t in the growth conditions can be replaced by f(t), where f is a
continuous doubling positive function on (0,00) and ¢ +— f(#)t'~° is non-decreasing.
A C'-function § can be found satisfying (1.2) and g(t) ~ tf(t)(see [29, Lemma 1.6]),

which is sufficient to carry out all of the above arguments.
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APPENDIX I

Proof of Lemma 4.9.
Fix [ € {1,2,...,n} and 8 > 0. Let n € C5°(€2) be a non-negative cut-off function. Using

(5.20) © = "2 Xu)? X
as a test-function in equation (4.10), we get
2n
/ Z 0P P20P 2 Dy A () X; Xou X (| Xu> Xow) d
O =
7,7=1

2n
=—(8+2) / Z 0P Xu P XuD; A (Xu) X Xu X de
Q

,j=1

2n
(5.21) —(8+2) /Q Z 720 Xu 2 Xju DAy (Xu) X XjuXv do

,j=1

2n
— / Z D A (Xu)TuX; (n° 20" P2 | Xu? Xu) da
@ i—1

+/T(An+l(i{u))n5+2vﬁ+2|%u!2Xluda:
Q

=1+ I+ I+ I,
Here we denote the integrals in the right hand side of (4.10) by I%, I} I} and I} in order
respectively. Similarly for all [ € {n + 1,n +2,...,2n}, from equation (4.11), we have

2n
/ Z 02072 DA () X Xu X (| Xu> Xou) da
Q-

i,7=1

2n
=—(8+2) / > 0P TP X XuD; Ay (Xu) X XuXon da
Q

i,j=1

2n
(5.22) —(B+2) /Q > PP R XuD; Ay (Xu) X Xju X de

2,7=1

2n
+ / ZDiAl_n(f{u)TuXi (776+2v6+2\.’{u]2Xlu) dx
Q=1

—/T(.Al_n(%u))nﬁwvﬂﬂ|%u\2Xludx
Q
=1+ 1)+ I, + I}.
Again we denote the integrals in the right hand side of (5.22) by I}, I}, I} and I} in order

respectively. Summing up the above equation (5.21) and (5.22) for all [ from 1 to 2n, we
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end up with

4
(5.23) / > 0P D A (Ru) X XX (| Xul* Xpu) doe = D > I

0,5, I m=1

where all sums for 4, 7, [ are from 1 to 2n.
In the following, we estimate both sides of (5.23). For the left hand of (5.23), note that

X (|Xul*Xu) = |Xul’ X Xju + Xi(|Xu)?) Xu.
Then by the structure condition (4.2), we have that

> DjA(Ru) X XX (| Xul” Xpu) > F (|%ul) |Xul?|XXul?,
,7,l

which gives us the following estimate for the left hand side of (5.23)
(5.24) left of (5.23) > / 7?22 F (| Xu|) | Xu | X Xul® da.
Q

Now we estimate the right hand side of (5.23). We will show that I!, satisfies the following
estimate for each [ = 1,2, ...,2n and each m = 1,2, 3,4

1
1! | g%—n/n5+2vﬁ+2F(\36u|)|3euy2|3eaeuy2d;c
Q

(B2 [ 0P (Rl alTal) o F () ! do

(5.25) 2

(42 [ PP () P %ol do
Q

+ c/ 0 2P R (| Xul) |Xul?| Tl de,
Q

where ¢ = ¢(n,go, L) > 0. Then the lemma follows from the above estimates (5.24) and
(5.25) for both sides of (5.23). The proof of the lemma is finished, modulo the proof of
(5.25). In the rest, we prove (5.25) in the order of m = 1,2, 3, 4.

First, when m = 1, we have for I',] = 1,2, ..., 2n, by the structure condition (4.2) that

< (8 +2) [ 0P 1o 2P () ul® Xl do,
Q
from which it follows by Young’s inequality that

1] < <38m /nﬁ%ﬁ”F(\m)yaeumaeaeuy?dx

(5.26)
+c(5+2)2/775|%77\21}5+2F(]%u|) Xl de.
Q

Thus (5.25) holds for It,1 =1,2,...,2n.
Second, when m = 2, we have for I',] = 1,2, ..., 2n, by the structure condition (4.2) that

BI<clB+2) [ 00 (2l |20l 2l 20l dr
Q
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from which it follows by Young’s inequality that

1
|Ié| < — / n5+2vﬂ+2F (|Xul) |%u|2|%%u|2 dx
36n Q

(5.27)
+e(B + 2)2/ PP (1%u]) | Xult | X2 da.
Q

This proves (5.25) for I},1=1,2,...,2n.
Third, when m = 3, we use

| X (72072 X Xu) | < 3072072 Xul? X Xyl
+ (B + 2)n P2 X1 Xn| + (B + 2)n° 20T Xu)? | X,

and the structure condition (4.2), to obtain
1% gc/Qnﬁ”vBHFﬂ%uD | Xul?| XXu||Tu| dz
+c(B+2) /Q 7 Xn| 0P TF (| X)) [Xul?| Tu| do
w3 +2) [ 7 ()[Rl %ol Tl de
from which it follows by Young’s inequality that

1
|I§| < — / 775+206+2F (|Xu|) |%u|2|3€3€u|2 dx
36n Q

—Fc/77ﬁ+2115+213‘(|%u|)|%u|2|Tu|2 dx

(5.28) @

+c(5+2)2/nﬁ|3en|%ﬁ+2F(|aeu|)|aeuy4dx
Q

+ (B + 2)2/ P P20PF (| Xu)) | Xul* | Xv]? dr.
)

This proves (5.25) for I}, 1 =1,2,....2n.
Finally, when m = 4, we prove (5.25) for Ii. We consider only the case | = 1,2, ...,n. The
case l =n+1,n+ 2,...,2n can be treated similarly. Let us denote

(5.29) w = 7P Xul? Xu.

so that we can write test-function ¢ defined as in (5.20) as ¢ = v#*2w. Then, for I! in
(5.21), we rewrite T' = X7 X,,11 — X,,11X; and use integration by parts to obtain

(5.30) I\ = / T(Api(Xu))pdr = / X1 (Apt(Xw)) X1 — Xyt (A (X)) Xy p da.
Q Q
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Using Xy = (8 + 2)v/ T wXv + v#2Xw in (5.30), we get

B=@+2 [

v’”lw(Xl (An+l(%u))Xn+1v — Xnt1 (AnH(%u))le) dx
Q

(5.31) 4 /QUBH <X1 (Anir (X)) Xy w — XnH(AnH(%u))Xlw) dx

=J' + K.

Here we denote the first and the second integral in the right hand side of (5.30) by J! and
K' respectively. Now we estimate J! as follows. From structure condition (4.2) and (5.29)

T < e(B+2) / nPP20P I (| Xu)) |Xul?| XX Xv| d,
Q
from which it follows by Young’s inequality, that

| J'] S%/n’8+2v5+2F(\%u|)|%u!2|%%ul2dm
(5.32) @

+c(B+2)? / 0P 2PF (| Xul) | Xul*|Xv)? da.
Q

The above inequality shows that J' satisfies similar estimate as (5.25) for all [ = 1,2,...,n.
Now we estimate K!. Integration by parts again, yields

Klz(ﬂ+2>/

VP A (Xu) (XnHlew — leXnHw) dx
Q

(5.33) - / VAL (Xu) Tw do
Q
= K| + K.
For K!, we have by the structure condition (4.2) that

Kl < c(6+2)/nﬂ+%ﬁ+1F(1xu|)|3€u\3|3€3€u|\3ev|dx
Q

+c(B +2)? / PP (1Xu|) |Xult | X0 Xn| do
Q

from which it follows by Young’s inequality that

1
K| <—— [ 7P"20PP2F (|Xu|) |Xul?|XXul* d
KIS g [ 077207 (%) |l do

(5.34) +c(ﬁ+2)2/nﬂ+203F(|%ul)]%u|4]%v]2dx
Q

+ (B +2)? / 77*8|%77|205+2F (|%ul) | Xul* du.
Q

The above inequality shows that K| also satisfies similar estimate as (5.25) for all [ =
1,2,...,n. We continue to estimate K% in (5.33). Note that
2n
Tw = (8 + 20" Xul? XpuTn + 0" Xul X, Tu+ ) 202 XjuXuX,Tu.

i=1
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Therefore we write K} as

Ky=—(8+2) / oA (Bu) | Bl Xpu T da
Q

_/77[3+2Uﬁ+2v4n+1(%u)IXU|2XlTudx

Q
2n

_22/ P20 AL (Ru) XuXu X, Tu de.
i=1 Y9

For the last two integrals in the above equality, we apply integration by parts to get

Ki= = (8+2) [ 47107 () 2 X Ty do
Q

+ / X (776”115”.,4”“(%11)|%u!2>Tu dx
Q
2n

+2 Z/ X; <nﬁ+2v’8+2An+l(%u)XluX,-u> Tudz.
i=1 7

Now we may estimate the integrals in the above equality by the structure condition (4.2),
to obtain the following estimate for K}.

KI <e(+2) [ 0?08 F () [Rul 7| do
Q
+ c/ eV O (|%u|) \%U\Z\%%UHTM dx
Q
+c(f+2) / NP2 (|%ul) |Xul?|X0||Tu| de
Q

LB+ 2) / PP (1 2u]) [ Xl X0 Tl da.
Q

By Young’s inequality, we end up with the following estimate for K

1
Kl < £B+2 5+2F 2 2d
K < g [ 0P () (R R do

LB+ 2y / o (1% + 0l Tal) o F (12ul) [2ul* da

(5.35) “

+c<5+2)2/nﬁ+2vﬁF(|3eu|)|3eu|4|3ev|2dx
Q

+c/ 7]5+20ﬂ+2F(|3€u|) | Xu|?|Tul? dx.
Q

This shows that K} also satisfies similar estimate as (5.25). Now we combine the estimates

(5.34) for K! and (5.35) for K.. Recall that K' = K! + K! as denoted in (5.33). We obtain
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that the following estimate for K.

1
Kl=m, / PP (|2u]) | Xul? X Xu)? du

LB+ 2y / 7 (|02 + 0| Tnl)v*+2F (|%ul) [Xul* do

(5.36) o

+c(B+ 2)2/ 776+2v6F (|Xul) \Xu]ﬂ%vﬁ dz
Q

+ c/ NPT 2P E (| Xu|) [ Xl Tul? da.
Q

Recall that I} = J' + K'. We combine the estimates (5.32) for J! and (5.36) for K', and
we can see that the claimed estimate (5.25) holds for I! for all [ = 1,2,...,n. We can prove
(5.25) similarly for I} for all | = n+1,n+2, ..., 2n. This finishes the proof of the claim (5.25)
for I foralll =1,2,...,2n and all m = 1,2, 3,4, and hence also the proof of the lemma. [

Proof of Lemma 4.12.
Recalling (4.63), notice that 7u(r) < |Xu| < (2n)2u(r) in Ay (Xqu). Then this combined
with doubling condition of g, implies that

™ p(u(r)) < F(lEa)) < E00

(5.37) O < -

F(u(r)) in AL, (Xu).

In the proof, we only consider [ € {1,...,n}; the proof is similar for [ € {n,...,2n}. In
addition, note that we can also assume |k| < u(rg) without loss of generality, to prove (4.64).
This proof is very similar to that of Lemma 4.3 in [43].

Let n € C§°(B,) is a standard cutoff function such that = 1 in B,» and |Xn| < 2/(r'—r"),
we choose ¢ = n*(X;u — k)T as a test function in equation (4.10) to get

/ > D A(Xu) X Xu X (Xou — k)7) da

7‘2]

—2/ Zn Xiu— k) DA (Xu) X; XjuXn dx
B

—/ ZDiAnH(%u)TuXi(nQ(Xlu — k)" dx
B 5

+/ n*(Xou — k)T ( Ay (Xu)) do
By
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Using structure condition (4.2) and Young’s inequality, we obtain

/ 7 F (| Xul)| X (X — k)| de

T

[ R (%)) (X — )P do
BT’

(5.38) 4 c/ P F (|Xu]) |Tuf? do
+

Ak,'r
+ c/ (X — k)*F (| Xu|) | X(Tu)| dz
B,
= Ji+ o+ Js.

Notice that to show (4.64) from (5.38), we need to estimate J, and J3. First, we estimate
Jo using Hoélder’s inequality, (4.12) and (5.37) as follows.

(5.39) = (/BWF(I%uI) ITu!qu>"</ALF(\3€uy) d:p>1_5

_ 2 _2
< 1y 2 pu(ro)*F (1(r0)) | Bro |4 | AY (Xyu) |4
for ¢ = ¢(n, go, L,q,7) > 0.
The estimate of J3 is more involved. We wish to show the following, which combined with
(5.38) and (5.39), completes the proof of this lemma.
(5.40) Ty < M2 4 ey u(ro)*F (1u(r0)) | Bro| 7| AL (Xiu) [
for some ¢ = ¢(n,p, L, q,7) > 0, where

(541) M : / F (|%u]) |X(Xu — k)" lzdaz+/ 20[2F (|Xu]) | (X — k)*|? da.

In order to prove the claim (5.40), we follow the iteration argument of Zhong [43].
For any x > 0, we take n?|(X,u—k)T|?|Tu"Tu as a test function in (4.9) and use structure
condition (4.2), to obtain

(K + 1)/ n?|(Xu—k)*|*F (|Xu]) [Tu]®|X(Tu)|*dx
< C/ nl(Xiu — k) PF (| Xul) |Tul"X(Tu)|| Xn| da
—|—c/ 7}2|(Xlu — k)T|F (|Xul) |Tu|“+1|%(Tu)||%(Xlu — k)" dx

Using Cauchy-Schwartz inequality on the above, we obtain

[ Pk PE (%) [Tl 2T do
(5.42) " .
<M ( [ Pl — k)" PF () [T 2200 P )
B
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for ¢ = ¢(n,go, L) > 0 and M as defined in (5.41). Now we iterate (5.42), choosing the
sequence K, = 2™ — 2 for m € N. For any m > 1, we set

Uy, = / n'F (|Xul) [(Xu — k)| Tul | X(Tu) [*dz
B,

1 e
and obtain a; < (eM)zal < ... < (e M)1-z7) az’, for every m € N. Now, for some
large enough m to be chosen later, we estimate a,, 1. Recalling, |k| < u(r¢) and using
Corrolary 4.7, we obtain

rmtt | X(Tw)|? do

oner <cnlro)? [ F () [T
(5.43) Brorz
gcrg<“m+1+4>/ F (| %ul) | Eulfm o+ da

Bry

for some ¢ = ¢(n, go, L,m) > 0. Hence, we get
(5.44) tmir < vy R ((rg) (o) By |

Now we go back to the estimate of J3. From Hélder’s inequality and (5.37),

Jy < c(/ n?F (1%u]) |(Xou — k)ﬂﬂ%(Tu)de)é(/A+\F(|Z£u|)dx>%

< cay*F (o)) AL (Xou) 2.

/2

for ¢ = ¢(n, go, L, 7) > 0. We continue further, using the iteration to estimate a} in terms

of a;y1 and M. Then we use (5.44) and obtain

11— 13\ =T 1
Js < e M21-7m) az't! F(u(rg))1/2|A;T(Xlu)|z
c -1 1141 - 1 1
< ey MR (ulr0)) 2 ) T By [ | A (X
To

Using Young’s inequality on the above, we finally obtain
(5.45) Ty < MJ2+ erg F(u(ro)) (ro)?| By | 757 | A, (Xpu) |75

for some ¢ = ¢(n, go, L,7,m) > 0. The claim (5.40) follows immediately from (5.45), with
the choice of m = m(q) € N such that 2" /(2™ +1) > 1—2/q. This completes the proof. [

APPENDIX II

Here we provide an outline of the proof of Lemma 4.6 for the reader’s convenience. It
requires some Caccioppoli type estimates of horizontal and vertical derivatives, similar to
those in [43]. The proof of Lemma 4.6 shall follow in the end.

The following Lemma is similar to Lemma 3.4 in [43] and Lemma 2.6 in [34]. The proof
is similar and easier than the proof of Lemma 4.9 in Appendix I, so we omit it. We refer the

reader to [34] for some remarks on the proof of Lemma 2.6 in it.
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Lemma 5.3. For any > 0 and n € C§°(Q), there exists ¢ = ¢(n, go, L) > 0 such that

/ 7 F (|%u]) [l |2 %ul do < ¢ / (%nl? + I Tn)F (1%u]) |%u/**? de
Q Q

+e(B + 1)4/ o2 F (|%u)) | Xul? | Tul? dz.
Q

The following lemma is similar to Lemma 3.5 of [43].

Lemma 5.4. For any 5 > 2 and all non-negative n € C3°(Q2), we have
/TI”BHF (12ul) |Tul”|XXul* dz < (B + 1)1 Xn] 7 / 1°F (| %u]) [Xul* | Tul” 2| XXul do,
Q Q

for some constant ¢ = c(n, go, L) > 0.

Proof. Note that have the following identity for any ¢ € C§°(2), which can be easily obtained
using X, as a test function in equation (4.1) (see the proof of Lemma 3.5 in [35]).

Q

2n
(5.46) / D Xi(Ai(Xu) Xip) dao = / T(Ap (X))@ dz
Q=1
Let n € C§°(£2) be a non-negative cut-off function. Fix any [ € {1,2,...,n} and g > 2, let
© = 02| Tu|’ Xju. We use ¢ as a test function in (5.46). Note that
Xip =" TulP X; Xpu + By’ P |Tul’*TuXuX;(Tu) + (8 + 2)n" ' Xin|Tul’ Xju
and that X,, ., X; = X;X,,,; —T. Using these, we obtain

| XA X Xiude = [ X AR Tl T
Q7 Q

—B+2) / STl X (A (u)) KXo d

5.47
( ) + / 775+2T (-AnJrl(-xU)) |TU|’8XZU dx.
Q

—ﬂ/Zn6+2|Tu|ﬁ_2Tququ(Ai(%u))XiTudac
@y

- [1+IQ+[3+_[4.
We will estimate both sides of (5.47) as follows. For the left hand side, the structure condition
(4.2) implies that

/ D 0Tl X (A (Xw) X, Xiu d > / 7’2 (|Xul) | Tul’| X Xul® da.
Q7 2

For the right hand side, we will show that for each item, the following estimate is true.

|I] < CT/nBJrQF(\%uD|Tu]5|%%u\2dx
"

5.48
49 L B DT

T

[P () [P a2 el da,
Q
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for k = 1,2,3,4, where ¢ = ¢(n,p, L) > 0 and 7 > 0 is a constant. By the above estimates
for both sides of (5.47), we end up with

/776+2F(\.’{u])|Tu\f8]Xl%u|2dx < CT/nﬂ+2F(\3euy)yTu|ﬁ|xaeu|2dx
Q Q

1 2 2oo
el + 1) 2l /nBF(|%uD]%u|2]Tu|ﬁ_2|Z{%u|2dx.
T Q

The above inequality is true for all [ = 1,2,...,n. Similarly, we can prove that it is true
also for all Ll =n+1,...,2n. Now, by choosing 7 > 0 small enough, we complete the proof
of the lemma, assuming the proof of (5.48).

To prove (5.48), we start with I,. By structure condition (4.2) and Young’s inequality

|I,] < cﬁ/ 7P F (| Xu|) | Xu||Tu|? 1 X Xu|| X (Tu)| da
Q

< T / PHF (1 %u]) |[Tul| X (Tw) ? da
B

+ m / n°F (|1Xu|) |Xu)?|Tu|’ 2| X, Xu|? dz.
We then apply Lemma 4.5 to estimate St)he first integral in the right hand side.
(5.49) / nPHAF (| Xu)) |Tul?|%(Tu) |? de < c/ 02| X0 F (|Xu]) |Tu|’ 2 do.
Using this, we gbtain ’

1 < er [T () T o

(5.50) 2 - 2

+M/nﬂquuD|%u|2|Tu|ﬁ_2|Xz%U|2de-
T Q

Since |T'u| < 2|XXu|, (5.50) implies that I, satisfies (5.48).
To prove that (5.48) holds for [;, integration by parts yields

I —_ / Aot (X0) Xy (P2 TulP Tu) da
Q
B+ / P2 |Tul A (B0) X, (Tw) de
Q

—(8+2) / 0P A (X0) Xon| TP Tu dz = 1hy + Ihs.
Q

We will show that (5.48) holds for both I;; and I 5. For I;;, by structure condition (4.2)
and Young’s inequality,

ul < e(B-+1) [ 02F (%) Rl Tuf’ (T0)| do
< T h

= Tl
NGRSV E

T

/ PHF (1 %u]) |Tul?| X (Tw) ? da
Q

[ P () (2 Tl
Q
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which, together with (5.49) and the fact |Tu| < 2|XXu/, implies that (5.48) holds for I;.
For I4, (5.48) follows from

il < (5 +2) | 0P %0lF (ul) |l Tl do,
Q

and Young’s inequality. This proves that I satisfies (5.48).
For I, we have by structure condition (4.2), that

L] < (6 +2) / PP 20| (1%u]) |2l | Tl | X %] dr,
Q

from which, together with Young’s inequality and |Tu| < 2|XXul|, (5.48) for I follows.
Finally, I3 has the same bound as that of I;;. We have

Bl < e [ 028 () Pl Tup 270 do
Q
thus I3 satisfies (5.48), too. This completes the proof of (5.48), and hence that of the
lemma. O
The following corollary is easy to prove, by using Holder’s inequality on Lemma 5.4.

Corollary 5.5. For any > 2 and all non-negative n € C§°(2), we have
[ PP () [Tl de < 3+ 021l [ 0 F (%) %0l 220l de,
Q Q

where ¢ = ¢(n, go, L) > 0.
Now, we resate Lemma 4.6 as follows.

Lemma 5.6. For any 8 > 2 and all non-negative n € C§°(Y), we have that

(5.51) /77"’“F<|3€ul> Tul**2 dx < e(B)KF F (|%ul) |Xu|**? dz,
Q

supp(7)

where K = || Xn||3« + [[nT||L=~ and ¢(8) = c¢(n, go, L, B) > 0.
Proof. First, we show the following claim. For all non-negative n € C§°(2), we show that
(5.52) / n? F (|%u]) |Xu|?|XXu? de < (6 +1)°K F (|Xul) |%ul?? dz,

Q supp(n)

where K = || Xn||3« + |[nTn| 1~ and ¢ = ¢(n, go, L) > 0. Then, (5.51) follows easily from
Corollary 5.5, the estimate (5.52) and the fact that |Tu| < 2|XXu|. Thus, we are only left
with the proof of the claimed estimate (5.52).

To prove (5.52), notice that by Lemma 5.3, we only need to estimate the integral

/ n? F (| Xu|) | Xul®|Tul? dz.
Q

From Holder’s inequality, we have

@ Q

supp(n)

_B_
F (|Xu|) |Xu|*+2 da:) =
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Then, using |Tu| < |XXu| on the above, we obtain the following from Lemma 5.3, Corollary
5.5 and Young’s inequality,

/nQF (1%u]) |Xulf | XXu? de < (8 + 1) 7 2K F (| Xu|) |Xul?*? dz,

Q supp(7)

which proves the claim (5.52) and hence completes the proof. O
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