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ABSTRACT
Psychology predicts that a student’s mindset—their implicit theory of intelligence—has an effect on their academic performance. We attempted to corroborate this in the computer science education context by asking the students on two bachelor-level courses, typically taken in the third year of studies, to fill out a standard mindset questionnaire, and analyzing their answers in relation to their grades on those courses. In a sample of 133 students, with only 24 (18 %) students with a clear fixed mindset, there is no detectable correlation between the students’ mindsets and their course grades. An ordinal logistic regression estimates, at the 95 % confidence level, a statistically nonsignificant effect between a decrease by a factor of 0.46 and an increase by a factor of 2.03 in the odds of achieving a better course grade when moving from a strong fixed mindset to neutral mindset, or when moving from a moderate fixed mindset to a moderate growth mindset. This suggests that any effect the mindset has on the outcomes of these courses is small. We conclude that educational interventions targeting students’ mindsets may not be worth the effort in late bachelor-level CS education, possibly because students who suffer from their fixed mindset have already dropped out by the third year.

1 INTRODUCTION
We, like many other teachers, are intuitively inclined to adopt the stance that mindsets matter and act accordingly in our teaching [2, 37, 40]. Here, mindset refers to Carol Dweck and colleagues’ psychological theory [10, 11, 13] according to which one’s implicit theory of one’s own intelligence—either an entity theory (a fixed mindset) or an incremental theory (a growth mindset)—influences how one reacts to difficulties, leading to different levels of academic achievement. However, is it worth our time and effort to try to change our students’ mindset? In this paper we investigate, in an observational setting, the size of any effect mindsets have on student achievement in late bachelor-level courses, and find, to our surprise, that this effect is too small for us to measure. We also find a relatively small number of students with a fixed mindset in our courses.

The context of our study is two core bachelor-level computer science courses at the University of Jyväskylä, Finland, targeting second and third year students but usually taken in the third year of studies: one on the theory of computing and one on functional programming. Both courses are essential for the field, but many students struggle with them. The subject matter in these courses is challenging and seems to require deep understanding only obtainable through long hours of practice causing students to face both motivational and affective difficulties (cf. Kinnunen and Malmi [20]). This highlighted to us the potential importance of the correct mindset as enabler of persistence.

The effect of mindset on student achievement has been experimentally demonstrated, but there are relatively few studies on the magnitude of such an effect, especially in the context of computer science education. We thus set out to investigate the size of the effect mindsets have on outcomes in our own courses. Knowing the effect size estimate is important in practice: the larger the effect, the more important it is for us to try to influence student mindset, while a small effect would make such interventions mostly irrelevant. Our research question then became:

RQ Assuming a causal connection between a student’s implicit self-theory of intelligence and their academic achievement, how large is its contribution in the context of late bachelor-level computer science courses?
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Table 1: Features associated with fixed and growth mindset (summarizing Dweck and Leggett [13]).

<table>
<thead>
<tr>
<th>Category</th>
<th>Fixed mindset</th>
<th>Growth mindset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implicit theory of intelligence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entity: intelligence is something one was born with and cannot be changed</td>
<td>Incremental: intelligence can be developed by conscious action</td>
<td></td>
</tr>
<tr>
<td>Goals</td>
<td>Performance: trying to achieve the recognition of one’s preexisting abilities and to hide one’s preexisting weaknesses</td>
<td>Learning: trying to improve one’s abilities</td>
</tr>
<tr>
<td>Behavior pattern</td>
<td>Helpless: difficulties are insurmountable barriers</td>
<td>Mastery: difficulties are challenges to be overcome</td>
</tr>
<tr>
<td>View of high required effort</td>
<td>A sign of lack of talent</td>
<td>A sign of learning</td>
</tr>
<tr>
<td>Task choice with low perceived ability</td>
<td>Seek easy tasks</td>
<td>Seek challenging tasks</td>
</tr>
<tr>
<td>Effect of difficulties on … … affect</td>
<td>Negative emotions</td>
<td>Neutral or positive emotions</td>
</tr>
<tr>
<td>… problem-solving performance</td>
<td>Decrease</td>
<td>Neutral or increase</td>
</tr>
</tbody>
</table>

2 MINDSETS

2.1 Basic theory

The psychological theory of mindsets [10, 11, 13] posits that people can be roughly sorted into two categories based on their (current) view on the nature of their own intelligence:

- People holding the fixed mindset believe that (their own) intelligence is something they were born with in a certain amount that they cannot affect.
- People holding the growth mindset believe that (their own) intelligence is something they can develop by conscious action.

We use here terminology apparently first used in a popular exposition published in 2006 [11]. The seminal article [13], along with much of the older literature, used the general term implicit theories together with the specific terms entity theory (fixed mindset) and incremental theory (growth mindset). Other terms seen in the literature include self-theories, lay theories and naive theories.

The theory of mindsets predicts a number of differences between individuals based on their mindset, as summarized in Table 1. The educational import of the theory is the prediction that a fixed mindset leads one to suboptimal study strategies and to give up studying a topic early, as challenges start to appear, resulting in worse educational outcomes, while a growth mindset encourages working through difficulties, resulting in better educational outcomes.

Lüftenegger and Chen [25] recommend using the implicit theories terminology in academic publications. However, as mindsets are more familiar for the nonpsychologist audience, we continue to use them. In our usage, mindsets are (mutable) categories of people, and the implicit theories of intelligence are psychological constructs measured by specific instruments, which—according to the theory—determine mindsets.

Intelligence is not the only thing that people have implicit theories of. Dweck [10] mentions studies on implicit theories of other people’s personality and morality as well as of the malleability of the world. Researchers have also studied implicit theories of programming aptitude [35, 36, 37]. However, our interest is in the original theory of mindsets, involving the claim that the implicit theory of intelligence predicts particular behaviors and thus influences outcomes; for our purposes, then, these alternative constructs are beside the point.

2.2 Empirical evidence

The theory of mindsets grew out of experimental phenomena. Carol Dweck and colleagues showed in psychological experiments in the 1970s that children’s ability to persist in the face of failures depends on whether they take responsibility for their own success and failure, and that training children to take such responsibility improves persistence [9, 14]. Subsequent experiments uncovered much of the associated features summarized in Table 1, and eventually it was noticed that the theory of intelligence that a person holds (often without realizing it) is a reliable predictor of these two categories. Dweck and Leggett [13] summarize these developments and the associated experiments up to the late 1980s, by which time the theory was largely complete and experimentally corroborated in many contexts. Dweck further published at the turn of the century an academic monograph [10] on the theory, and later another book for the popular audience [11].

Since the seminal work by Dweck, the theory has been examined in field conditions and in specific contexts such as mathematics or in transitions between educational levels. This research has discovered new associations, such as the association between self-esteem and growth mindset [33] in young adults.

Although field research has provided some evidence supporting the theory in real world context [4], there are a number of studies that cast doubt on using mindsets as predictors of academic success. For example, Macnamara and Rupani [27] found no evidence that growth mindset would predict higher academic achievement in their study of first year psychology students. Instead, the authors observed the opposite, though non-significant, association. Likewise, Clevenger [7] finds in her thesis no apparent association between mindset and academic achievement in K12 students and their parents. However, growth mindset did predict performance goals in the way described by Dweck [10].
Similar results were also obtained in context of mathematics by Priess-Groben and Hyde [30], who studied mindsets during transition from high school to college. They found that, although growth mindset was a significantly associated with achievement, controlling factors such as prior success effectively eliminated this association. They suspect that mindset is just one factor of many affecting success in this field. Relatedly, Zonnefeld [45] studied mindsets connected to learning university level statistics. Here also, the result hints that student mindset does not affect the measured learning outcome.

Regardless of several negative studies, a meta-analysis of experimental and observational studies by Burnette et al. [1] shows a small positive association of a growth mindset with goal achievement.

In the context of computer science education, mindsets have been studied fairly little. Experiments involving mindset interventions on first year university students [8, 40] show mixed results in changes of mindset and no measurable effect in course outcomes. Observational studies, mainly in the CS1 context, have found either weak or unmeasurable effect of mindsets on course outcomes [15, 24, 38, 41].

All of the above mentioned studies have been conducted in a WEIRD (Western, Educated, Industrialized, Rich, and Democratic) context [17], mostly in the United States and mostly with college and university level students. Although the original theory does not posit a cultural dependency on the effect of mindset, it is possible that one exists. For example Chen and Wong [3] has studied the mindset theory within Chinese culture, finding that their results were consistent some of the time with some differences the authors identify as cultural.

2.3 Measurement
The standard instruments for measuring implicit theories (mindsets) are given in an appendix to Dweck’s monograph [10]. We focus on her self-theories of intelligence form for adults (on p. 178), as it is the most relevant for this study. It consists of eight items scored from 1 (strongly agree) to 6 (strongly disagree) with no neutral option. Four items are assertions consistent with an entity theory of intelligence (fixed mindset), e. g.,

1. You have a certain amount of intelligence, and you can’t really do much to change it.”

and the rest are assertions consistent with an incremental theory (growth mindset), e. g.,

5. You can always substantially change how intelligent you are.”

Dweck [10] advises (p. 176) that the entity theory items can be used alone; in such a case, a rejection of the entity theory would be taken as the acceptance of the incremental theory.

The entity theory and the incremental theory item responses can be straightforwardly summed or averaged separately. This creates two scores, the entity theory score and the incremental theory score. Most empirical studies tend to either use the entity theory score alone or a combined score where the incremental theory items have been reverse scored [1, 25], considering in both cases a low score as indicating an entity theory. This seems logical, as the entity theory and the incremental theory appear to be logically inconsistent, and it seems difficult to see how one can endorse both of the example items quoted above. However, Chen and Tutwiler [4], Lüftenegger and Chen [25], and Tempelaar et al. [42] argue that there is not sufficient correlation between the two scores to justify combining them; in effect, they say, the entity theory and the incremental theory appear to be separate constructs that are highly related instead of two faces of the same coin.

Older studies seem to simplify their analyses by dichotomizing the scores. For example, Dweck et al. [12, p. 269] created two groups by categorizing all participants with a score of at most 3 as entity theorists and all participants with a score of at least 4 as incremental theorists. The remaining participants—with a score between 3 and 4—were then excluded from analysis. They reported that only 15 % of their participants were thus excluded. However, dichotomization of scores is generally disfavored by methodologists (see, e. g., MacCallum et al. [26] and Rucker et al. [34]).

Dweck and Leggett [13, fn. 5 on p. 263] reported that she and her colleagues have obtained bimodal distributions for scores measuring implicit theories of intelligence. In other works [12, 22], Dweck and colleagues have reported various distributions of dichotomized implicit theory variables, with both incremental and entity theories having substantial (but not always equal) support, and a fairly low exclusion rate; this indirectly suggests a fairly bimodal distribution of the underlying scores. More recently, Tempelaar et al. [42] found a roughly normal distribution of implicit theory scores, with 64 % of their sample lying within a one deviation around the mean; however, both theories were approximately equally endorsed. Most reports of studies that we are aware of do not give sufficient detail on their score distributions for similar analyses. There thus is some doubt on whether there actually is a bimodal underlying distribution that would justify classifying people into two groups in this manner; however, both theories seem to be generally endorsed in the population.

3 METHOD
3.1 Participants
We recruited participants in two bachelor-level computer science courses typically taken in the third year—one in functional programming (TIEA341 Functional Programming 1, henceforth FP1) and the other in the theory of computing (TIEA241 Automatons and Formal Languages, henceforth TCS)—taught in Fall 2017 at the Faculty of Information Technology of the University of Jyväskylä, Finland. In one course (FP1), completion of the informed consent form form (either giving or refusing consent) was presented as required though not enforced, and in the other course (TCS), completion of the form counted as one of 59 exercises that together could contribute to the final grade up to two grade points out of five.

As to demographic data, we obtained the age, the number of credits attained, and the number of years enrolled in our department for each student enrolled in our courses as part of course completion data. They thus represent a snapshot after the courses had been completed. We had no ready access to students’ sex or gender: legal sex would have only been available by derivation from each students’ national personal identity code, but we had no legal or moral basis to access this information, which is legally considered
sensitive data; and neither the course completion data nor our questionnaire data included self-reported gender.

Our sampling stopping rule [39] was simple: we recruited only from the aforementioned two courses, and we included all consenting students who answered all questions in our questionnaire. Thus, there was no need to set any arbitrary sample size, and no need for pre-data power calculations.

3.2 Measurements
The implicit theories of the students were measured using the self-theories of intelligence scale as described by Dweck [10]. In addition to the original English, a Finnish version translated by one of us and checked by the other was used. We scored each item on the implicit theory form on an ordinal scale of 1–6 with strongly agree as 1 or, when reverse scoring, with strongly disagree as 1.

We created three scores, which we treat as interval data, for each student: the entity theory score averages the entity theory items; the incremental theory score averages the reverse-scored incremental theory items; and the combined theories score averages the entity theory items and the reverse-scored incremental theory items. All scores were then rescaled to range between −1 and 1, so that a one-unit change corresponds to a move from a strongly held theory to ambivalence (or vice versa), or from one weakly held theory to another. A high score indicates an incremental theory and a low score indicates an entity theory.

The FP1 course awarded passing students a whole number of 1–5 study credits with a vacuous grade (”pass”), and TCS awarded passing students exactly 5 credits and a grade on the ordinal scale 1–5. The FP1 course was assessed based on homework exercises successfully completed, with a mandatory brief oral interview at the end to discourage fraudulent submissions. There was no final exam in FP1. The general deadline for submitting work for this course was January 15, 2018.

The TCS course could be completed by taking a written final exam, or by completing three course topics separately. Each of the three topics could be completed separately by taking a written partial exam soon after the relevant material was covered in lectures; alternatively, two of the topics could be completed separately by a programming project and the third topic by submitting satisfactory answers to a specific set of homework exercises. In all cases, if a student attempted more than one way of completion, the best results prevailed. For all passing students in TCS, the successful completion of homework exercises counted toward the grade, up to two grade points. The general deadline for submitting work for this course was January 8, 2018, and the first opportunity to take the final exam was January 19, 2018.

3.3 Procedure
The informed consent form and the implicit theories form were administered together as an online questionnaire that was open for the students throughout the course period (from October 23 to December 15, 2017). The questionnaire was offered in Finnish or English based on the student’s language preference.

We took a snapshot of course completion data for both courses on January 26, 2018. Thus, our completion data is based on the FP1 and TCS credits and grades as they stood in the official registry on that date. Any grades and credits later awarded are ignored by our analysis.

Throughout the courses and the grading period (until January 26, 2018), we deliberately kept ourselves ignorant of the students’ answers to both the informed consent form and the implicit theories form; we only obtained a list of students who had answered the questionnaire, so that we could mark the corresponding exercises as completed. We acquired the full data on the answers after taking the snapshot of the completion data.

3.4 Analyses
We excluded from analysis students who did not answer the informed consent form or expressly declined consent. We further excluded from analysis those students who did not answer all items on the implicit theory form.

We assessed the internal reliability of these scores by computing Coefficient Alpha for each. Nunnally and Bernstein [29, p. 265] consider values near 0.70 acceptable only for early stages of measure development, while 0.80 is sufficient for group-based basic research, and 0.90 is necessary only for individual testing affecting decisions of importance.

We examined the resulting scores in a scatter plot of entity theory score versus incremental theory score. We expected to find a visually apparent correlation, and perhaps two visually obvious distinct clusters; we further computed the Pearson product–moment correlation for these two scores. Given the strong correlation we observed (as discussed later) and the difficulties collinearity gives to regression analysis, we elected to pursue our analyses with the combined theories score.

We grouped students into three groups: those who registered only for FP1, those who registered only for TCS, and those who registered for both courses. For the FP1 group, we used as the outcome variable the number of credits awarded, treating noncompletion (for whatever reason) as a zero credit outcome; since credits nominally measure hours worked, we treat this as an interval variable. For the TCS group, we used as the outcome variable the grade awarded, treating noncompletion (for whatever reason) as a zero grade outcome. Grades are most naturally modeled as ordinal variables, though treating them as interval variables is not uncommon.

The outcome variable for the both-courses group necessarily is a combination of the outcomes of both courses. Both FP1 credits and TCS grades range from 0 to 5 and both can be regarded as measuring educational achievement. Thus, we can combine them into a single interval variable by averaging them. For analyses better done using an ordinal variable, we rounded the result upward so that passing one course is counted as 1.

Since the outcome can be treated as an interval variable, we tried to use linear regression with the course group as well as the combined theory score as the explanatory variables and the outcome variable as the response variable. We expected the course group to be needed because each course was graded using course-specific criteria, potentially introducing statistical dependence among group members; however, we also tried an analysis without the group variable. Model misspecification was tested (see, e.g., Chatterjee and Simonoff [3], p. 15) by using...
• a scatter plot of residuals versus predictors or fitted values to detect nonlinearity, heteroscedasticity, and outliers; and
• a normal probability plot for residuals to detect nonnormal errors.

An alternative, should the linear regression not be satisfactory, was ordinal logistic regression. Here, the explanatory variables would be the same as in the linear regression, and the response variable would be the ordinal version of the outcome variable. This has the proportional odds assumption; this can be checked by running separate binary outcome logits for each threshold.

We should briefly note that we considered the use of structural equation modeling (SEM) to analyze our data; however, our sample size is too small for a worth-while SEM model of our data, especially considering the ordinal nature of our data.

We generally report confidence intervals (CIs) at the 95% level instead of statistical significance tests and $p$ values, because we feel that CIs are more informative. However, CIs correspond to significance tests in a very simple manner: a 95% CI consists of exactly those values for which the hypothesis that the true value equals that value is not rejected at $\alpha = 0.05$; in particular, a null hypothesis is rejected if and only if the null value is outside the CI. Thus, we are licensed to rule out any value that is outside a CI to the same extent that rejection of a hypothesis licenses us to rule out the value specified by the hypothesis. We do not conduct post-data power analyses, as they add nothing useful to confidence intervals [18, 19].

All statistical analyses were conducted using the statistical programming language R [31], with the aid of the packages moments [21], ordinal [6], plyr [43], and psych [32]. All plots were produced using ggplot2 in R.

4 RESULTS

Course enrollment, exclusions due to missing informed consent or incomplete questionnaire data, and the number of students included in this study are summarized in Table 2. In addition, one student was not registered in either course (and thus is not included in this study) yet had granted informed consent; they must have been registered to at least one of the courses earlier.

Basic demographic information available to us is shown in Table 3. Credits are nominally a measure of time spent in studies, with 60 credits nominally equaling one year of study. Thus, 138 credits are consistent with a student on their third full-time study year.

Table 2: Enrollment in the courses and exclusions from the study. The FP1 and TCS rows in this table include the overlap; thus, the total equals the sum of FP1 and TCS minus the overlap.

<table>
<thead>
<tr>
<th>Students</th>
<th>No answer</th>
<th>Refused consent</th>
<th>Missing data</th>
<th>Included participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP1</td>
<td>214</td>
<td>94</td>
<td>10</td>
<td>11</td>
</tr>
<tr>
<td>TCS</td>
<td>139</td>
<td>44</td>
<td>21</td>
<td>6</td>
</tr>
<tr>
<td>overlap</td>
<td>59</td>
<td>14</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>294</td>
<td>124</td>
<td>23</td>
<td>14</td>
</tr>
</tbody>
</table>

However, credits are attached to courses and do not directly correspond to an individual student’s time use.

The Cronbach coefficient alpha is, over the whole sample, for the entity theory score $\alpha = 0.92$, 95% CI [0.88, 0.94], for the incremental theory score $\alpha = 0.94$, 95% CI [0.91, 0.96], and for the combined theory score $\alpha = 0.95$, 95% CI [0.92, 0.97]. The entity and incremental theory scores are plotted against each other in Figure 1. The distribution of the combined scores is shown in Figure 2; it has a mean of 0.16, a standard deviation of 0.41, a skewness of −0.36, and a kurtosis of 3.24. Attempting a Dweck et al. [12, p. 269] dichotomization, using the thresholds −0.2 and 0.2, leads to a highly problematic result; in our sample, there are 24 clear entity theorists and 60 clear incremental theorists, while 49 participants would be excluded as ambivalent.

The distributions of the course outcomes are plotted in Figure 3.

Course outcomes plotted against the combined theory score, see Figure 4, reveal no apparent functional relationship. Thus, it seems doubtful that an association is present in this data. We corroborate this by attempting to demonstrate one using regression analysis.

A linear regression with the group and the combined theory score as explanatory variables and the averaged outcome as the response variable results in diagnostic plots indicating both non-normality of residuals and heteroscedasticity, thus, a misspecification. Respecifying the model without the group as an explanatory variable gives better residuals, but even here, the distribution of residuals is far from normal. The pattern suggests that a logistic regression might be more appropriate.

Successive logistic regressions with the combined theory score as the explanatory variable and the binary response variable of under/over a threshold result with the odds ratios for the theory score given in Table 4; the confidence intervals have a large overlap, and the point estimates all fit inside the intersection of the confidence intervals. Thus, it seems that the assumption of proportional odds is approximately met. Thus, we adopt a proportional-odds model.

Table 3: Demographic profile of the participants, reported as means and standard deviations. The FP1 and TCS rows in this table include the overlap.

<table>
<thead>
<tr>
<th>Age</th>
<th>Credits</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>138</td>
<td>3</td>
</tr>
<tr>
<td>24</td>
<td>137</td>
<td>3</td>
</tr>
<tr>
<td>25</td>
<td>136</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 4: Odds ratios (and their 95% CIs) given by successive logistic regressions with various outcome thresholds, where the combined theory score is the explanatory variable and the outcome is dichotomized at each successive level.

<table>
<thead>
<tr>
<th>≤ 0</th>
<th>≤ 1</th>
<th>≤ 2</th>
<th>≤ 3</th>
<th>≤ 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.79</td>
<td>0.96</td>
<td>1.02</td>
<td>1.39</td>
<td>1.72</td>
</tr>
<tr>
<td>[0.34, 1.82]</td>
<td>[0.41, 2.23]</td>
<td>[0.42, 2.52]</td>
<td>[0.49, 4.13]</td>
<td>[0.47, 8.66]</td>
</tr>
</tbody>
</table>

Table 4: Odds ratios (and their 95% CIs) given by successive logistic regressions with various outcome thresholds, where the combined theory score is the explanatory variable and the outcome is dichotomized at each successive level.

<table>
<thead>
<tr>
<th>Age</th>
<th>Credits</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>138</td>
<td>3</td>
</tr>
<tr>
<td>24</td>
<td>137</td>
<td>3</td>
</tr>
<tr>
<td>25</td>
<td>136</td>
<td>4</td>
</tr>
</tbody>
</table>
Figure 1: Scatter plot of entity and incremental theory scores. Note that a low entity score indicates an entity theory, and a high incremental theory score indicates an incremental theory; thus, the positive correlation is expected. The Pearson product-moment correlation coefficient is $r = 0.79$ for the whole sample, $r = 0.87$ for the FP1 attendees (including overlap), and $r = 0.76$ for the TCS attendees (including overlap).

(ordinal logistic regression) with the combined theory score as the explanatory variable and the ordinal outcome as the response variable; it results in a non-significant odds ratio of $0.96$, 95% CI [0.46, 2.03], for the theory score. The model coefficients (which are logarithms of either odds or odds ratios, depending on the coefficient) are shown in Table 5.

Figure 5 is an simple effect display inspired by Fox and Andersen [16], visualizing the behavior of the proportional-odds model we chose. It shows, for each ordinal outcome, the 95% confidence interval (as a gray band) for the predicted probability of a student to achieve that particular outcome, conditional on and as a function of that student’s combined theory score. It also superimposes the corresponding empirical conditional probability (as a bar graph) derived from our data; note that the distribution is somewhat influenced by the choice of bins, and the choice here was influenced by a balance between avoiding small bins where individual data points dominate and avoiding too few bins.

Table 5: Coefficients in ordinal logistic regression with the combined theory score as the explanatory variable.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Coefficient</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined theory score</td>
<td>-0.04</td>
<td>[-0.78, 0.71]</td>
</tr>
<tr>
<td>Threshold 0</td>
<td>1</td>
<td>-0.02</td>
</tr>
<tr>
<td>Threshold 1</td>
<td>2</td>
<td>0.19</td>
</tr>
<tr>
<td>Threshold 2</td>
<td>3</td>
<td>0.73</td>
</tr>
<tr>
<td>Threshold 3</td>
<td>4</td>
<td>1.36</td>
</tr>
<tr>
<td>Threshold 4</td>
<td>5</td>
<td>1.98</td>
</tr>
</tbody>
</table>
Figure 4: Scatter plot of combined theory score with ordinal course outcomes. The Spearman rank correlation coefficient is $\rho = 0.03$ ($p = 0.76$) for the whole sample, $\rho = 0.11$ ($p = 0.27$) for the FP1 attendees (including overlap), and $\rho = -0.02$ ($p = 0.89$) for the TCS attendees (including overlap). The $p$ values are bootstrapped.

As final corroboration, we categorized each student as entity theorist, incremental theorist, or ambivalent, based on the dichotomization proposed by Dweck et al. [12, p. 269], as discussed in Subsection 2.3. A Kruskal-Wallis rank sum test fails to see any difference in the three groups’ averaged outcomes ($\chi^2(2) = 0.133$, $p = 0.936$).

5 DISCUSSION

We can detect no association between a student’s mindset and their course outcomes in this study with 133 participants. Assuming, as we do, a causal relationship between them, this means that the effect of mindset on outcomes is too small to be measured using this sample size and study design. Our results are as consistent with a decrease in odds down to roughly one third as with an increase of odds up to roughly doubling them, associated with a one unit of difference in mindset. In the mindset scale we used, one unit difference means moving from a strongly held mindset to a neutral one or vice versa, or moving from one weakly held mindset to another.

The main source of this uncertainty appears to be the pronounced normal distribution of theory of intelligence scores in our data set, contrary to what Dweck et al. suggest: using the Dweck et al. [12, p. 269] dichotomization—which in their study resulted in only 15% of their participants being categorized as neutral—would discard 49 (37%) of our participants because they do not endorse either
theory clearly. In our data set, we have only 24 (18%) entity theorists (students with a fixed mindset) by this criterion.

Similarly, there was a large number of noncompletions in our data set, which means that only a small number of students receive any particular passing grade; thus, the amount of data for fixed mindset students who pass our courses is fairly limited—only 13 fixed mindset students passed at least one course. Accordingly, there are very few events per variable in the ordinal regression. However, the events per variable count is adequate in the binary logistic regression with fail/pass as the response variable. As our regressions aim to verify that there is no detectable association in our data, we regard these problems as noncritical.

The key observation is that even our modest data set is able to reject most effect sizes at the conventional $\alpha = 0.05$ level. We are justified in rejecting odds ratios below 0.46 and above 2.03 for a unit change in the combined theory score. Thus, we can say with confidence that the odds of increasing one grade point are not lower than 0.46 times as low, and not higher than 2.03 times as high, with a moderate incremental theory (growth mindset) as with a moderate entity theory (fixed mindset). The remaining effect sizes, which we are unable to reject here, are not trivial, but they are small. This result is consistent with the results of previous observational studies in both computing and other fields.

We do not believe our study to suffer from construct validity issues. We used a well known instrument to measure mindsets, one that has been in use for decades and that has a record of no serious validity issues. While our Finnish translation is new, we have no reason to suspect it to have caused problems. Further, our own data exhibit excellent Coefficient Alpha reliability. Similarly, our measure of course outcomes is the gold standard (grades and credits awarded): while it can be argued, with good reason, that grades and credits do not accurately reflect true skill and knowledge, they do reflect academic achievement at this level by definition. Our course designs do not provide more precise measures of academic success.

Our study also mostly complies with the requirements for authors that Simmons et al. [39] proposed for mitigating the problems of false positive reports. We report our stopping rule: we report all variables that we measured; we report all experimental conditions performed (there were none); we did not eliminate observations based on an analysis of our data; and we report covariate-less analyses. The only problem this study has is in the cell size: our data includes only 11 clear entity theorists who did not complete either course, while Simmons et al. recommend a cell size of at least 20.

The greatest limitation of this study is its observational nature. We cannot rule out the possibility that another factor, not controlled for in this study, acts to counterbalance the effect of the mindset and thus masks it from our view. A properly conducted experiment would be able to eliminate any such confounding. We think such confounding is unlikely, however; far more likely is that the effect of mindsets are simply too low to stand out from the noise with this sample size.

A related limitation of this study is that we did not generate more psychological measurements beyond the implicit theory data. For example, the mindset literature suggests that a high confidence in one’s intelligence, which we did not measure, makes one’s mindset irrelevant in determining goal orientation. Thus, it is possible that our entity theorists had high self-confidence, removing the disadvantage of their mindset. In future studies, we suggest that researchers always measure self-confidence in intelligence as well as implicit theories; we plan to follow our own suggestion.

It is possible that there is a causal effect of changing mindsets that goes beyond the simple difference in preexisting mindsets; thus, while we could not demonstrate a large effect, we cannot rule out the possibility that an intervention experiment would see effect sizes in the range that we rule out in this study.

One of our coworkers, having heard us discuss these results at the coffee table, suggested an explanation for our results: both of our courses discussed in this paper occur typically in the third year of study, and it is possible that those students who tend to choose to avoid challenges (due to their mindset or for other reasons) have already dropped out of our degree program before they encounter either of those courses. However, Macnamara and Rupani [27] found no influence of mindsets to education levels achieved. Still, even if that explanation was true, it would only mean that our results may not be applicable to first-year student populations.

Taking all that into account, we conclude that mindsets do not seem to matter much. Certainly, our results cast doubt on the wisdom of subjecting all students at the late-stage bachelor level to mindset interventions. The expected payoff is simply not large enough to justify it. In contrast, addressing other student self-beliefs may have a larger effect. For example, self-efficacy interventions have a stronger basis in the literature [28] and their effect is established in context of computer science [23, 44].

Our participants are Finnish students and thus WEIRD (Western, Educated, Industrialized, Rich, and Democratic) people [17]. One should be cautious about transferring our results to a different population. Likewise, it should be noted that there are important differences in educational systems between Finland and, for example, the United States. Nevertheless, our results are, for the most part, compatible with those reported in the prior research, which was primarily based on American participants.

Our conclusion only applies to mass interventions at a single-course context. As another of our colleagues pointed out to us in private conversation, our results say nothing about the usefulness of targeted interventions based on a teacher’s expert assessment that a particular student might be hampered specifically by their fixed mindset. Similarly, it may be that mindsets only affect the level at which one stops studying altogether, not the level of achievement at a particular course.

Indeed, we feel that further study of this topic can still be fruitful. We think it may be worthwhile to study the effect of student mindsets on peak achievement (such as dropping out versus graduating from a degree program) in computing. It may also be useful for studies to aim for identifying student subpopulations for which mindset interventions might be worthwhile, and design and evaluate effective interventions for the population of computing student population at various education levels.
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