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Relating mathematical concepts to graphical representations is a challenging task for students. In this paper, we introduce two visual strategies to qualitatively interpret the divergence of graphical vector field representations. One strategy is based on the graphical interpretation of partial derivatives, while the other is based on the flux concept. We test the effectiveness of both strategies in an instruction-based eye-tracking study with N = 41 physics majors. We found that students’ performance improved when both strategies were introduced (74% correct) instead of only one strategy (64% correct), and students performed best when they were free to choose between the two strategies (88% correct). This finding supports the idea of introducing multiple representations of a physical concept to foster student understanding. Relevant eye-tracking measures demonstrate that both strategies imply different visual processing of the vector field plots, therefore reflecting conceptual differences between the strategies. Advanced analysis methods further reveal significant differences in eye movements between the best and worst performing students. For instance, the best students performed predominantly horizontal and vertical saccades, indicating correct interpretation of partial derivatives. They also focused on smaller regions when they balanced positive and negative flux. This mixed-method research leads to new insights into student visual processing of vector field representations, highlights the advantages and limitations of eye-tracking methodologies in this context, and discusses implications for teaching and for future research. The introduction of saccadic direction analysis expands traditional methods, and shows the potential to discover new insights into student understanding and learning difficulties.


I. INTRODUCTION

A vector field is a structure in which a vector is assigned to every point in (a subset) of space. Vector fields are important in many branches of physics, and students are confronted with them from the very beginning of the university curriculum. Examples include Newton’s gravitational field, velocity fields of fluids, and electromagnetic fields. Divergence is a mathematical concept that applies to vector fields. It is a vector operator that produces a scalar field giving the quantity of a vector field’s source at each point in space. Technically speaking, the divergence represents the volume density of the outward flux of a vector field from an infinitesimal volume around a given point. The divergence operator (\( \vec{\nabla} \)) occurs, for example, in Maxwell’s equations or in continuity equations describing the transport of some quantity. Divergence can be interpreted locally (sources or sinks at specific points) or globally (net flow outwards of an area or volume). This intuition is made precise by the divergence theorem of Gauss.

The concept of divergence can be expressed in many different ways, for example, textual descriptions, symbolic expressions, graphs, pictures, etc. [1]. These different formats are called representations. As vector fields are often expressed in a graphical representation [2], developing a visual understanding of divergence is important for learning. Both interpretations of divergence mentioned above can be applied qualitatively to a vector field representation. We refer to them as the differential strategy (DS) and the integral strategy (IS) and illustrate them in Fig. 1 for a simple but useful case for teaching (see comments below).
Using the differential representation of divergence (e.g., in Cartesian coordinates \(x\) and \(y\)), that is,

\[
\text{div} \vec{F} = \nabla \cdot \vec{F} = \frac{\partial F_x}{\partial x} + \frac{\partial F_y}{\partial y},
\]

one can evaluate the divergence of a two-dimensional vector field \(\vec{F}\) by interpreting the partial derivatives. To put it clearly, one must inspect the change of the field components \(F_x\) and \(F_y\) in the \(x\) and \(y\) directions, respectively. We indicate this in Fig. 1 (center) by a vector decomposition and by highlighting the \(x\) and \(y\) directions. If the vector field has constant (zero or nonzero) divergence, this procedure leads to the same result for every position \((x, y)\) in the field.

Using the integral representation, that is,

\[
\text{div} \vec{F} = \lim_{V \to 0} \frac{1}{V} \int_{\partial V} \vec{F} \cdot d\vec{n},
\]

one can estimate divergence with the flux through the boundary \(\partial V\) of a test volume \(V\) in the field (or test areas in the two-dimensional case). Test volumes can take any form, but in many cases they are constructed with respect to the field’s symmetry. For instance, qualitative reasoning is simple if the outer surface normal \(d\vec{n}\) is either parallel or perpendicular to the field vector \(\vec{F}\) (e.g., cuboids or spheres in 3D and rectangles or circles in 2D).

In simple cases that are useful for teaching and assessment, the vector field is two dimensional, only depends on two coordinates, \(x\) and \(y\), and divergence is constant (either zero or nonzero, independent of position). In other words, the divergence does not vary spatially what can be considered as a restriction for educational and methodological reasons [3]. Students then qualitatively estimate whether divergence is zero or nonzero (cf. caption of Fig. 1). Both strategies (DS and IS) are highly visual and address the students’ ability to relate mathematical concepts to graphical representations in a qualitative manner. This ability is considered very important for student understanding and problem solving [4–8].

A. Theoretical background and state of research

1. Representational competence

In a more general form, the ability to relate mathematical concepts to various representations contributes to representational competence, that is, being able to use multiple representations for understanding. Research in a variety of domains has demonstrated that visual representations of abstract concepts have the potential to substantially promote learning [7–11]. However, making connections between mathematical concepts and graphical representations is a difficult task that students often do not engage in spontaneously, even though it is critical to their learning [12,13]. Therefore, students need instructional support to make these connections, especially when concepts become more complex and sophisticated. In this line of reasoning, physics education research (PER) of the last decades has demonstrated that using multiple representations in instruction facilitates students’ conceptual understanding [14–18].

In our research, the mathematical concept of divergence is applied in two different ways (DS and IS) to graphical representations of vector field plots. Both strategies emphasize complementary conceptual aspects of the learning material and might have different effects on mental processing; a similar effect has already been explored in a different context [11,19]. Based on research about representational competence, we can assume that a solid visual understanding of both strategies mentioned above constitutes for students conceptual understanding of vector field concepts. This point has also been made by Feynman in a more general way. Feynman has placed great emphasis
on the importance of deriving different formulations for the same physical law, even if they are mathematically equivalent (e.g., Newton’s second law, the minimum principle, etc.). He reminded us that different representations of a physical concept can evoke varied mental pictures and can therefore assist in making new discoveries [20]:

“Psychologically they [representations of physical concepts] are different because they are completely inequivalent when you are trying to guess new laws.”

Both representations of divergence (DS and IS) are mathematically equivalent (theorem of Gauss), yet they might support learning differently. In this study, we explore whether multiple representational approaches to divergence complement each other to be beneficial for learning or not [21].

2. Student understanding of divergence

Previous research has shown that many students lack a coherent picture of the meaning of divergence. For instance, Singh and Maries [22] found that even graduate students had great difficulty in recognizing whether presented vector field diagrams had nonzero divergence and/or curl. Only about half of the students succeeded in this qualitative task without any instruction. However, these students had no difficulty computing the divergence of the same vector fields analytically.

Similar results were found by Bollen et al., who investigated students’ understanding of divergence and curl in the context of electromagnetism [23,24]. Based on student interviews and written responses to several questions, they have categorized strategies students used to interpret graphical representations of electromagnetic fields in terms of divergence (or curl) as either concept based, physics based, formula based, description based, or unclear. Bollen et al. found that many students used various strategies inconsistently, suggesting that students lack a structural understanding of the mathematical concepts [23]. They found that students lacked a conceptual understanding of the vector operators and struggled to interpret graphical representations of vector fields. This result was confirmed in a subsequent work [24], strongly indicating that traditional instruction is not sufficient for our students to fully understand the meaning and power of differential operators in electrodynamics. Furthermore, in the framework of conceptual blending, they showed how the lack of conceptual understanding accounts for an improper understanding of Maxwell’s equations. Their work underlines the general ideas about the relationship between representational competence and conceptual understanding described in Sec. I A 1 and advocates using specific learning materials based on multiple representations to clarify vector calculus concepts in physics. They conclude [23] (p. 10) as follows:

"Since we [Bollen et al.] (and many others) believe that these graphical representations are helpful when trying to conceptualize the abstract mathematical structures in vector calculus, we think it would be advisable to put more effort into this kind of exercise in both physics and mathematics instruction."

Other work has revealed that students hold common incorrect associations of a nonzero divergence with regions in a diagram where field lines spread apart [25], that students lack a geometrical understanding of partial derivatives in the context of vector calculus [26], and that students tend to think about the common English meaning of the word divergence and decide whether a field looks to be diverging rather than applying a rigorous procedure for determination [26].

There is consensus among these studies that divergence should be taught using more visual representations of vector fields. However, so far, there has been little work to explicitly provide instructions about how visual strategies could be used. As a result, conceptual differences between both representations of divergence (integral and differential) have yet to be explored empirically. While Bollen et al. [24] have elaborated the formal differences between both interpretations (p. 7–8), it remains unknown how they are processed cognitively by students and which one promotes better visual understanding of the concept of divergence. Both approaches appear in upper-division physics education and complement each other in terms of local and global understanding of differential operators. To gain a deeper insight into student difficulties on this topic, we recorded their eye movements when employing both visual strategies (DS and IS).

B. Eye tracking and PER

Eye tracking is a nonintrusive method to obtain information about visual attention and cognitive processing while students solve problems, particularly where visual strategies are involved. A robust body of research has shown that eye gaze may be considered an unbiased indicator of the focus of visual attention [27,28] and that eye-tracking measures can be related to performance measures, particularly in the context of processing visual stimuli [29]. The most often used eye-tracking measures are derived from fixations and saccades (see Fig. 2). While fixations are relatively long periods usually lasting between 100 and 600 ms in which the eye is almost still, saccades are very fast movements of the eye between fixations lasting less than 100 ms. Eye movement data are typically interpreted based on the eye-mind assumption [30], meaning that fixations reflect the attention and cognitive processing at specific locations, and are determined by the perceptual and cognitive analysis of the information at that location. Longer fixations indicate deeper or more difficult processing.
Eye-tracking research has received increasing attention within the PER community over the last few years but is still rare compared to, for example, cognitive science. Recent studies have (i) explored students’ visual attention in different areas of interest (AOI) to distinguish between experts and novices or between good and poor performances [32–34], (ii) used transition analysis to investigate how students switch back and forth between different AOIs while learning or problem solving to get insight into student expertise or the characteristics of the learning material [35–38], (iii) used classical eye-tracking measures as fixation durations or the number of fixations to predict learning outcomes [39], and (iv) touched on problems and issues peripherally related to PER, such as the troubleshooting of malfunctioning circuits [40], comprehending malfunctioning mechanical devices or how mechanical systems work [41,42], and how spatial ability influences solving kinematics problems with trajectories [43].

Following up previous research, in this work we have used classical eye-tracking measures to explore the differences between both visual strategies and to find correlations to learning outcomes. Moreover, we applied deeper analysis procedures to interpret students’ visual behavior when they applied the DS and IS: Concerning the IS, we analyzed whether students used the field’s symmetry to balance positive or negative flux through the boundaries of a rectangle. Concerning the DS, we expect that students are looking in horizontal and vertical directions corresponding to the direction of the coordinate axes, x and y, respectively; cf. Eq. (1). Therefore, we have analyzed absolute saccadic angles between subsequent fixations. Saccadic directions were previously analyzed in the context of reading [44], general picture or scene viewing [45], and binocular research [46] but—to the best of our knowledge—not in educational studies. More methodological details are given in Sec. II E.

C. Research questions
Here, we explore the potential of eye tracking when students apply the concept of divergence to visual representations of vector fields to identify student difficulties and mastery of the strategies, as well as differences between the strategies. Eye tracking is complemented with performance measures and findings from student interviews. Specifically, we address the following research questions:

RQ 1 Which visual strategy promotes better learning according to performance scores?
RQ 2 What difficulties do students experience while applying the strategies?
RQ 3 What differences, if any, are there in visual processing between both strategies?
RQ 4 How well can eye-tracking measures discriminate between correct and incorrect answers or between best performers and worst performers?

In the next section, we give details about the experimental setup to answer the research questions.

II. METHODS

A. Participants

Forty-one physics majors from the University of Technology Kaiserslautern (TUK) took part in the experiment (37 male, average 20.9 yr). All participants completed two mechanics courses (calculus-based mechanics and experimental physics) that introduced the concept of divergence. When the experiment was conducted, all students were taking an introductory electromagnetism course. We recruited the students during lecture time without telling them explicitly what the study was about. Participation was voluntary and was compensated with 10 €. Our sample covered 57% of all students in class (total course enrollment was 72). All students had normal or correct-to-normal vision.

As stated by the faculty, the concept of divergence has already been used several times in the electromagnetism lecture. This means that students have seen graphical representations of vector fields before and have also been instructed using typical textbook examples of vector fields with zero and nonzero divergence. However, there was no previous instruction aiming explicitly at assessing the divergence of vector fields using visual methods (DS or IS), either in class or during homework.

B. Study design and procedure

The study design of the experiment is illustrated in Fig. 3. All students came one by one to our eye-tracking lab where a researcher guided them through the experiment. First, they completed the preinstruction survey (approximately 10 min) to ensure that they had sufficient prerequisite knowledge of the concepts required to understand the instructions.

At the beginning of the experiment, students were placed in front of a computer screen, and a nine-point calibration
and validation procedure was used. To obtain reliable data on students’ eye movements, we conducted the clinical study in a darkened room. As shown in Fig. 3, each student randomly started with either the DS \((N = 20)\) or the IS \((N = 21)\). The experiment (period 1) started with the instruction page (DS or IS). Students read the material without any teaching by the researcher. They were free to use as much time as needed before proceeding to the first task. Students then applied the strategy to five vector fields that were presented one after another (see Sec. II C for more details). The students were not allowed to take notes or use any aids. Whenever a student was ready to give an answer, they pressed a button and gave their answer (divergence is zero or nonzero). The students were instructed to avoid speaking during decision making because this would influence eye movements. They did not receive any feedback after completing a task and were unable to skip back to the instruction page. Afterwards, the procedure was repeated with the other strategy (period 2). The students were told to apply only the current strategy.

As can be seen in Fig. 3, each student applied both strategies to five different vector field plots. To balance recognition and group effects, half of the students started with the DS, while the other half started with the IS. Almost equal numbers of participants were assigned to each condition. After completing both instruction periods, a short think-aloud interview study was conducted. Students were given three more vector field plots and were encouraged to use one strategy they prefer or both strategies to decide whether divergence is zero or not. Participants’ verbal explanations were recorded using the built-in microphone of the computer. Last, they reflected about their understanding of both strategies. The whole procedure was completed within 30 min.

C. Materials

All study material is included as Supplemental Material (translated from the original German into English) [31]. It consisted of the pretest, two instruction pages, five vector field plots \((V1–V5)\) presented during the eye-tracking study, three similar vector field plots \((V6–V8)\) presented during student interviews, and a short interview protocol.

1. Pretest

The pretest consisted of several true-false and open-response items aiming at determining prerequisite knowledge of differential and integral approaches to divergence and requiring students to express their response confidence on a rating scale. The main purpose of the pretest was to ensure that students had sufficient prerequisite knowledge of the concepts required to understand the instructions.

2. Instruction pages

Each instruction page covered 250 written words and two figures. It included an introduction to the problem and a step-by-step description of how the strategy has to be applied (worked-out example). The intention of the instructions was to give a standardized explanation of both visual strategies to all students. The instruction for the DS focused on the vector decomposition and the interpretation of the partial derivatives, while the IS instruction explained balancing the flux through a rectangle; cf. Fig. 1. Both instructions used the same vector field plot to explain the different strategies. This vector field plot was one dimensional and different from those used to measure student performances. The instruction pages were checked by four faculty members (theoretical physicists) and five physics education researchers, who can all be considered discipline experts and who have several years of teaching experience.

3. Vector field plots

The vector field plots \(V1–V8\) were presented next to a two-dimensional \(x\)-\(y\)-coordinate system and had either zero or constant nonzero divergence. Similar problems have been used in the PER community before [22,24]. The mathematical features of the vector fields are summarized in Table I. Vector fields \(V1–V3\) and \(V6\) only have one nonzero field component (one-dimensional fields), while the other vector fields are two dimensional. In each case,
vector field arrows change their length or orientation with respect to one (or two) coordinate(s). Vector fields V1, V3, V5, and V7 have nonzero divergence. The vector field plot V5 is also presented in Fig. 1.

4. Interview protocol

The interview protocol covered questions about the students’ understanding of each strategy, their preferences, and any difficulties they encountered during problem solving.

D. Eye-tracking apparatus

Participants were provided with instructions and tasks on a 22-inch computer screen. The resolution of the computer screen was set to 1280 × 960 pixels with a refresh rate of 75 Hz. The average distance from the participant to the monitor was 63.1 ± 8.7 cm. Each vector field plot covered an area of 400 × 400 pixels corresponding to 12 × 12 degrees of visual angle. Eye movements were recorded with a Tobii X3-120 eye-tracking system [47], which had an accuracy of less than 0.40° of visual angle (as reported by the manufacturer) and a sampling frequency of 120 Hz. The system allows a relatively high degree of freedom in terms of head movement (no chin rest was used).

To detect fixations and saccades, we adopted an I-VT algorithm [48]. An eye movement was classified as a saccade (i.e., in motion) if the eyes’ acceleration exceeded 8500°/s² and the velocity exceeded 30°/s².

E. Data analysis methods

As stated in the last paragraph of Sec. 1B, a correct application of the DS implies vertical and horizontal saccades when the vector field is being looked at. A suitable method to obtain quantitative information about the saccadic directions of a student’s eye movements is given by saccadic direction analysis [49] (p. 303). Technical details are given in the Supplemental Material [31].

Concerning the IS, we constructed AOIs defined by the symmetry of vector fields. Based on the number of fixations in symmetrical AOIs, a symmetry score, defined by

![Figure 4: Distribution of total scores after completing both periods.](image)

\[ s = \left| \frac{n_1 - n_2}{n_1 + n_2} \right| \]  

provides information about a student’s focus within the vector field plot. It compares the relative frequencies of hitting both AOIs, where \( n_1 \) and \( n_2 \) are total numbers of fixations in two AOIs covering mirror-symmetrical parts of the vector field, respectively. It is \( s = 1 \) if a student only looks at one AOI, \( s = 0 \) if students look at both AOIs equally often, and \( s \) increases, the more students tend to focus on one AOI. More technical details are given in the Supplemental Material [31].

III. RESULTS

A. Pretest

In summary, most participants achieved a high score on the pretest questions, demonstrating knowledge of the concepts required to follow the instructions (average score and standard deviation of all questions: 0.84 ± 0.09, range 0.60–0.95). Only three students achieved an average score below 65%. We refer to these students as L1, L2, and L3, respectively, in the sections below. It is worth noting that performance did not differ significantly between both groups defined by the experimental condition (cf. Fig. 3). Interested readers find an item-based discussion of the pretest results in the Supplemental Material [31].

B. Student performance on vector fields V1–V5 (RQ 1)

Figure 4 presents the distribution of total scores after completing both test periods. For each student, the performance score reflects the number of correct answers (divergence is zero or non-zero) achieved in the experiment. The maximum score of 10 was achieved by only two out of 41 students, while three students scored 4 points or less. The lowest scores were obtained by those students who also achieved the lowest scores in the pretest (L1, L2, L3), while the students with maximum scores also scored high on the pretest (average 0.90 [50]). We refer to these
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extreme performance groups as best performers (B1, B2) and worst performers (L1, L2, L3) in later sections, respectively. The mean score is $6.9 \pm 1.8$ points what can be considered as mediocre given that the chance of guessing correct is 50%, that means, guessing every question yields a score of 5.0.

Table II shows the average performance scores for each strategy and each vector field V1–V5. In sum, the DS yielded a correct response in 66% of the cases, and the IS in 72% of the cases, without significant differences overall. However, the effectiveness of each strategy varies across specific vector field representations. It is notable that the DS results in lower scores if the vector field has zero divergence (cases V2 and V4) but is more successful when divergence is nonzero (cases V1 and V5). In other words, students are more inclined to accredit divergence to vector fields when using the DS. If this assumption holds, students might have answered correctly for the wrong reason in some case. This will be investigated further (Secs. III D 2 and III F).

Considering instruction periods 1 and 2 separately, we observe similar trends and a repetition effect. There are no differences on test level (all items) but on individual item level between strategies. Total DS and IS scores increased significantly between both test periods (DS: from 0.61 to 0.71; IS: from 0.68 to 0.76; $p = 0.02$, $d = 0.42$). We conclude that students improved their performance in the second instruction period, independent of the specific instruction. This may be due to repetition effects or reconsideration of the first strategy, unless students were told not to do so (student interviews shed light on this issue, cf. Sec. III F). Thus, data from the first instruction period are more reliable to answer research question 4.

Last, we found that both groups achieved similar results after completing both test periods. The left group in Fig. 3 (starting with DS) achieved a total average score of 6.9 ± 4.6 points, and the right group (starting with IS) achieved 7.0 ± 4.6 points ($p = 0.83$).

C. Visual processing of both strategies (RQ 3)

Next, we investigate differences in eye movements between both strategies. First, we considered the distribution of visual attention (heat map) on each vector field plot when the students used either the DS or the IS. The result is illustrated in Fig. 5 for vector field V1:

- Employing the DS, students made more fixations on the coordinate system ($x$-$y$ labels) compared to the IS.
- Students focused on a smaller region when using the IS compared to the DS.
- Individual students have concentrated on similar positions using the IS (center of field plot), whereas they focused on different positions using the DS (broad distribution).

Heat maps of the other vector fields V2–V5 are not demonstrated but they show similar trends.

Second, in addition to the qualitative observations provided by heat maps, classical eye-tracking measures provide a quantitative approach to data analysis, cf. Table III.

Both qualitative and quantitative results provide evidence that the strategies induce a different visual behavior (and therefore a different cognitive processing) when students inspect the vector field plot. When students apply the IS, they made significantly more fixations on the visual representation ($p = 0.03$, $d = -0.42$) of longer duration ($p = 0.01$, $d = -0.25$) compared to the DS. Students need to construct a mental representation of a test volume in order to balance the flux through its boundary demanding higher cognitive effort.

<table>
<thead>
<tr>
<th>Vector field</th>
<th>DS</th>
<th>IS</th>
<th>$p$ value</th>
<th>Cohen’s $d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both periods</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1 (nonzero)</td>
<td>0.85 (0.36)</td>
<td>0.54 (0.50)</td>
<td>&lt;0.001</td>
<td>0.72</td>
</tr>
<tr>
<td>V2 (zero)</td>
<td>0.56 (0.50)</td>
<td>0.88 (0.33)</td>
<td>&lt;0.001</td>
<td>−0.75</td>
</tr>
<tr>
<td>V3 (nonzero)</td>
<td>0.80 (0.40)</td>
<td>0.78 (0.42)</td>
<td>0.74</td>
<td>⋮</td>
</tr>
<tr>
<td>V4 (zero)</td>
<td>0.29 (0.46)</td>
<td>0.71 (0.46)</td>
<td>&lt;0.001</td>
<td>−0.90</td>
</tr>
<tr>
<td>V5 (nonzero)</td>
<td>0.80 (0.40)</td>
<td>0.68 (0.47)</td>
<td>0.10</td>
<td>0.28</td>
</tr>
<tr>
<td>Total</td>
<td>0.66 (0.47)</td>
<td>0.72 (0.45)</td>
<td>0.21</td>
<td>⋮</td>
</tr>
<tr>
<td>Only period 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1 (nonzero)</td>
<td>0.85 (0.37)</td>
<td>0.48 (0.51)</td>
<td>0.01</td>
<td>0.84</td>
</tr>
<tr>
<td>V2 (zero)</td>
<td>0.30 (0.47)</td>
<td>0.81 (0.40)</td>
<td>&lt;0.001</td>
<td>−1.16</td>
</tr>
<tr>
<td>V3 (nonzero)</td>
<td>0.80 (0.41)</td>
<td>0.76 (0.44)</td>
<td>0.78</td>
<td>⋮</td>
</tr>
<tr>
<td>V4 (zero)</td>
<td>0.25 (0.44)</td>
<td>0.76 (0.44)</td>
<td>&lt;0.001</td>
<td>−1.16</td>
</tr>
<tr>
<td>V5 (nonzero)</td>
<td>0.85 (0.37)</td>
<td>0.57 (0.51)</td>
<td>0.05</td>
<td>0.63</td>
</tr>
<tr>
<td>Total</td>
<td>0.61 (0.49)</td>
<td>0.68 (0.47)</td>
<td>0.32</td>
<td>⋮</td>
</tr>
<tr>
<td>Only period 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>V1 (nonzero)</td>
<td>0.86 (0.36)</td>
<td>0.60 (0.50)</td>
<td>0.08</td>
<td>0.59</td>
</tr>
<tr>
<td>V2 (zero)</td>
<td>0.81 (0.40)</td>
<td>0.95 (0.22)</td>
<td>0.17</td>
<td>⋮</td>
</tr>
<tr>
<td>V3 (nonzero)</td>
<td>0.81 (0.40)</td>
<td>0.80 (0.41)</td>
<td>0.95</td>
<td>⋮</td>
</tr>
<tr>
<td>V4 (zero)</td>
<td>0.33 (0.48)</td>
<td>0.65 (0.49)</td>
<td>0.05</td>
<td>−0.65</td>
</tr>
<tr>
<td>V5 (nonzero)</td>
<td>0.76 (0.44)</td>
<td>0.80 (0.41)</td>
<td>0.72</td>
<td>⋮</td>
</tr>
<tr>
<td>Total</td>
<td>0.71 (0.43)</td>
<td>0.76 (0.45)</td>
<td>0.46</td>
<td>⋮</td>
</tr>
</tbody>
</table>

FIG. 5. Heat maps of the first vector field (V1) when students applied the differential strategy (left) or the integral strategy (right). Data were taken from all students.
Concerning the DS, students were required to decompose the vector field arrows in the $x$ and $y$ components before looking for changes along horizontal and vertical directions. When students explored the change of the field, they extract information from widely distanced and parafoveal regions (surrounding the fovea, that is a small depression in the retina of the eye where visual acuity is highest), resulting in greater saccade lengths ($p < 0.001$, $d = 0.91$) and a broader attention distribution. Furthermore, we found that students spent more attention to the coordinate axes using DS as compared to IS ($p = 0.01$, $d = 0.49$). This can be explained by the fact that the DS uses coordinates explicitly, whereas the IS is coordinate-free; cf. Eqs. (1) and (2), respectively.

However, the DS did not require decomposing the vector field in all cases (one-dimensional fields). If the analysis is restricted to V1–V3, the difference between numbers of fixations is more pronounced ($p = 0.002$, $d = -0.61$) between DS and IS (data on item level are provided in Ref. [51]). We obtain evidence that vector decomposition (DS) and mental construction of rectangles or balancing flux (IS) causes cognitive load.

### D. Discrimination between correct and incorrect responses (RQ 4—part 1)

Next, we split our sample in those students who answered correctly and incorrectly. Since the chance of guessing correct is 50%, performance data might contain noise (correct answers for incorrect reasons). Therefore, we conducted this analysis both on the item level and on the test level (collecting values over all vector fields for each strategy), and we compared eye-tracking measures between best and worst performers. For better readability, results concerning best and worst performers are provided separately (Sec. III E). We restricted our analysis to the first test period (cf. Fig. 3) because the students’ visual behavior might be biased in the second period as they have already seen the field plots before (cf. Sec. III B).

As seen in the previous section, eye-tracking measures differ between both strategies. Therefore, we treat both strategies separately. This and the next section are structured as follows: First, we present results regarding classical eye-tracking measures, followed by strategy-specific analyses (saccadic direction analysis and symmetry analysis).

#### 1. Classical measures

Table IV shows the results for each strategy. For the IS, we found no significant differences in eye-tracking measures between all correct and incorrect responses. There were also no significant differences on item level. Hence, classical measures were not able to distinguish whether students can correctly judge the divergence of vector fields when they employ the IS.

For the DS, we found a significant difference in the number of fixations between all correct and all incorrect answers ($p = 0.05$, $d = 0.41$). On average, correct answers were given with less fixations. Since there were no differences in the average fixation duration, this result also means that students who answered correctly needed less time for responding. There were no systematic differences between correct and incorrect answers in terms of fixation duration or saccade length. Since fixation duration is an indicator of cognitive effort, we can assume that wrong answers do not result from students’ unwillingness to come to a right solution. In other words, both groups of students showed the same mental effort. This claim can be supported by the finding that both correct and incorrect answers show saccade lengths of characteristic magnitude for this strategy (cf. Table III). We observed similar trends on the individual item level (less number of fixations for correct responses but no other effect).

### 2. Saccadic direction analysis (differential strategy)

To calculate saccadic directions (cf. Sec. II E and details in the Supplemental Material [31]), we considered two consecutive fixations located within the vector field plot. By doing so, we obtained $N = 15104$ saccadic directions in total which have been converted from radians to degrees. The data set was further restricted to the DS ($N = 6977$) and

<table>
<thead>
<tr>
<th>Measure</th>
<th>Correct</th>
<th>Incorrect</th>
<th>$p$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of responses</td>
<td>61</td>
<td>39</td>
<td>0.05</td>
<td>0.41</td>
</tr>
<tr>
<td>Number of fixations</td>
<td>30.5 (17.0)</td>
<td>38.8 (24.2)</td>
<td>0.05</td>
<td>0.41</td>
</tr>
<tr>
<td>Fixation duration</td>
<td>0.29 (0.09)</td>
<td>0.29 (0.08)</td>
<td>0.82</td>
<td>...</td>
</tr>
<tr>
<td>Saccade length</td>
<td>4.54 (1.26)</td>
<td>4.30 (1.22)</td>
<td>0.38</td>
<td>...</td>
</tr>
<tr>
<td>Number of responses</td>
<td>70</td>
<td>35</td>
<td>0.05</td>
<td>0.41</td>
</tr>
<tr>
<td>Number of fixations</td>
<td>41.7 (25.2)</td>
<td>44.9 (29.4)</td>
<td>0.57</td>
<td>...</td>
</tr>
<tr>
<td>Fixation duration</td>
<td>0.30 (0.08)</td>
<td>0.27 (0.09)</td>
<td>0.12</td>
<td>...</td>
</tr>
<tr>
<td>Saccade length</td>
<td>3.69 (1.01)</td>
<td>3.81 (1.33)</td>
<td>0.60</td>
<td>...</td>
</tr>
</tbody>
</table>

#### TABLE III. Comparison of different eye-tracking measures (mean and standard deviation) between both strategies (in both test periods). The meaning of the $p$ values is the usual statistical significance level, i.e. the greater $p$, the higher the probability that the differences between the means were found due to chance. The magnitude of the difference is quantified by Cohen’s $d$, a standard effect size measure.

<table>
<thead>
<tr>
<th>Measure</th>
<th>DS</th>
<th>IS</th>
<th>$p$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of fixations</td>
<td>37.1 (13.4)</td>
<td>43.1 (15.5)</td>
<td>0.03</td>
<td>-0.42</td>
</tr>
<tr>
<td>Fixation duration</td>
<td>0.29 (0.08)</td>
<td>0.31 (0.09)</td>
<td>0.01</td>
<td>-0.25</td>
</tr>
<tr>
<td>Saccade length</td>
<td>4.05 (1.04)</td>
<td>3.15 (0.93)</td>
<td>&lt;0.001</td>
<td>0.91</td>
</tr>
<tr>
<td>Number of fixations</td>
<td>3.32 (4.89)</td>
<td>1.85 (3.34)</td>
<td>0.01</td>
<td>0.49</td>
</tr>
</tbody>
</table>

### Table IV. Comparison of classical eye-tracking measures between correct and incorrect responses for each strategy.
and $x$ respectively). However, a correct interpretation of divergence must be given in the context of partial vector derivatives. As shown in Sec. III B (Table II), this task was the most difficult task for students using the IS (period 1, performance score $= 0.48$). Hence, we assume that conserving mental resources by focusing on one symmetrical subarea helped students to answer correctly. However, there were no similar effects concerning other items.

3. Symmetry analysis (integral strategy)

As described in Sec. II E, we calculated the numbers of fixations within two symmetrical AOIs for each vector field and each participant using the symmetry score; cf. Eq. (3). We restricted the analysis to data of the IS from test period 1 yielding a total of 2594 fixations. We did not include data from vector field V4 since no symmetry axis could be defined. As shown in Table V, average symmetry scores are not different between correct and incorrect answers on test level. On an individual item level, correct answers showed a significantly higher symmetry score than incorrect answers concerning the first vector field (V1) ($p = 0.003, d = 1.50$). Students who answered correctly tended to focus at one symmetrical subarea of the field plot. Within one symmetrical subarea, vector arrows do not change its orientation, and hence balancing the flux through an integration area is easier. As seen in Sec. III B (Table II), this task was the most difficult task for students using the IS (period 1, performance score $= 0.48$). Hence, we assume that conserving mental resources by focusing on one symmetrical subarea helped students to answer correctly. However, there were no similar effects concerning other items.

Table V. Average symmetry scores $s$ (with standard deviation in parenthesis) for correct and incorrect responses by vector field.

<table>
<thead>
<tr>
<th>Vector field</th>
<th>$s$ (correct)</th>
<th>$s$ (incorrect)</th>
<th>$p$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1</td>
<td>0.66 (0.19)</td>
<td>0.32 (0.26)</td>
<td>0.003</td>
<td>1.50</td>
</tr>
<tr>
<td>V2</td>
<td>0.28 (0.23)</td>
<td>0.28 (0.14)</td>
<td>0.97</td>
<td>...</td>
</tr>
<tr>
<td>V3</td>
<td>0.26 (0.24)</td>
<td>0.43 (0.40)</td>
<td>0.24</td>
<td>...</td>
</tr>
<tr>
<td>V5</td>
<td>0.25 (0.19)</td>
<td>0.26 (0.20)</td>
<td>0.90</td>
<td>...</td>
</tr>
<tr>
<td>Total</td>
<td>0.34 (0.26)</td>
<td>0.31 (0.25)</td>
<td>0.73</td>
<td>...</td>
</tr>
</tbody>
</table>

E. Discrimination between best and worst performing students (RQ 4—part 2)

Apart from comparing all right vs all wrong answers, we have also compared the best performers (B1, B2; all answers were correct, $N = 2$) with the worst performers (L1, L2, L3; 2–4 out of ten answers were correct, $N = 3$). One best performer and two of the worst performers were exposed to the DS first. On the one hand, only two vs three students are being compared and hence we need to be careful to generalize results. On the other hand,
these groups most likely represent students who did understand the strategies very well or failed to understand them, respectively. This will become more evident during student interviews (Sec. III F).

### 1. Classical measures

Concerning the IS, average fixation duration was longer for the best performing students compared to the worst performers ($p < 0.001$, $d = 1.84$), cf. Table VI. The best performers have engaged more deeply with more cognitive effort than the worst performers.

For the DS, we also found that average fixation duration was longer for the best performers compared to the worst performers ($p = 0.03$, $d = 0.80$). Furthermore, average saccade length was shorter for the best performers ($p = 0.03$, $d = 0.79$). Figure 7 compares the gaze paths of the best performing students with two worst performers. First, we can observe that the best performers looked at the vector field plot in a very systematic way, concentrating on a subspace of the field plot. Second, the best performers followed the field vectors (y direction) systematically, looking for changes in the vertical direction, and therefore reflecting a correct interpretation of the partial derivative $\partial F_y/\partial y$. They have made very few horizontal saccades compared to the worst performers. This qualitative impression will be quantified in the next section. Last, we note that the fixation duration varies between different fixations, illustrating cognitive processing after information intake. In contrast, the gaze plot of the two worst performers demonstrates a nonsystematic skimming over the field with almost equal duration of each fixation and large saccade lengths.

### 2. Saccadic direction analysis (DS)

Following the analysis procedure applied in Sec. III D 2, polar distributions of saccade directions have been calculated for best (B1, B2) and worst performers (L1, L2, L3). While detailed figures for each vector field are provided as Supplemental Material [31], we restrict this paragraph to general trends and provide a summary of results.

We observe characteristic differences in saccadic-direction distributions between the best and worst performers regarding vector fields V1, V2, V4, and V5. Best performing students focus on the vertical and horizontal directions and neglect oblique directions. For the one-dimensional fields (V1–V3), they perform a significant amount of saccades in the direction of the field arrows and in direction of change. The worst performers, in contrast, do not perform any vertical saccades when engaging with the second vector field (V2).

Figure 8 demonstrates collected data from all vector fields comparing best performers, worst performers, and all students (except extreme performers). The distribution of best performers is highly symmetric. Both the horizontal and the vertical direction is pronounced, whereas oblique directions are avoided. This result reflects the focus on the directions of the coordinate directions $x$ and $y$. In contrast,
the upper right part of Fig. 8 shows the saccadic direction distribution of the worst performers. The vertical direction is much less pronounced and oblique saccades occur more often. There is little difference between all students and the worst performers.

3. Symmetry analysis (integral strategy)

Last, we calculated the symmetry score \( s \) for the best and worst performing students by vector field. Since only 2 vs 3 values can be compared on the item level, no statistical tests were used on individual item level. Interested readers might refer to descriptive statistics for each student (B1, B2, L1, L2, and L3) provided as Supplemental Material [31]. For total average symmetry scores, we found a significant difference between best (\( s = 0.68 \pm 0.20 \)) and worst performers (\( s = 0.27 \pm 0.24 \)) with a large effect size (\( p < 0.001, d = 1.75 \)). Hence, best performers were more inclined to focus on one symmetrical half of the vector field plot, whereas worst performers were looking at both symmetrical parts. As discussed above, one explanation is that students’ conserve mental resources by focusing on one symmetrical half since the vector arrows do not change its orientation. However, it is also possible that expert students focus on smaller regions of the field plot in general compared to novices. Additional research is needed to investigate the reason of this effect further.

F. Student interviews (RQ 1 and RQ 2)

Finally, we present results concerning the interview study. After completing both test periods, students were given three more vector field plots and were allowed to apply the strategy they prefer to judge whether divergence was zero or nonzero. During their performance, students were encouraged to comment on their thoughts. These interviews provide information whether the instructions were understood in the way to what was intended and reveal student difficulties with both strategies.

In the following, we will first present performance and preference data with respect to the vector fields V6–V8. Then, we will provide a full transcript of one best performing student (B1) and of one worst performing student (L1). We expect different reasoning between these students presenting appropriate and inappropriate application of both strategies. We will complement the results with interview excerpts of other students who apply correct and incorrect reasoning. Students who are not part of the extreme performance groups are referred to as S1–S8 in the order of appearance in this text. The researcher conducting the interview is referred to as R.

1. Student performances, strategy preferences, and difficulties

In total, students achieved an average score of 2.65 points out of the maximum score of 3.00 points (88.4%) regarding the vector fields V6, V7, and V8. This can be considered as a high achievement compared to the test periods 1 and 2 (cf. Sec. III B). Students have used the DS in 36% of cases, the IS in 45% of cases, and in 19% of cases they used both strategies to cross-check their answer before giving a final response. Figure 9 presents the performance scores per strategy; the sample was split according to the experimental condition (which strategy was instructed first). First, we notice that students made no errors when they used both strategies before giving their answer. One could assume that only the best students cross-checked their answers with both strategies but that was not the case. We found that ten students used both strategies at least once, and the performance scores of these students during the experiment periods ranged from 5–10 points (average 7.2). One student (S1) corrected himself when considering the vector field V6: (translated from original German)

S1: So I try to use the differential strategy. In this case the \( y \) component remains zero but the \( x \) component is always positive when I have a look on different columns, mmmh…, wait it changes direction,…, I don’t know for sure, can I check the other strategy?

R: Sure, go on please.

S1: I will consider a rectangle in the middle of the field. Then they [the arrows] are entering the region and leaving it, hence divergence is zero.

Another student (S2) explicitly mentioned that both strategies yield the same result:

S2: In this case [V6], both strategies could easily be applied. If I consider an area then I see that everything that enters from the left will go out to the right. However, this is equal to the finding that there is no change of this
field vector in x direction. When I walk from left to right, nothing changes. Both strategies are connected in this way. The field is divergence-free.

This student refers to the theorem of Gauss (without mentioning it) and demonstrates a deep conceptual understanding of both strategies.

Second, we asked every student to comment on the difficulties of each strategy and which one was easier for them after completing vector fields V6–V8. In the following, we summarize the responses (numbers in brackets refer to the number of students who made similar statements):

1. I would prefer the differential strategy for one-dimensional fields because I found this one easier or faster than the integral strategy. (16)
2. In my opinion, the differential strategy was easier per se because one can concentrate on a row or a column of arrows and look for changes. (2)
3. I would prefer the differential strategy because visualizing areas is exhausting. (3)
4. Concerning the differential strategy, the decomposition of components was very hard for me. (8)
5. I would always prefer the integral strategy because this one is more appealing to me (2), seems more reliable to me (3) or makes more sense for me. (3)
6. The integral strategy was more useful when the vector field arrows had x and y components. (11)
7. The integral strategy was more difficult to apply because I had to imagine a test volume and focus on the arrows simultaneously. (6)
8. If I discovered some kind of symmetry I would prefer the integral strategy. (3)
9. Concerning the integral strategy, I had problems to identify the shape of a suitable area (5), to choose the right location for the area (4), to estimate positive and negative flux (6) or to decompose the components in order to estimate the scalar product $\vec{F} \cdot \vec{d}A$. (11)

Furthermore, several students claimed that their performance would increase if they were allowed to draw the integration area in case of the IS (7) or to sketch the vector decomposition in case of the DS (4). This fits well into student statements 1, 3, 4, and 9 above and extends previous findings on student difficulties with vector calculus concepts (cf. Sec. I A 2). This finding also indicates that students spatial ability influences student performances and understanding of the problem-solving strategies—an issue that will be investigated in further studies. Moreover, some students admitted that they did not really understand the DS. This will be presented and discussed in the next paragraph.

Last, we observe a remarkable trend in Fig. 9. Students have mostly chosen the strategy that was instructed during the second instruction period as they knew what followed. Other students were also able to better concentrate during the second instruction period as they knew what followed. This assumption could explain students better achievement in the second period (cf. Sec. III B) and why they preferred the period-2 strategy. However, a memory effect could also be important as student S4 stated:

R: I noticed that you only used the integral strategy [the period-2 strategy] during the last vector fields. Please explain why you did so.

S4: Oh, I knew pretty much how that works because I’ve applied it five times before. I cannot remember exactly the first strategy so I stuck to the second strategy.

Student S4 was using the IS since he has used it directly before.

2. Interview transcripts contrasting one best and one worst performers

Last, we provide a full transcript of one best performing student and one worst performer. Student B1 provided correct answers on vector fields V6–V8. He explained,

B1: If I consider the first vector field [V6] then the first thing that comes to my mind is that this field is one dimensional. There is no y component. Therefore, I only need to consider the flux with respect to vertical edges of a rectangle. It’s the same arrows on both sides, hence divergence is zero.

R: So you are using the integral strategy?

B1: Yes, I do. In this case it doesn’t matter. Everything that goes in from left will go out on the right side. There is no change in horizontal position; it also works with the other strategy.

Student B1 started his reasoning with the IS and used a symmetry argument to come to the right conclusion. He also supported his statement with the DS explicitly.
B1: The next field has two components, but... the x component is not changing. Oh, the y component does. Hence, this one is not source-free; it has some source.
R: Now, you have used the differential strategy. Can you explain why, please?
B1: I think that the differential strategy was easier in general.
R: Why do you think so, and what makes the integral strategy difficult?
B1: Well, especially in this case [V7], it's hard to see if the field arrows are really perpendicular to the surface normal or not. And if not, one must count how much is going in or out. Especially, if the field is confusing like this one, one can easily make mistakes. The other strategy is way easier. When I go along the axis, I can judge whether the arrows are changing accordingly or not.
R: I see. Could you please describe in more detail how you applied the differential strategy in this case?
B1: In my mind, I went along the x direction and was looking whether the length of the projected arrows are changing with this direction. I did the same with the vertical direction.
R: Ok, great. There is one last field to discuss.
B1: Well, this is hard [the last vector field]. I could use again the differential strategy but on the screen this looks somehow skewed... In this case it's better to imagine a volume with spherical symmetry. Then there is nothing coming in or out because the field vectors are all perpendicular to the surface normal. Hence, this field has no source.

Student B1 was able to switch back and forth between both strategies. We obtain evidence that this student applied both strategies correctly, making use of symmetry arguments and vector decomposition. For instance, he considered the projected field arrow and was looking for changes in horizontal (or vertical) direction, which is also confirmed by the saccadic direction distribution (Fig. 8).

Next, the transcripts of one poor performer gives insight into misunderstandings and confusions with both strategies:

L1: In the first field, the y direction does not change, but the x direction is different, hence there must be a contribution in x direction. Then there should be a source if I got this right.
R: What do you mean with contribution in the x direction.
L1: I think we have a change there, and if it changes, then it is nonzero. [...] L1: The second field... we have this case in which it is nonzero. I mean if I decompose the field, then nothing is zero. Now it changes from both directions. This should also have a source.

L1: Ok, now I'm totally confused [field V8]. This field obviously has some curl, but it does also have a contribution to the x and y directions. I fear I totally misunderstood this.
R: Ok, don't worry. Maybe you should try the other strategy? How would you do that?
L1: I would imagine a volume and balance what is going in and out. In this case I would say it's the same, hence it is source free.
R: Could you explain at what position you imagined the volume?
L1: Exactly in the center. Those four arrows. Then I will get these four arrows in, hence there should also be four arrows going out.

This student obviously confuses the primary quantity (the arrow) with the change of the quantity. L1 claims, e.g., that there is a contribution in the x direction and in both directions concerning field V6 and V7. The student shows no appropriate understanding of partial vector derivative at all but assigned divergence to vector fields whenever there is something present or changing. Concerning the last field, L1 fails to apply the DS and recognizes that he misunderstood something because he knew that field was divergence-free. When applying the IS, L1 was not able to provide a reasonable explanation of his conclusion but rather remembers this field (It obviously has some curl) from prior learning experiences.

Statements of other students reveal similar misunderstandings:

L2: The first vector field [V6] is source-free since the arrows cancel each other out. I used the differential strategy, and when I look in a row, for each arrow going left, there is one going to the right.
L2: This vector field [V7] has no divergence. Like the one before. I decompose the field in x and y components and they are the same.
R: Could you explain which strategy you use and what you mean by saying that they are the same?
L2: I use the differential strategy. I try to compare the x direction with the x direction above, and the same with the y direction. I don't see anything changing.

Student L2 confuses both strategies concerning V6, fails to decompose the field arrows concerning V7, and compares columns of errors demonstrating no understanding of the DS at all. We close with quotes of four more students (S5–S8) who also struggled with correct application of the DS.

S5: I understood the differential strategy in that way: If I decompose the arrow and the arrow is not zero, then divergence is nonzero. I think I understood this completely wrong. The errors cannot cancel each other out.
S6: Sometimes I told you that there is divergence but in hindsight I think there was none. I had a look at the arcs and I saw that they were smaller in the middle of the field but larger somewhere else and I concluded that there is divergence. I did not understand what was about the direction. That was confusing to me.

S7: Well this field [V6] has only one direction and this one is not the same at different locations. Hence, there must be some divergence.

S8: This field is easy [V6]. We see that the y direction is zero hence the derivative is zero as well. But the x direction is nonzero so the derivative is nonzero as well. Therefore, this field has divergence.

Student S5 and S8 confused the primary quantity (vector arrow) with its derivative (change of vector arrow in terms of length or orientation), whereas students S6 and S7 did not understand the concept of direction. They were comparing the size or orientations of different arrows at arbitrary positions to decide about divergence instead of looking in coordinate directions.

IV. CONCLUSION AND FUTURE DIRECTIONS

In this paper, we presented an instruction-based study on students’ visual understanding of vector field plots with respect to divergence. We used multiple data sources and a mixed-method approach to investigate students’ understanding and difficulties concerning two qualitative problem-solving strategies, including performance measures (correct or incorrect), eye-gaze measures (e.g., fixations, saccadic directions), and interview transcripts.

A. Students’ understanding of both strategies and students’ difficulties (RQ 1 and RQ 2)

First, we can confirm the results of previous research [22,24–26], that is, that students struggle to determine whether vector fields have zero or nonzero divergence. Even after explicit instruction on the DS and the IS, students’ decisions on five vector field plots were correct in only 65% of cases, with no significant differences between both strategies. After a second instruction period, overall performance increased to 73%, again with no differences between strategies. During the postinterviews, students named several sources of difficulties for both strategies, such as decomposition of vector field arrows, visualizing an integration area, and balancing positive and negative flux through an imaginary test volume. Several students did not show an appropriate understanding of partial vector derivatives, a result that has also been documented elsewhere [26] and that can be further validated with the eye-tracking methodology (see below). We found that these difficulties arise from confusion between the primary quantity and its derivative (what has also been documented in another context [52]), not paying attention to the direction of change (supported by eye-tracking data), and difficulties with the concept of components and decomposition of components. Many students claimed that additional visual aids, such as sketches of the vector decomposition or the integration area, would have improved their performance. This indicates that students’ spatial ability might influence their performance and understanding of the instructions. In upcoming studies in this field, we suggest to measure students’ spatial ability and explore correlations to performance measures.

However, when the students were free to choose the problem-solving strategy (V6–V8), their answer was correct in 88% of the cases. Even though they actually worked with slightly different vector field plots, this result indicates that the availability of both strategies supports student performance. This fits into the motivation of this article, that is, supporting students’ understanding of physical concepts with various tools and representations of physical laws (in the sense of Feynman; cf. Sec. I A 1). We conclude with a short answer to RQ 1 and RQ 2:

• No strategy (DS or IS) is best to qualitatively judge the divergence of vector fields. Each strategy has characteristic difficulties, which have been identified above.
• Knowledge of both strategies is complementary and yields the best performance.

B. Differences in visual processing of both strategies (RQ 3)

Second, eye-tracking methodologies were able to underline the conceptual differences between both strategies quantitatively. We found that the IS causes more fixations of longer duration, reflecting a higher cognitive effort before decision making. This finding was validated by student statements, as most of them indicated that the IS was more effortful than the DS. Some students suggested sketching an integration region to preserve mental resources. In contrast, the DS causes longer saccades, indicating a seeking behavior after changes of the field arrows. The students also paid more attention to the coordinate axes because this strategy is closely connected to the concept of coordinates. During interviews, we observed that most students argued with the coordinate directions because this strategy is closely connected to the concept of coordinates. During interviews, we observed that most students argued with the coordinate directions when applying the DS (cf. Sec. III F), confirming this finding. We conclude with a short answer to RQ 3:

• Both strategies are processed differently. Differences in eye-tracking measures reflect conceptual differences between the strategies.

C. Gaze-based discrimination between correct and incorrect responses and between extreme performance groups (RQ 4)

Concerning classical eye-tracking measures, we found that correct answers were given with fewer fixations corresponding to a shorter time on task. While this reproduces the
findings of expertise research [53], we want to treat this result carefully, as the effect size is small and no other between-groups effects were found. Given that the chance of guessing correctly is 50% and that some students might have answered correctly for incorrect reasons (cf. statements of students L2, S5–S8), these data contain noise, and the groups might not reflect correct or incorrect application of the strategies. In contrast, when more information about student reasoning is given (e.g., when comparing best and worst performers), we found significant differences in the number of fixations and did not observe that greater expertise correlates with shorter response times. Analyzing saccade directions or symmetry scores on the item level also did not yield a positive discrimination between all correct and all incorrect responses in all cases, possibly for the same reason as given above. This result underlines the importance of taking multiple data sources into account when interpreting eye-tracking data. Nevertheless, for extreme performance groups, saccade direction analysis discriminates reliably.

Finally, we found that eye-tracking measures are significantly different between best and worst performers (as identified post hoc by pretest scores and by performance scores during the experiment). In particular, the best performers had fewer fixations but of longer duration than the worst performers, confirming a similar finding by van Gog et al. [40]. Gaze plots and symmetry analysis revealed that the best performing students focused on a small subarea of the vector field plot and performed systematic eye movements in horizontal and vertical directions when the DS was considered. In contrast, worst performers apparently skimmed over the vector field plot nonsystematically. This qualitative impression was quantified using saccade direction analysis and symmetry analysis. Using saccadic direction analysis, we obtained evidence that the best performing students concentrated on a small subarea of the vector field plot and performed systematic eye movements in horizontal and vertical directions and ignored oblique saccades. On the item level, we also confirmed that the best students performed significantly more saccades in the relevant direction of the field arrow compared to the worst performers, indicating expert understanding of partial derivatives. This was confirmed during student interviews. We conclude with a short answer to RQ 4:

- Eye-tracking methods were not sufficiently discriminatory between correct and incorrect answers, but they reveal significant differences between extreme performing groups.

We also noted a general trend of students to perform horizontal eye movements. In recent studies, it has been found that horizontal eye movements are dominant compared to others, for example, when viewing pictures or landscape scenes [45]. This can be explained by oculomotor factors of the eye and cultural habits of reading. Therefore, if the relevant direction of a vector field corresponds to the \( x \) direction, the method of saccade direction analysis is not appropriate to distinguish between the best and the worst performers because this direction reflects both top-down and bottom-up processes of viewing. In future studies, we will explore this methodology in the framework of radial vector fields that require, for instance, oblique saccades for correct problem solving. In this case, we expect an even more accurate and reliable discrimination between different levels of expertise.

### D. Implications for teaching

As this study shows, connecting mathematical concepts to graphical representations of vector fields is difficult for students. It is hard to overestimate the importance of representational competence in physics learning and problem-solving; therefore, we advocate incorporating qualitative exercises like those presented here into lectures or tutorials.

Lecturers are encouraged to demonstrate correct qualitative interpretation of the partial vector derivative using various examples, stressing the focus on horizontal and vertical directions. For the IS, symmetry arguments and different integration areas should be considered explicitly to foster mental flexibility.

All vector fields used in this study had either zero or nonzero divergence everywhere. While this restriction is useful for teaching and learning, it should be made explicit. The drawback of this restriction consists of reinforcing a common misconception that a field has only a single value for divergence rather than divergence being a local property of the field that can change value at any location. To avoid this misconception, students must be told about this special case of the instructional material. Once students understand the strategies, they can be applied to any specific point within the field considering an infinitesimal neighborhood of the point in order to evaluate divergence. In this way, students get to know the meaning of an operator. Because there is an undesired tendency that students (develop) believe that divergence is a global property [25], examples of nonconstant divergence should be discussed subsequently.

To our surprise, many students were thankful for the chance to take part in this short instruction sequence after the completion of the experiment and requested the instruction material. On one hand, this underlines students’ need for instructional support in developing connectional understanding between abstract concepts and visual representations. The experiment helped students develop a rigorous procedure for interpreting and determining divergence rather than thinking about the common meaning of the word divergence or causing other imperfect associations [24]. On the other hand, it shows that such learning materials are still underrepresented in the physics curriculum.

### E. Outlook

In future studies, we will extend this work on the concept of curl (where similar strategies can be applied) and
investigate whether student performance can be improved based on various instructional material, including, for example, dynamic visualizations of both strategies, different worked-out examples, or preinstructions focusing on the student difficulties described above. In future studies, our interview findings relating to student difficulties will be used to design a questionnaire to relate eye-tracking measures to a quantitative measure of students’ cognitive load during problem solving.
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[3] The drawbacks of this restriction are discussed in Sec. IV D.
[21] It is worth noting that it is a foregone conclusion that using multiple representations leads to better learning in general. In contrast, using multiple representations can also have detrimental effects. This occurs, for example, when learners are unable to translate between representations or lack a visual understanding of single representations (see, e.g., S. E. Ainsworth, P. A. Bibby, and D. J. Wood, Examining the effects of different multiple representational systems in learning primary mathematics, J. Learn. Sci. 11, 25 (2002).


[50] Correlation between pretest and students performance during the experiment was not significant, $r = 0.23$, $p = 0.13$.

[51] Number of fixations $NF$ (mean and standard deviation): $NF_{VIS} = 34.8\pm18.3$, $NF_{VIS} = 45.9\pm27.7$, $NF_{VIS} = 37.1\pm22.9$, $NF_{VIS} = 46.3\pm23.8$, and $NF_{VIS} = 30.0\pm21.1$, $NF_{VIS} = 35.6\pm22.7$.
