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Abstract

Hypothesis

While multiphase flows, particularly droplet dynamics, are ordinary in nature as well as in industrial processes, their mathematical and computational modelling continue to pose challenging research tasks - patent approaches for tackling them are yet to be found. The lack of analytical flow field solutions for non-trivial droplet dynamics hinders validation of computer simulations and, hence, their application in research problems. High-speed videos and computer vision algorithms can provide a viable approach to validate simulations directly against experiments.

Experiments

Droplets of water (or glycerol-water mixtures) impacting on both hydrophobic and superhydrophobic surfaces were imaged with a high-speed camera. The corresponding configurations were simulated using a lattice-Boltzmann multiphase scheme. Video frames from experiments and simulations were compared, by means of computer vision, over entire droplet impact events.
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Findings

The proposed experimental validation procedure provides a detailed, dy-
namic one-on-one comparison of a droplet impact. The procedure relies on
high-speed video recording of the experiments, computer vision, and on a
software package for the analysis routines. The procedure is able to quan-
titatively validate computer simulations against experiments and it is widely
applicable to multiphase flow systems in general.
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1. Introduction

Computational fluid dynamics (CFD) is an established field with a record
of successful use over decades in academic research [1] and industrial R&D
[2–4]. In fact, due to the general challenge in modelling fluid flows, CFD
encompasses many specialized subfields focusing, e.g., on aerodynamics with
turbulent flows, suspensions, porous media fluid flows, and multiphase fluids.
Modelling the dynamics of droplets is a specific example of multiphase (or
multicomponent) fluid flows. Droplet formation and dynamics are integral
part of many industrial and technological processes, like spray and printing
applications, along with being ubiquitous in nature, and hence already a
large number of studies have concerned droplets and their dynamics [5–9].
Moreover, as a system with versatile physics involved, droplets have been
also good validation benchmarks for various CFD methods [10–12].

Numerous studies concerning droplets have been conducted with the lat-
tice Boltzmann (LB) method, including falling droplets [13, 14], droplet to
droplet collisions [15] and impacts and interactions of droplets with different
kind of materials [16–19], especially hydrophobic [20, 21] and superhydropho-
bic surfaces [22–24]. Over the years, also LB results have been validated by
simulating various systems such as channel flows [25] and bubbles in liquid
[26] and comparing numerical results to experimental data. In addition to
those, recently the LB method has been also benchmarked in the case of
droplet dynamics on surfaces [27, 28].

On the other hand, experimental validation of simulated droplet dynam-
ics have usually been made by comparing various (system level) quantities
or variables, or by observing still visualizations and images, i.e. snapshots
from a physical incident (see e.g. Refs. [29–31]). Here our aim is to demonstrate an experimental validation procedure which captures dynamically the droplet shape and position. The direct comparisons enabled by the procedure are valuable, generally speaking, as they provide further understanding on the capabilities of computational methods (and the underlying mathematical models) including their potential in applications.

Specifically, in this study we applied LB simulations, high-speed video recording and computer vision to accomplish dynamic one-on-one comparison through the entire droplet impact event. Experiments were performed with three different liquids (deionized water and two glycerol-water mixtures) and on hydrophobic and superhydrophobic surfaces. Impacts of droplets with various features were recorded, simulated and compared. While in this article we concentrate on droplet impact on surfaces, the methodology developed and presented can in principle be applied to many other multiphase fluid systems.

2. Methods

Simulations were performed with the LB method. High-speed videos of experiments with droplets in flight were analyzed with computer vision to find out initial drop diameter and velocity before the impact. These values were used as input for simulations. To produce simulated high-speed video frames, three dimensional density data from simulations were visualized with isosurfaces in Mayavi [32]. Two values were visualized: the density of solid nodes (represents a hydrophobic surface in experiments) and the average of liquid and gas density in a simulation (represents a droplet). Visualizations were rendered by setting a camera in Mayavi in a way that the similar side view than in experiments was achieved. These frames were then compared to experimental video frames by a computer vision algorithm which extracts essential features like the droplet shape as well as center position from both frame types (experimental and simulated). The whole procedure to compare high-speed videos with simulations is illustrated in Fig.1. Details about the computational and experimental methods as well as computer vision algorithm are given in following sections.

2.1. Experimental methods

The experimental setup for generating and visualizing droplets comprises a positioning robot with integrated piezo driving electronics (BioSpot BT600,
BioFluidix, Germany), a proprietary stroboscopic system for droplet volume calibration (BioFluidix GmbH, Germany) and a high-speed camera (MotionBLITZ EoSens mini2, Mikrotron, Germany) for droplet impact visualization. The high-speed camera features a 2x magnification objective (100-CAD-1640, Opto GmbH, Germany) resulting in a ratio of 2.3 μm per pixel. Back lighting is realized by a LED illumination (HUEY JANN High Power LED MODULE 10W cold white) coupled with diffusor material. Two different types of droplet dispensers were utilized, one for the high pL range (SiJet, BioFluidix GmbH, Germany) and one for the low nL range (PipeJet P9, BioFluidix GmbH, Germany) whereas both dispensers are based on direct displacement of liquid by a piezo-stack actuator. The former generates droplets by a deflection of a silicon membrane whereas the latter generates droplets by a compression of a polymer pipe [33].

As substrates, standard microscope glass slides (Carl Roth, Germany) were used and coated with a fluoropolymer solution (Novec 1720, 3M, USA) for the hydrophobic case (static contact angle 105.0° ± 2.0° for applied liquids) and a fluoropolymer-carbon black solution [34] for the superhydrophobic case (static contact angle 157.5° ± 2.5° for applied liquids). For liquid
samples, double distilled deionized water (DIH20) as well as 25 wt% (GLY25) and 50 wt% (GLY50) glycerol (Carl Roth, Germany) solutions were used. For hydrophobic surface contact angle hysteresis was rather high. The advancing and receding contact angles were $114° \pm 2.2°$ and $60.9° \pm 1.9°$ for distilled water and $110.6° \pm 3.3°$ and $53.6° \pm 2.6°$ for 25 wt% glycerol. In the first step of experiments, droplet volume respectively diameter was calibrated (i.e., $70 \mu m$, $140 \mu m$ and $210 \mu m$) using the stroboscopic system by varying the piezo stroke. Then, the actuation parameter reflecting kinetic energy (i.e., piezo displacement velocity) was varied. The acquired parameter combinations were then used for the high-speed imaging. After that, the respective dispenser was moved close to the substrate so that distance between a nozzle orifice and the substrate amounted to 2 mm. Then, single droplets were dispensed onto the respective substrates and the impact of the droplet onto the substrate was recorded with an image size of $208 \times 200$ pixels and a frame rate of 20000 fps (exposure time was set to 10 $\mu s$ to reduce blurring). The experimental setup is presented in Fig. 2.

![Figure 2: Closeup of experimental setup with nL dispenser, high-speed camera, substrate and LED lighting.](image)

### 2.2. Computational methods

Computational simulations were performed with the LB method utilizing Shan-Chen multiphase extension [35], where the wetting behaviour was modelled by setting an effective density value for the solid nodes [36]. The
simulation method and our implementation are described briefly in the Supplementary Material (S1.1). A more detailed account of the LB method can be found, e.g., in Refs. [37, 38].

Input parameters for LB simulation were calculated from the physical values, such as liquid material properties and the diameter and velocity of the droplet. Because impacts were recorded only by one camera, the third velocity component could not be measured. Thus during the simulations the third velocity component was set to zero. Details of material properties are presented in the Supplementary Material (S1.2).

2.3. Computer vision and comparison

In the following sections the two operation modes of the computer vision software and the time synchronization procedure between experimental images and the simulation results are described.

2.3.1. Operation modes

The computer vision application utilized in this study was coded in Python programming language. It has two operation modes:

Droplet diameter and velocity search. The software searches droplets and calculates average diameter and velocity from experimental high-speed video frames. The procedure is following:

- Experimental frames are converted to binary masks by assigning pixels darker than a given threshold color to white (1) and lighter to black (0)
- All the pixels below a given surface height are given a value 0 to remove reflections from the surface.
- Binary masks are cleaned:
  - Connected components → save the largest cluster
  - Noise was removed with morphological majority filter using $3 \times 3$ window (eight neighbors) and $5 / 8$ majority definition (does not have to be connected)
  - Reflections of the led light formed large cavities in the droplet shapes of binary masks. These were corrected by filling the black areas enclosed by a droplet shape and the surface level
From the acquired binary mask, the diameter and velocity of droplets are calculated, which then can be used as input values for the LB simulation.

Comparison: experiment vs. simulation. This mode compares the size, shape and position of a droplet between experimental and simulated high-speed video frames with following steps:

- Droplet binary masks are generated with same procedure that is used in the droplet search mode, but now from both frame types (i.e. experimental high-speed video as well as simulation results)
- Simulation and experimental frames are scaled and synchronized in time (see detailed description in Section 2.3.2)
- Centroids of droplets are calculated from experimental and simulation frames (binary masks)
- For shape and size comparison centroids of droplets in binary masks from experimental as well as simulation frames are placed on top of each other and a similarity index is calculated (the Jaccard similarity coefficient, as detailed in Section 2.3.3)
- For comparison of droplet dynamics, the spatial difference of centroid positions is calculated from synchronized experimental and simulation frames.
- Finally, layered comparison images are generated from synchronized experimental and simulation frames.

2.3.2. Synchronization of experimental and simulated video frames

Video and image sequence synchronization has been widely discussed in literature. Topics have varied from synchronization of multiple cameras filming the same scene [39, 40] to comparison of videos featuring similar scenes, such as human actions [41, 42] or magnetic resonance image (MRI) sequences [43].

In our comparison case simulated video frames could be rendered with the same camera angle as used in experiments and also the frame rate of both image sequences (experimental and simulated) were known. Moreover, simulated video frames were produced with a higher resolution and frame
rate than experimental high-speed videos. Because of that, the accuracy of synchronization is only limited by the quality of experimental videos.

When synchronized, simulated frames are geometrically scaled (a pixel in experimental and simulated frames corresponds to the same physical length) and impact position between simulation and experiment is geometrically aligned. In addition to that, the synchronization in a time frame is performed to achieve the best matching frame set from simulated data. After synchronization, a set with the same frame rate than in the experiments can be chosen from simulated video frames for one-on-one comparison.

The first step is to calculate scaling factor which is used to resize simulated frames. This factor makes the droplet sizes in experimental and simulated frames directly comparable. Video frames from experiments and simulations are chosen at a time point before impact, where the droplets are spherical. Frames are converted to binary masks and cleaned. Droplet diameters are measured from both frames. After that, the scaling factor that is subsequently applied to all images can be calculated as

$$F = \frac{D_{\text{exp}}}{D_{\text{sim}}}$$

where $D_{\text{exp}}$ and $D_{\text{sim}}$ are the diameters of droplets parsed from experimental and simulation frames, respectively.

In the following step, the best time synchronization between the experimental and simulated frames is determined. A frame with a distinctive droplet shape, usually a frame close to the moment of impact, is chosen from experimental frames as synchronization frame. Also frames before and after the chosen one are used for synchronization. This enables a better synchronization for the droplet dynamics. These frames are converted to binary masks which are then used as a comparison benchmark for simulated frames.

Frame rate of an experimental video and time steps between simulation frames are known. Thus sets consisting of three frames with same time interval as the time step between experimental frames can be formed from simulated video frames. Moving window is used to form multiple sets as presented in Fig. 3.

Frames in a set are converted to binary masks, scaled with the scaling factor and placed to same size masks than experimental synchronization frames. After this a shift vector is calculated as a difference between positions of centroids of the droplets in centermost frames in both sets (experimental and simulation). Droplets in binary masks of simulated frames are then
Figure 3: Procedure to synchronize experimental and simulated high-speed video frames. Centroids of droplets which are used for a shift vector calculation are marked with red and blue dots.

shifted according to this vector to generate the comparison frames. To determine the best synchronization, similarity indices (details in Section 2.3.3) are calculated by comparing the corresponding frames in experimental and simulation synchronization frame sets. A synchronization set formed from simulation frames with the best average similarity index provides the best synchronization. Because the similarity index is very sensitive to the position of compared shapes (see Supplementary Material S2.3), the method above efficiently synchronizes the time frame. The shift vector defined by this set is used when comparison frames are generated.

2.3.3. Calculation of similarity index

Comparison of droplet shapes from synchronized simulation video frames and experimental frames is made by calculating a similarity index. If the shift of simulation frames is the one defined during a synchronization, the similarity index measures the congruence of the shape and the position of droplets in frames. A binary mask from a simulated frame can be also shifted
in a way that centroids of droplets (simulation and experimental) are placed on top of each other. In this case the similarity index measures just the difference of droplet shapes. For similarity index, the Jaccard similarity coefficient was chosen. It has been used to compare shapes/areas for example from MRI [44], interactive segmentation algorithms [45] and satellite images [46]. In addition to the fact that it is widely used, it is also easy to compute [46]. The index is calculated as

\[ S = \frac{\text{Drop}_{\text{exp}} \cap \text{Drop}_{\text{sim}}}{\text{Drop}_{\text{exp}} \cup \text{Drop}_{\text{sim}}} \]  

where \( \text{Drop}_{\text{exp}} \) and \( \text{Drop}_{\text{sim}} \) are the sets of the pixels of binary masks from experimental and simulated high-speed video frames. Example values for the similarity index are given in the Supplementary Material (section S2).

3. Results and discussion

All test cases and their details such as used liquids, surface materials, droplet diameter and velocity components are presented in Table 1. Listed droplet diameters and velocities have been calculated from experimental high-speed video frames with the computer vision algorithm described before. Diameters and velocities of droplets are average values before the impact onto the surface. The error in diameter is caused by the uncertainty of drop detection by the computer vision application as well as inevitable small variation in the droplet generation process. The velocity error is thus calculated as the standard error of weighted mean.
Table 1: Different liquids, measured drop sizes, experimental velocities and surface materials which were considered for the benchmark. Drop diameters and velocities are average values before the impact onto a surface. Comparison videos about all the cases are presented in the Supplementary Material.
Liquids: Deionized water (DIH20), Deionized water and 25 wt% Glycerol (GLY25), Deionized water and 50 wt% Glycerol (GLY50)
Surface materials: Hydrophobic (H), Superhydrophobic (SH) as described before.
Physical parameters: Drop diameter ($D$), Vertical velocity ($U_V$), Horizontal velocity ($U_H$), Weber number ($We$), Reynolds number ($Re$)

<table>
<thead>
<tr>
<th>Case</th>
<th>Liquid</th>
<th>Surface</th>
<th>$D$ [µm]</th>
<th>$U_V$ [m/s]</th>
<th>$U_H$ [m/s]</th>
<th>$We$</th>
<th>$Re$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smaller droplets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>DIH20</td>
<td>H</td>
<td>78 ± 5</td>
<td>1.29 ± 0.04</td>
<td>0.07 ± 0.04</td>
<td>1.79 ± 0.16</td>
<td>105.1 ± 7.5</td>
</tr>
<tr>
<td>2</td>
<td>DIH20</td>
<td>SH</td>
<td>77 ± 5</td>
<td>1.50 ± 0.03</td>
<td>0.06 ± 0.03</td>
<td>2.39 ± 0.19</td>
<td>120.6 ± 8.2</td>
</tr>
<tr>
<td>3</td>
<td>GLY25</td>
<td>H</td>
<td>67 ± 5</td>
<td>0.38 ± 0.02</td>
<td>0.00 ± 0.02</td>
<td>0.15 ± 0.02</td>
<td>11.7 ± 1.1</td>
</tr>
<tr>
<td>4</td>
<td>GLY25</td>
<td>SH</td>
<td>69 ± 5</td>
<td>0.40 ± 0.02</td>
<td>0.01 ± 0.02</td>
<td>0.17 ± 0.03</td>
<td>12.7 ± 1.2</td>
</tr>
<tr>
<td>5</td>
<td>GLY50</td>
<td>H</td>
<td>67 ± 5</td>
<td>0.53 ± 0.02</td>
<td>0.05 ± 0.02</td>
<td>0.31 ± 0.04</td>
<td>5.8 ± 0.5</td>
</tr>
<tr>
<td>6</td>
<td>GLY50</td>
<td>SH</td>
<td>71 ± 5</td>
<td>0.89 ± 0.03</td>
<td>0.08 ± 0.03</td>
<td>0.94 ± 0.10</td>
<td>10.3 ± 0.9</td>
</tr>
<tr>
<td>Larger droplets</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7*</td>
<td>GLY25</td>
<td>H</td>
<td>215 ± 5</td>
<td>1.08 ± 0.04</td>
<td>0.16 ± 0.04</td>
<td>3.89 ± 0.30</td>
<td>107.9 ± 4.7</td>
</tr>
<tr>
<td>8</td>
<td>GLY25</td>
<td>H</td>
<td>152 ± 5</td>
<td>0.82 ± 0.03</td>
<td>0.12 ± 0.03</td>
<td>1.58 ± 0.13</td>
<td>58.0 ± 2.9</td>
</tr>
<tr>
<td>9</td>
<td>GLY25</td>
<td>H</td>
<td>146 ± 5</td>
<td>1.10 ± 0.03</td>
<td>0.15 ± 0.03</td>
<td>2.73 ± 0.18</td>
<td>74.5 ± 3.3</td>
</tr>
<tr>
<td>10*</td>
<td>GLY25</td>
<td>SH</td>
<td>213 ± 5</td>
<td>0.34 ± 0.02</td>
<td>0.05 ± 0.02</td>
<td>0.38 ± 0.05</td>
<td>33.6 ± 2.2</td>
</tr>
<tr>
<td>11</td>
<td>GLY50</td>
<td>H</td>
<td>213 ± 5</td>
<td>0.69 ± 0.04</td>
<td>0.00 ± 0.04</td>
<td>1.68 ± 0.20</td>
<td>23.8 ± 1.5</td>
</tr>
<tr>
<td>12</td>
<td>GLY50</td>
<td>H</td>
<td>214 ± 5</td>
<td>1.20 ± 0.05</td>
<td>0.00 ± 0.05</td>
<td>5.10 ± 0.45</td>
<td>41.6 ± 2.0</td>
</tr>
<tr>
<td>13</td>
<td>GLY50</td>
<td>H</td>
<td>144 ± 5</td>
<td>0.99 ± 0.04</td>
<td>0.02 ± 0.04</td>
<td>2.34 ± 0.21</td>
<td>23.1 ± 1.3</td>
</tr>
<tr>
<td>14</td>
<td>GLY50</td>
<td>H</td>
<td>140 ± 5</td>
<td>0.63 ± 0.02</td>
<td>0.02 ± 0.02</td>
<td>0.92 ± 0.07</td>
<td>14.3 ± 0.7</td>
</tr>
<tr>
<td>15†</td>
<td>GLY50</td>
<td>SH</td>
<td>144 ± 5</td>
<td>0.33 ± 0.02</td>
<td>0.03 ± 0.02</td>
<td>0.26 ± 0.04</td>
<td>7.7 ± 0.6</td>
</tr>
<tr>
<td>16‡</td>
<td>GLY50</td>
<td>SH</td>
<td>143 ± 5</td>
<td>0.66 ± 0.03</td>
<td>0.03 ± 0.03</td>
<td>1.03 ± 0.11</td>
<td>15.3 ± 0.9</td>
</tr>
</tbody>
</table>

* Impact visualized in Fig. 4
† Sticking to the superhydrophobic surface observed, impact visualized in Fig. 6
‡ Two droplets, cleaning of the superhydrophobic surface, impact visualized in Fig. 6
Each test case is also characterized by two dimensionless numbers. Reynolds number describes the relative importance of inertial and viscous forces and is defined as

\[ Re = \frac{\rho U D}{\mu}. \]  

(3)

Weber number is the ratio between inertia and surface tension and reads as

\[ We = \frac{\rho U^2 D}{\gamma}. \]  

(4)

Above \( U \) is the impact velocity, \( D \) the droplet diameter and \( \rho, \mu, \) and \( \gamma \) the density, dynamic viscosity, and surface tension of the liquid, respectively.

3.1. Impact of a single droplet

Cases 1 – 14 in Table 1 featured impacts of singular droplets. All these cases were simulated and analysed with computer vision. To provide examples about the dynamics of impact on both surface materials, the impact of a GLY25 droplet to the hydrophobic and superhydrophobic surface is shown in Fig. 4. Illustrated 3D droplets are rendered from simulation density data and droplet shapes parsed with the computer vision algorithm are presented below. The red area represents a droplet from an experimental frame and the blue area is a droplet from the corresponding simulated frame. The time scales of the image series are synchronized like described before. Also timestamps and shape similarity values \( S \) are listed in the figure.

Obviously, LB simulations are able to reproduce an impact onto a superhydrophobic surface very well. According to Fig.4 b) the shape of the droplet is congruent all the way through the impact event and the droplet is also bouncing off from the surface. However, the final velocity after the impact is sensitive to the contact angle (wall density) used in simulation. In our simulations an interval for the contact angle of superhydrophobic surface was 155 – 160 degrees and already in this interval the final velocity could be too high or too low.

Hydrophobic cases are more complex than superhydrophobic cases. The shape of the droplet is often matching experimental results accurately right after the impact. Though, when the droplet is bouncing back from the surface, droplets in simulations are often becoming too tall. This can be seen in the last frames of the visualized impact on the hydrophobic surface (Fig. 4 a). Despite the drastic bounce, the droplets in simulations are still
Figure 4: The impact of a GLY25 droplet to a) hydrophobic and b) superhydrophobic surfaces. 3D droplets are rendered from simulation data. Below them droplets parsed with computer vision are presented. The red area presents a droplet from an experimental frame and the blue area is a droplet from the corresponding simulated frame. Shape similarity values and timestamps are also presented below the images.

sticking to the hydrophobic surface. However, in experiments droplets stick to the point of an impact, when in simulations droplets are sliding a small distance along the surface before they attain their equilibrium shape.

The varying shape similarity in the simulations shown in Fig. 4 may be caused by the incorrect contact angle hysteresis in the simulations. In the used model there is no contact angle hysteresis for contact lines on homogeneous surfaces (see, e.g., Ref. [47]). In the simulations, the contact angle was set to measured static contact angle values, which for the considered hydrophobic surfaces is very close to the advancing contact angle but significantly different from the receding contact angle. In the first four frames shown in Fig. 4 a), which correspond to the spreading phase of the droplet impact, we can observe a very good agreement between simulation and experiment. After this, as the contact line starts to retract, simulation and experiment behave differently. Thus, as long as the contact line is advancing the correspondence is good. After the contact line starts to recede, the contact angle set for simulation no longer corresponds to the experimental case and dissimilar behavior is observed. The absence of contact angle hysteresis also explains why simulated droplets are sliding on the hydrophobic surface contrary to experiments. On the other hand, for superhydrophobic surface with negligible contact angle hysteresis correspondence between the simulation and experiments is excellent through the entire impact and rebound process.
Figure 5: Average values for shape similarity and normalized absolute centroid position difference for single droplets hitting hydrophobic and superhydrophobic surface. Translucent areas in the background represent the maximum to minimum interval.

The same behaviour can be seen quantitatively in Fig. 5, where is presented average values of shape similarity and normalized droplet centroid position difference, which were calculated from all the single droplet cases. Data was collected by running computer vision comparison between synchronized experimental and simulated video frames. Shape similarity values were categorized into four different groups: Excellent $\geq 0.90$, Good $\geq 0.80$, Mediocre $\geq 0.70$ and Poor. Because investigated cases include droplets with various sizes, the centroid position differences of droplets were normalized by dividing them with the droplet diameter.

Average shape similarity data shows clearly that droplets are congruent when the cases on superhydrophobic surfaces are considered. Shape similarity is excellent during the flight, impact and even after the bounce back. For hydrophobic surfaces, the shape similarity exhibits much higher variation, and average values after impact are dropping to Good and Mediocre categories because of too violent bounce from the surface in simulations.
However, the shape similarity gets close to Excellent even with hydrophobic surfaces when the droplets are approaching the steady sessile state, so the simulation models the final droplet shape correctly.

When positions of a droplet centroid are inspected the average data shows the same features which were observed already from the example image series in Fig. 4. Droplets on the hydrophobic surface have large position differences in horizontal direction after impact because of the sliding effect. The vertical difference of centroid position is oscillating intensely after the impact but approaches small values when droplets are relaxing.

Droplets impacting on superhydrophobic surfaces result in average data where the difference of centroid position is linearly increasing as a function of time. The simulated droplets are flying into the correct direction but the final velocity of the droplets differs from the measured one from the experimental videos. However, the velocity differences are small, approximately 11 percent in speed and 6 degrees in direction, and the results could have been even better with a more accurate modelling of the contact angle.

3.2. Addition and removal of a droplet from the superhydrophobic surface

The last two cases presented in Table 1 feature special events. In case 15, a GLY50 droplet is sticking to the superhydrophobic surface. In case 16, a droplet initially in rest on the superhydrophobic surface is removed from the surface due to impact by another droplet. In the most of the videos, droplets hitting a superhydrophobic surface bounced off. However, also sticking of a droplet to superhydrophobic surface was observed when the impact velocity was low enough. Case 15 is visualized in Fig. 6 a). The droplet bounces off the surface after the impact but lands back to the surface. LB simulation was able to reproduce this effect. However, the horizontal momentum of the droplet is again conserving better in the simulation when compared to the experimental video. The same behaviour was seen also with droplets hitting the hydrophobic surface.

An attached droplet can be removed from the superhydrophobic surface when hit by a droplet having a high velocity. This effect is presented in Fig. 6 b) where the GLY50 droplet hits and merges with the droplet attached to the surface. After the collision event the resulting droplet bounces off the surface. However, in the simulation presented in Fig. 6 b) the incoming droplet had 10% higher initial velocity compared to the experiment. When the velocity recorded from the experiment was used for the incoming droplet, the merged droplet did not bounce off the surface.
Figure 6: There are presented two cases: a) sticking of a GLY50 droplet onto the superhydrophobic surface b) removal of a GLY50 droplet with another GLY50 droplet from the superhydrophobic surface. 3D droplets are rendered from simulation data. Below them droplets parsed with computer vision are presented. The red area represents a droplet from an experimental frame and the blue area is a droplet from the corresponding simulated frame. Shape similarity values and timestamps are also presented below the images.

As it can be seen from Fig. 6 b), the LB simulation reproduces the collision event accurately. The most interesting part about the collision is the droplet bounce off. In the experiment and simulation the initial velocity of the incoming droplet has a horizontal component pointing to viewer’s right. The magnitude of this component is approximately 5% from the magnitude of the vertical component. However, when the merged final droplet bounces upwards it has horizontal momentum, but this time towards the viewer’s left. The LB simulation shows also the same behaviour, so it is not related to some imperfections on the surface, but is the direct result of the droplet collision.

3.3. Error sources

Above we already identified some possible factors that may lead to distinction between simulations and experiments. It is likely that the imprecise modelling of the surfaces is the major error source which reduce the accuracy of the simulations. Especially, in the case of hydrophobic surfaces assumption of zero contact angle hysteresis is not realistic. Further, the results are affected by the limited resolution of the high speed videos, which cause uncertainty to the detection of a droplet centroid and diameter and this way have an influence to the selected simulation parameters. Since the experimental setup had only one camera, in simulations we had to assume
that third impact velocity component is zero. This was not necessary true for recorded events, which may cause some discrepancy between simulations and experiments.

In addition to these error sources, additional uncertainty can be caused by some unrealistic properties of the used simulation method. The used multiphase LB model is a diffuse interface method, where the interface between the liquid and gas phases has a finite width of several lattice spacing. The effect of the diffuse interface was tested by simulating test case 7 using system size of $450^3$ instead of $300^3$ voxels which was used in the actual simulation. Corresponding droplet diameters were 204 and 132 lattice spacings, respectively. The difference between values of the shape similarity index for the two system sizes was less than 1 percent indicating that system size used in the simulations was large enough. In the test simulations, the density ratio between liquid and gas phases was 100, which is an order of magnitude lower than in experiments. The results obtained for superhydrophobic surfaces indicate, however, that the used density ratio is sufficient to obtain experimental behaviour and that viscous effects in the gas phase have minimal influence on droplet (cf. Ref. [48]).

4. Conclusions

In summary, we presented a validation procedure for multiphase flow simulations, which is based on high-speed video recordings and computer vision. The proposed approach enables quantitative comparison of experiments and simulations over time-dependent flow events. We utilized this procedure for detailed analysis of droplet impact on hydrophobic and superhydrophobic surfaces by comparing videos produced by high-speed imaging and dynamically similar LB simulations. Our analysis was able to identify those test cases where the used modelling approach was not able to describe the physics of the droplet-surface interaction precisely enough. The hydrophobic coating used in this study showed notable contact angle hysteresis, a property which has been observed also in previous studies with coated or native hydrophobic surfaces [49, 50]. However, the contact angle hysteresis was not included in the model which assumed perfectly homogeneous surface. On the other hand, on superhydrophobic surface with insignificant contact angle hysteresis, videos produced by high-speed imaging and simulations were highly consistent.
Previous studies have benchmarked LB simulations against experiments by comparing system related values, such as the contact line velocity and wet length of a droplet [27], or snapshots (still images) of physical incidents [28, 31]. Also volume-of-fluid (VOF) based methods have been validated against experiments by comparing for example the height and diameter of a droplet during an impact [51, 52]. In addition to numerical values, visual comparisons about droplet profiles have been presented [51, 52]. However, our method provides a dynamical one-on-one comparison about the whole impact event, providing also quantitative data about position and shape comparison. Our results show that the proposed procedure can reveal very useful information about multiphase flow processes, which can be used in validation and development of simulation methods and modelling. Furthermore, when simulations have been proved to be consistent with experiments, they can provide information which can not be extracted from experiments.

The present experimental setup had only one camera, whereby we had to assume that the velocity component in the camera direction was zero. However, the presented validation procedure can be straightforwardly generalized to two camera setup.
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