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ABSTRACT
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ISBN 978-951-39-7286-8 (nid.)

ISBN 978-951-39-7287-5 (PDF)

Finnish summary

Diss.

This work is devoted to the development of personalized training systems. A
major problem in learning environments is applying the same approach to all
students: i.e., teaching materials, time for their mastering, and a training pro-
gram that is designed in the same way for everyone. Although, each student is
individual, has his own skills, ability to assimilate the material, his preferences
and other. Recently, recommendation systems, of which the system of personal-
ized learning is a part, have become widespread in the learning environments.
On the one hand, this shift is due to mathematical approaches, such as machine
learning and data mining, that are used in such systems while, on the other hand,
the requirements of technological standards "validated" by the World Wide Web
Consortium (W3C). According to this symbiosis of mathematical methods and
advanced technologies, it is possible to implement a system that has several ad-
vantages: identifying current skill levels, building individual learning trajecto-
ries, tracking progress, and recommending relevant learning material.

The analysis of feedback, academic advising, and recommendation systems
underlies the proposed idea. The conducted research demonstrates how to make
learning environments more adaptive to the users according to their knowledge
base, behavior, preferences, and abilities. In this research, a model of a learn-
ing ecosystem based on the knowledge and skills annotations is presented. This
model is a general model of the lifelong learning process. Second, this thesis fo-
cuses on the creation of tools for personalized assessment, recommendation, and
advising. Third, it is concentrated on developing an adaptive learning game for
children, which takes into account the differing perception of words by students
during training.

Keywords: personalized learning, adaptive learning, learning environment, Se-
mantic Web, recommendation system, academic advising
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1 INTRODUCTION

It is well known that use of this technology is spreading throughout the world.
Web-based learning systems have received increasing attention in recent years.
The main advantage of these systems is the ability to learn anytime and any-
where. Learning Management System (LMS)s are good examples of learning
with information technology that meets the needs of modern society, taking into
account monetary and time costs. Game-based Learning Environment (LE)s are
good solutions for knowledge presentation and inspiring learners (Ellis, 2009;
Harper et al., 2005; Kankaanranta, 2007; Chen, 2008). However, it is postulated
that "one of the main problems with e-LEs is the lack of personalization" (Cristea,
2004; Rumetshofer and Wofs, 2003). Each person has a unique, individual knowl-
edge background, type of memory, learning speed, learning style, motivation for
learning, and goals for a future life (for example, preferences in career), as well as
different habits, such as when and how to learn. A teacher can adapt the learn-
ing course, learning instructions, or learning material according to the majority
of learners in the class, but that learning process is not adapted to the person-
ality of each individual learner. The same problem occurs in educational Web
applications that were built for a specific group of users and which would be not
suitable for others. However, in many cases, the user just works one-on-one with
the course or a Web mentor.

The integration of technology in education not only be a new, flexible deliv-
ery medium, but also needs to enhance the teaching and learning process by inte-
grating adaptivity and personalization. This goal has driven the development of
LE with individualized learning mechanisms became very popular research topic
as well as a body of research. Recent advances in technology have contributed to
the use of e-learning in education and made personalization possible (Nat et al.,
2010). However, it is still a challenging task to develop Personalized Learning
(PL) system that include intelligence and adaptivity.

In such LEs, it would be an advantage to monitor the learner’s knowledge
level and automatically adjust the content for each learner to improve the learn-
ing process and make it individual for each user or group of users. Since the
Web offers a vast amount of information, it would be also reasonable to help the



14

teacher in the creation of materials most suitable for education and also help in
finding the most relevant content and converting it to comprehensive informa-
tion. It is also necessary to help students with selecting courses and study pro-
grams based on their objectives, which will be beneficial in their further career
development.

1.1 Research Objective

The objective of this research is to study the challenges of the LEs due to increas-
ing technological progress. From the point of view of a reasonable user with
limited time resources, the time spent learning from a personal device must be
as effective as possible. In general, efficiency in training systems is understood
as the minimum time spent on training: i.e., there must be ways of maximally
successful assimilation of information.

Every learner is individual, and has their own learning speed, knowledge
background, and preferences. However, learning systems use average learning
program determined to be most suitable for everyone in a specific grade. The
development and use of LEs with individualized learning mechanisms could as-
sist in online learning and adaptively provide most appropriate learning path for
each individual.

Another advantage would be the ability to monitor the learner’s knowl-
edge level and automatically adjust the content for each learner to improve the
education process and individualize learning individual for each user or group
of users.

1.2 Main Contribution

The goal of this study is to address the challenges of learning systems and, subse-
quently, to propose efficient models of mechanisms for PL. To achieve this goal,
the dissertation formulates the following tasks:

— Exploration of Adaptive Learning (AL) system tasks, method, techniques
and approaches for building these systems.

— Make the comprehensive theoretical analysis in the area of AL systems, Rec-
ommendation System (RS) and feedback systems in LEs.

— Develop an innovative LE model with adaptive tools. These tools would
consist of learning feedback system, which would help to create students
learning path, provide information about progress, and guide learners dur-
ing the entire learning period.

— Develop a personalized tool, which would help to detect gaps in the users’
learning process and suggest relevant learning material to fill these gaps.
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— Develop an AL tool for recommending learning path based on learners’
background and preferences.

1.3 The Scope and Research Questions

The research work is focused on adaptive and personalized tools for LE improve-
ment . The scope of the work is limited to designing models of these tools and
a general description of the ecosystem of an Intelligent Learning Support System
(ILSS).

The main research questions of this thesis are as follows:

1. RQ1: How to make LEs adaptive and what kind of methods, techniques,
and approaches could be used for building these systems?

2. RQ2: What kind of feedback is better to use while creating AL systems with
a high level of adaptivity?

3. RQ3: How to recommend learning paths for learners, based on the individ-
ual’s particular skills or preferences?

4. RQ4: How to detect learning gaps and take them into account?

5. RQ5: How to create a tool for adaptive recommendation of the appropriate
learning material for slow learners, taking into account different kind of
difficulties in the learning process?

1.4 Structure of the Dissertation

The format of this dissertation is a collection of articles. The structure of the work
and related papers therein is presented in Figure 1. The original thesis is com-
posed of five chapters. The first is an introduction chapter. Chapter 1 draws a
general overview of the current state of learning and growing technology, de-
scribes a research gap in this field, and narrows down to the topic of the study.
This chapter outlines the main contribution of the conducted research. The pur-
pose of Chapter 2 is to introduce modern LEs and their latest advances. The
chapter provides necessary background knowledge about general terms, such as
LMS and Learning Game (LG). The chapter concludes by describing the need for
adaptation in LEs. Chapter 3 introduces origins and principles of adaptive learn-
ing and PL. Chapter 4 focuses on Semantic Web (SW) technologies and Chapter 5
on Learning Analytics (LA), which are presented as instruments for LE adap-
tation and personalization. Chapter 6 focuses on thesis’s research contribution.
Chapter 7 concludes the thesis, while Chapter 8 discusses the limitation of the
proposed approach and outlines future research.
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On Personalised Adaptation of
Learning Environments

Theoretical analysis and elaboration of ILSS

Theoretical analysis and elaboration of ILSS (General
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Development of adaptive learning game

Development of adaptive learning game
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PV: Supporting Institutional Awareness and Academic
Advising

PVI: Smart Educational Process Based on Personal
Learning Capabilities




2 LEARNING ENVIRONMENTS

Nowadays exist many types of educational systems: traditional classroom, e-
learning, learning management systems, adaptive hypermedia education system,
educational game environments, virtual environments, ubiquitous computing
environment, etc.

Today’s LEs have concentrated more on Industrial Age methods, encourag-
ing learners to remain passive and treating them as if they all have the same
learning performance. It means that low-achieving students will stay behind
and higher-achieving students will be held back (Reigeluth, 1997; Reigeluth and
Garfinkle, 1994).

Integration of information and communication technology into LEs has made
important contributions for learning process (Ozyurt and Ozyurt, 2015). The
quality of education is crucial, taking into account that technologies are growing,
as is the trust in teachers to deliver a good education that includes advancement
of information and communication technology. This should lead to digitally-rich
LEs (Watanabe et al., 2017). Another work related to higher education and its
quality assurance was discussed in (Terziyan et al., 2015). Authors developed
semantic portal as a tool for structural reform of the Ukrainian Educational Sys-
tem. The solution is an ontology-driven portal which is a digital ecosystem for
national quality assurance.

In Finland, there are many projects concentrated on innovative and AL.
One of the example is USUKO - new generation school "platform for access-
ing structured, classified and quality-controlled digital learning material for pri-
mary and secondary education in Finland" (Kansanaho, 2014). Another project
is GraphoGame (Jere-Folotiya, 2014; Richardson and Lyytinen, 2014), a mobile
and desktop game that teaches children letter and letter-sound combinations.
GraphoGame algorithmically adapts to user skill levels and provides actionable
learning analytics for parents and teachers.

In order to make the learning process more customized for each individual
there is need to include innovative technology in the LEs.

The evolution of educational technology is as follows:

— The 1990’s: Computer-assisted instruction (a PC in every classroom).



18

— The 2000’s: Using LMS (every course has its own Web site).

— The 2011: Massive Online Open Courses (education made widely available).

— Now: AL (education process should be smart). Technology is needed to
track learner’s progress, analyze behaviour, understand what type of guid-
ance is needed, and provide a relevant learning material. This material may
include a personalized learning path and necessary instructions, as well as
recommended learning materials and courses tailored to the learners’ pref-
erences and abilities.

Lifelong learning is also an important issue that needs to be considered in
LEs. It is connected to developing technical and labor markets with knowledge
and skills. "The increasing speed of adoption and implementation of new tech-
nologies in the workplace and the increasing instability of employment due to
the computer driven industrial revolution, it was reasoned that workers would
need continuous learning throughout their occupational skills and knowledge to
learn new occupational competences" (Attwell, 2007).

Learning quality and learning innovations are relevant topics for a better
future of education and training. Without innovated technologies, we cannot
participate in the many new changes due to globalization and internet access as
well as for the new digital generation (Stracke, 2012).

Itis important to analyze learning activities in LEs as well as to make changes
in these activities for improvement of learning process. This chapter describes
two educational systems, LMSs and LGs, that have increased in popularity in
recent years. LMS and game-based LEs are a good examples of learning with in-
formation technology adoption. These systems meet the requirements of society,
while taking into account monetary and time costs. Also, this chapter presents
some challenges in educational systems.

2.1 Learning Management Systems

LMS is a server software that provides a set of interfaces to a database that in-
cludes user information, courses, and content. These systems allow educational
institutions to manage a huge number of online or mixed courses with commonly
used interfaces and resource sets. Offline courses that use LMS as obligatory or
advanced tool are often expanded online courses (Kats, 2010).

LMS is a very powerful learning tool that became available with the devel-
opment of technology. The active development of LMS came in the middle of the
2000s and still increasing in popularity as more people have access to the World
Wide Web. Different types of LMS are used by instructors and teachers, from
school education to enormous corporations to train and grow their employees.

The survey of LMSs and various plugins used in these systems to improve
the educational process is reviewed in the paper PI. In addition, a semantically
enhanced model of decision support system for LMS is presented in paper PI. The
proposed system can suggest the kinds of courses necessary to study, in addition
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to courses that the users have already completed.
2.1.1 Functions and advantages of Learning Management Systems

The main function of LMS is the creation of content, such as generation of course
content without the need to master the special skills of a text or HTML editor,
or providing communication tools. With an LMS instructors can set up com-
munication channels for student-student or student-instructor interaction; use
knowledge testing tools to create tests, complete verious tasks, and persorm ad-
ministrative functions such as activating or blocking course access, personalizing
courses, and managing settings. In addition, LMS allows an administrator to
connect additional components (Bailey, 1992; Gilhooly, 2001).

The main advantage of using LMS in the learning process is that is can store
an enormous amount of media for information dissemination, communication,
and knowledge testing which gathered within a single platform that is publicly
available through the Web. In addition, the use of LMS simplifies the process of
accessing information for students’ courses, and password-based authentication
makes it less likely to worry about course material protection.

The LMS system also has some disadvantages. There are a large number
of systems aimed primarily at administrative needs, not students” needs. Often
the interface implemented by LMS is extremely difficult, and courses represent
repositories of different materials that do not meet the learning objectives (Dias
and Diniz, 2014).

Modern LMSs are divided into different types according to needs. LMS
exists in several types: commercial and free, locally installed, or Software as a
Service services (a desktop or Web application), with or without courses, or inte-
grated with other systems.

2.1.2 Learning Management System Trends

By examining a modern LMS, we can distinguish the following trends: gamifica-
tion, mobile learning, mixed learning, and personalization of the LE.

Gamification is the application of game-design approaches to non-gaming
applications. Gaming makes the learning process more fun and rewarding, since
instructors and students get active feedback, maintain the spirit of competition
between students, and determine the complexity of the material depending on
the skills of students. At the same time, gamification has its disadvantages, ex-
pressed in the competitive pressure on students, the difference between course
material and supply in the market, and the reduction of attention (use of gaming
accelerates training, and students will expect the same speed from other educa-
tional activities).

Mobile learning includes the use of mobile gadgets for learning. The main
advantage is that it allows studying wherever and whenever. Examples of this
type of training are the dissemination of course materials through the network,
interaction with the audience during the lesson and the instant receipt of a teacher’s
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feed from the course during an online lecture. The advantages of this type of
training are the ability for the student to choose the time and place of study, the
variety of content, and the opportunity to work with teachers from other coun-
tries. This method’s disadvantages include limiting the volume for the devices’
battery, as well as the inability to control what the students themselves are en-
gaged in because they are tempted to spend time on the gadget, but not for train-
ing purposes.

Combined learning blends student and instructor meetings with distance
learning. This approach allows the combination of different models, but all allow
you to increase the number of groups, reduce the cost of student training, and
allow each student to work at his own pace. However, there are also some dis-
advantages: the lack of motivation, the need for basic knowledge of technology,
and the problem of finding information in inappropriate sources.

A Personal Learning Environment (PLE) is the use of past student learning
experience to individualize the learning process. As part of the PLE approach,
a model where the student is the central element of learning, rather than the
course. It became available with the development of Web 2.0 technologies. The
most common PLE template is a Web-based application that are similar to social
networking. The PLE approach helps to set certain student learning goals that
are accessible not only to the instructor but also to the student. A special feature
is a need for a high level of self-discipline on the part of the student (Ndongfack,
2016).

2.2 Learning Games

Playing games is an important part of our social and mental development. Re-
cently, educational games have become more popular (Kankaanranta et al., 2017).
There are many games specifically designed as educational games, as well as a
number of entertainment games that have been successfully used for educational
purposes (Comunale, 2017).

Gamification has a huge impact on teaching children. Taking into account
the specifics of the modern impact of information technology on the educational
system (for example, mobile phone development is growing due to innovative
technologies (Watanabe et al., 2012)), the structure of gaming technologies is chang-
ing. The various aspects of the influence of learning computer games are signif-
icant, such as influence on the learners” development, their mental and psycho-
logical health, thinking, and memory.

LGs are software that trains and educates a person in the game mode, and
can be used for both training and entertainment. The category of the training
game includes genres such as quest, arcade, 3D-shooter, simulator, and an in-
teractive course on any subject. The program divides the teaching material into
parts, and regulates the sequence of its study. The assimilation of the material is
checked by the test offered at the end of each stage of the training (Ghazal and
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Singh, 2016).

Digital games are recognized as high potential educational tools which could
provide learners with new and increasing learning opportunities (Bellotti et al.,
2011). Digital games utilized in education can be divided between mainstream
games which are exclusively created for fun and LGs, which are obviously cre-
ated for educational purposes (Kirriemuir and McFarlane, 2004). LGs also refer
to educational games and serious games (Breuer and Bente, 2010). They can cre-
ate a new learning culture that corresponds better to learners’ interests and habits
(Prensky, 2003).

In the LG, it is possible to acquire and consolidate knowledge and skills
through activities, according to specified rules. There are two allocated compo-
nents: teaching and playing. In the lesson, one of the components can predomi-
nate (i.e., it can be a game for training and learning while playing). If the train-
ing component prevails, then the game provides ample opportunities, associated
with the perception of knowledge. In the case of predominance, the game com-
ponent can be used as a tool for visibility and enhancement of the motivation to
learn.

LGs present an important possibility for education improvement and also
in the lifelong learning perspective (Bellotti et al., 2011).

The most important functions of the LG are (Bellotti et al., 2011):

1. The training allows to solve educational and training tasks aimed at the
assimilation of certain program material and rules that should be followed
by the players. LGs are also important for the moral and aesthetic education
of children.

2. The entertaining function helps to increase emotional and positive tone, de-
velopment of motor activity, nourishes the child’s mind with unexpected
and vivid impressions, and creates a fertile ground for establishing between
the adult and the child.

3. The communicative function consists of the developmental needs to ex-
change knowledge and skills with peers in the process of games, commu-
nicate with them, and establish a friendly relationship, to display speech
activity.

4. The educational function helps to identify the individual characteristics of
children, and it helps to eliminate undesirable manifestations in the charac-
ter of their pupils.

5. The developmental function is connected with the development of the child.

. The relaxation function restores the child’s physical and spiritual strength.

7. The psychological function develops the creative abilities of children.

[*)}

There are identified categories which address decisive educational aspects
that designers of LGs should take into account during the game design (Kiili,
2010):

1. Integration patterns, which present solutions that harmoniously combine
game elements and learning objectives in pedagogically meaningful ways.
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2. Cognition patterns, which motivate reflective and meta-cognitive processes
in learners and motivate learners to process relevant content.

3. Presentation patterns, which goal is to make sure that the learner’s content
processing is effective.

4. Social interaction and teaching patters, which aim at trigger reflective and
meta-cognitive processes through social activities and socially created game
elements.

5. Engagement patterns, which package all gaming experience into meaning-
ful and motivating package.

One of the key focuses in developing LG is design items and choices related
to the content presentation (Kiili, 2007):

1. Interface: Graphics which attract the learner, including engagement in play,
but also should be used appropriately so the learner can concentrate on the
learning process.

2. Method/level of interaction: Interaction modalities such as question-answering
or exploratory strategy, which should be determined by the game’s inspir-
ing pedagogical principles.

3. Feedback and reward: A a consequence of the learners’ actions, which could
be a simple yes or no answer or an explanation of the answer and an adap-
tation of learning process. More detailed information of feedback in LG can
be found in paper PII.

4. Types of evaluation of performance and level of meta-cognitive support pro-
vided: The performance of the system and its ability to provide learners
with a proper evaluation of their performance.

Game development for children, especially young ones, is still an emerging
market; however, digital games comprise a fast-expanding field (Kankaanranta
et al., 2017). In paper PIII and PVII, we described the vocabulary learning game
for late talkers. Paper PIII concentrated on the architecture creation for AL and
three dimensions of similarities for the words which could influence learner’s
speed of learning. Paper PVII concentrated more on the development of adaptive
vocabulary learning based on semantic similarity.

The learning system developed like a story, in which the animated character
saves animals which he or she has to study. The filtering, learning, and testing
process is described. While these processes are passing, child is earning coins,
so he or she can spend them after for getting new cloth for animated character,
new colors, etc. The filtering, learning and testing trials are short, so the child
will not get bored. The learning process of the game is presented in Figure 2. The
learner is learning the word "leopard"”, and the system shows this word among
the distraction words, which are not similar to leopard. Mostly cold-blooded
animals are shown as distractors in this case. The game-based learning system,
which takes semantic similarities and other similarities into account, also adap-
tively changes the distance between the words, according to the child’s progress
and abilities.
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FIGURE 2 Learning process of adaptive vocabulary learning game



3 TOWARD ADAPTIVE LEARNING

This chapter describes adaptive and personalized systems, main concepts, tasks,
features, core elements, layers, and techniques.

3.1 Adaptive and personalized learning systems

Every system requires the collection of some elements that are in relationships
and connection with each other, and these elements form a certain integrity. The
computer system is a functional block which has input, output and logic inside
the block. The adaptive system will change its own functionality according to
input, which also will influence on the output. According to McGraw-Hill Dic-
tionary!, an adaptive system is a set of items which connects to each other and
interacts to each other, and one of the processes of the system is responsible for
the adaptation by the correlation between structure, function or behavior and its
environment, to improve effectiveness for achieving goals. The importance of
these systems can be interpreted as a result of the impulse given by the broad
spread of the World Wide Web (Garcia-Barrios et al., 2005). It is seen, that there
is a real need for such systems in different situations of modern life. Adaptive
systems can adapt to different contexts, such as a person, devices, software, or
various environments. Particularly, the high significance of adaptive systems can
be identified in the field of e-commerce and adaptive e-learning (Kobsa, 2001).

AL systems are technological systems that are capable of adapting and learn-
ing depending on received input signals (Sonwalkar, 2005). The main tasks of
adaptive systems are: to allow organizing content, offer learners different con-
texts and perspectives, recognize the way a learner likes to learn by completing
diagnostic assessment of the learning preference, use assessment results for con-
tinuous intelligent feedback that motivates and provides guidance to overcome
concept deficiencies, and help to maximize learning performance.

Personalized systems present a specific type of general adaptation systems

McGraw-Hill Dictionary of Scientific and Technical Terms
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(Garcia-Barrios et al., 2005). In general, personalization means adaptation for a
specific user. Personalized systems have had a great success in areas as e-learning
and targeted advertising; and e-learning. Personalization in the field of education
means an automated way of teaching that adapts to different qualities of learners,
and it take place when learning becomes personal in learner’s mind. Personal-
ization can be described automatic learning paths structured to meet the needs of
the learner.

There are two types of adaptation for personalization in learning systems
(Santally and Senteni, 2005): when the system allows the user to change certain
system parameters and personalize its behavior (person-driven personalized sys-
tem), and when the system adapts to the users automatically according to the
users’ needs and actions (system-driven personalization). In the first case, the
learner is responsible of the learning process and of the tools which they use.
In the second case system is more intelligent, it takes each decision a learner
makes and adapts the learner’s learning pathway, both within lessons and be-
tween lessons, thus producing many PL paths, each specifically designed for a
learner’s unique needs in real time. This is especially relevant when a person
cannot formulate personalization alone. A self-adaptive system is a system that
"sense" the user. By sensing we mean input of user’s information (knowing the
information about the user). This information could be direct or indirect. Direct
information (such as goal-driven information) means that user can provide some
information about his preferences (like preferences for future specialization). In-
direct means that the system can extract the information from the Knowledge
Base (KB) or according to the user’s actions.

Personalization could also be based on extracted data from the user’s pro-
file, such as knowledge background or set of preferences provided by the user,
also according to the analysis of user’s actions such as analysis of a user’s re-
sponses or mistakes, or could be based on both, depending on the learning ob-
jectives that were initially set in the system. For example, if the learner’s goal is
to receive knowledge in some specific field for getting the desired specialization,
then the system should adapt study content according to the learner’s knowledge
background and preferences. The main function of the system will be selection
of content. If the system’s goal is to teach the learner in an optimal way, then
system should take into account not only extracted knowledge background of
the learner, but also his personal ability for learning new material. Thus, we
must minimize the time and maximize the quality of the learning content. Sys-
tem should improve the logic of the learning concepts’ presentation, taking into
account personal specifics of the user via manipulation of the complexity level of
the system.
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3.2 Tasks, features and core elements of Adaptive Learning Sys-
tems

Adaptation in learning has multiple aspects:

— Adaptation to the current needs of particular learner.
— Adaptation to a particular learner’s state.

— Adaptation to a chosen specific field for studying.

— Adaptation to a specific task.

According to (Sonwalkar, 2005), the goal of an AL system is to personalize
instructions in order to improve the learner’s performance, identify the strengths
and weaknesses of the learner in understanding, provide relevant learning ma-
terial until defined goals are achieved, and enhancing the individual learning
process, taking into account the speed of the learner, accuracy, and quality of
learning (Oxman et al., 2014).

The main tasks of adaptive systems are as follows (Sonwalkar, 2005):

— Allowing organization of content in various ways, offering learners differ-
ent contexts and perspectives.

— Identifying the way a learner prefers to learn by organizing assessment of
the learning preference.

— Using assessment results to provide intelligent feedback that motivates and
helps in maximizing learning performance.

Adaptive learning systems have a range of features and functions (Venable,
2011):

1. Pre-test: The system assesses the current knowledge and skills of the learner.
These assessments gather information about individual learner characteris-
tics, including prior knowledge.

2. Pacing and control: The ability of the learner to control the speed of learning
at which the content is delivered and also to choice within the system.

3. Feedback and assessment: system continuously assesses learner’s progress,
provides feedback about learner’s work: feedback can include information
about whether the answer was correct or not, also suggest information on
resources for opportunities for additional practice.

4. Progress tracking and reports: The system tracks individual progress and
allows learners to return to the point where they left off, breaking the work
into multiple sessions. The system creates periodic reports for instructors
for future guidance of learners based on their performance.

5. Motivation and reward: Adding gamification to the system in a way of re-
warding learners with points or badges.
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Core elements of the adaptive system (Oxman et al., 2014):

1. A content model that refers to the way of structuring the topics or content
domains with detailed learning outcomes and a defined tasks that must
be learned. The sequence of content could be changed according of the
learner’s performance.

2. A learner model, which refers to estimation of learner’s ability level on dif-
ferent topics, tracking their performance and tracking existing KB about
mastered topics.

3. An instructional model, which determines how a system selects specific
content for a specific student at a specific time. In other words, it puts to-
gether the information from the learner model and content model to gener-
ate the learning feedback or activity that will be most likely to advance the
student’s learning.

3.3 Types, layers and techniques of adaptive systems

One possible division by types of AL systems is related to types of learner model
(Weber and Brusilovsky, 2001): stereotype, overlay, case-based and Bayesian learner
models.

1. Stereotype user models are basic learner models that arrange learners by ca-
pacities utilizing data which was accumulated ahead of time. For instance,
it can be the favored learning style of the student, a suitable learning way,
or inspiration and so on.

2. Overlay user models as shown by a model of the thoughts and ideas of
an area to be educated. These models are often used in adaptable learning
systems.

3. Case-based user models give feedback to the users about right or wrong an-
swers or solutions. These models have been utilized as a part of intelligent
tutoring systems.

4. Bayesian user models, particularly Bayesian knowledge tracing, has been
used successfully in several cognitive tutors and in many intelligent tutor-
ing systems.

According to (Oxman et al., 2014) the division of AL systems are as follows:

1. Simpler AL systems: are rule-based, which means a series of if-then state-
ments. These systems are content-oriented and easier to understand in
terms of functionality, but are limited in their ability to adapt to individ-
ual learners’ abilities or preferences. Rule-based systems are mostly built
using a series of if-then functions. These systems employ a straightforward
branching architecture. A learner is asked a question; if they answer cor-
rectly, they move on to the next selected question; if they answer correctly,
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they move on to the next selected activity, but if not, they receive additional
content.

. Algorithm-based systems are more complex than rule-based systems. They

use advanced mathematical formulas and Machine Learning (ML) concepts
to adapt to individual learners with greater specificity. Mathematical func-
tions are used to analyze learners’ performance and content. At their most
sophisticated, these AL systems involve ML capabilities where the system
learns more about the student and the content as the lessons progress. Such
systems use LA to deal with big data, and employ algorithms to predict the
probability of a particular learner’s success, based on specific content. These
systems may classify learners and learning content, and they are more com-
plex one according to the number of variables they are taking into account.
To make the adaptive process more powerful, cloud computing technolo-
gies and techniques for analysis of big data have been used. For better in-
terpretation of spoken or written learner input, the system could use natural
language processing.

There has been also described five layers of adaptivity (Oxman et al., 2014):

. Learners complete quizzes after studying the material, and the system pro-

vides feedback on whether the learner answered correctly.

. Learners complete quizzes after studying the material, and the system pro-

vides feedback on whether the learner answers correctly. The system also
provides some explanation to their incorrect answer and offers study mate-
rial to support learning or review of the material.

. Learners complete quizzes after studying the material, and the system pro-

vides feedback on whether the learner answers correctly. In the next quiz
the system will add the questions that have been answered incorrectly in
the previous section to see if the learner mastered them. The learners can
track their progress.

. Learners learn some material and then take quizzes. Based on the learners’

results, the system provides an individualized learning plan to fill in gaps.
After passing this plan, learners take another quiz that ensure they make
progress.

. A learner is given a math or science problem and is asked to fill empty slots

with the steps towards the solution. Feedback could be given immediately
after each step or after whole qiuz. The feedback is based on analysis of the
answers the student entered into the slot, compared to the most effective
methods for solving such a problem. After that, the system selects the next
question based on the learners’ readiness.

More detailed information about layers and the feedback types connected to

them are presented in PII.

Technologies used in AL systems include the following: Semantic Web and

rule-based reasoning, Bayesian networks, adaptive hypermedia, service-oriented
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architecture, agent-based systems, ML and data mining, user and group mod-
eling, empirical modeling, context modeling and prediction, quality of service
management, and decision support. In this Ph.D. work, we used mostly Seman-
tic Web Technologies and Data Mining techniques, which are useful in knowl-
edge presentation and knowledge extraction (creation) as well as in the analysis
of learners’ behavior and in decision support.



4 SEMANTIC WEB

SW technologies aim at adding semantic information to Web contents for creation
an environment where software agents can communicate with each other and
do tasks more productive. SW was intended by Tim Berners-Lee; it is a group
of technologies and methods that allow machines to understand the meaning
of information on the Web and integration of information in an intelligent way
(Castellanos-Nieves et al., 2011; Bouquet and Molinari, 2012; Berners-Lee et al.,
2001). SW provides environments where software agents can navigate through
Web (Bittencourt et al., 2008).

SW technologies includes Resource Description Framework (RDF), Resource
Description Framework Schema (RDEFS), Web Ontology Language (OWL), Uni-
form Resource Identifier (URI), Extensible Markup Language (XML), and SPARQL
(Ahmed et al., 2013). SW allows using more automated functions on the Web such
as reasoning, autonomous agents, information and service discovery (Berners-
Lee et al., 2001).

This chapter presents a brief review of the main technologies of SW and
their use in LEs, more precisely using RDF, ontologies, and semantic annotations
to empower learning systems.

4.1 Semantic Web in learning environments

SW technologies have been used in LEs in various ways. When using ontologies,
it is possible to create a semantic model that consists of concepts, their properties
and relation, as well as axioms related to previous elements (Castellanos-Nieves
et al., 2011). Approaches which could enrich, categorize and retrieve Learning
Object (LO)s attracted attention recently (Halimi et al., 2014). SW technologies
are viewed today as those that can resolve the problem of interoperability and
integration within a heterogeneous world.

SW technologies, such as ontologies and semantic annotations, have been
used in LEs for designing and classification of learning material (DevedZic, 2006;
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Guangzuo et al., 2004; Lee et al., 2008; Lytras et al., 2003; Wang and Hsu, 2006).
Ontology-based personalization plays a leading role in building smart e-learning
ecosystems (Ouf et al., 2017). If LOs include ontology-based properties and hi-
erarchical semantic associations, then the learning system will have the ability to
provide adaptable and intelligent learning to learners. SW technology can pro-
vide useful relevant information for searching and sequencing learning materials
in learning systems. Learning systems enriched with SW could provide adapt-
able and personalized LO to learners (Ahmed et al., 2013).

With SW, it is possible to make learning smarter since data can become
knowledge, which in turn can be used as content for learners at any time and
in any location. SW technologies are great way to empower learning systems
by providing educational resources dynamically, find-able and adaptive to users
(Kohlhase and Kohlhase, 2008; Markellou et al., 2005; Berners-Lee, 2005).

4.2 Resource Description Framework

A Recourse Description Framework (RDF) is an abstract model. According to
this model, knowledge is represented by a triplet in the form of a relationship:
subject — predicate — object. Thus, in the RDF model, the nodes of the graph are
subjects and objects. The edge always has a direction to the object. A predicate
is also often called a property. Each object and subject can be specified both as
a URI and as a symbol and, for some tasks, could be empty. The predicate must
have a unique URI (URL). It has its own description, identified by the URI for a
clear understanding (for example, systems of semantic analysis) (Carapina et al.,
2013).

The subject, predicate and object are the names, which could be global, re-
ferring to the same entity in all RDF documents where it is used, or local, where
the entity referred to by this name cannot be referenced directly from outside the
RDF document.

Areas of use:

1. Combining data from various sources without resorting to the creation of
specialized programs.

2. Need to give access to your data for others.

Need to decentralize data so that they are not "owned" by anyone alone.

4. Need to do something special with large amounts of data, such as to enter,
retrieve, view, analyze, or perform a search, etc.

@

Using an RDF model, it is possible to get:

. Logical conclusion of new facts.

. Ensuring Semantic Search.

. Flexibility of the data model.

. Extreme ease of data exchange between systems.

= W N =
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The RDF model provides formal descriptions, which means that the search
agent can search for the facts and knowledge. In other words, RDF is a universal
way of decomposing any knowledge into small pieces. It sets certain rules re-
garding semantics, i.e. sense of these pieces. The idea is that, in one simple way,
any fact in this structured form could be processed by computer programs.

Using RDF it is possible to describe documents, individual fragments of
knowledge within a document, or objects in the real world, such as a specific
living person.

RDF is suitable for working with distributed knowledge because applica-
tions can collect RDF files placed on the Web by different people, but it is easy to
recognize elements that were not in any of its parts from the collected document.
In RDF, there are two processes that make this happen: first, documents that use
common languages are combined; and second, it is possible to use any languages
in each of the documents. This flexibility is one of the distinguishing features of
RDF (Stojanovic et al., 2001).

4.3 Ontology

Ontology is the core element of SW. An ontology defines relations between terms.
The main uses of ontologies are to enhance the accuracy of searches and reuse of
knowledge representation. Ontologies could be general, top-level, or domain-
specific (Gruber, 1995).

In general, the structure of an ontology is a set of elements of four categories:

. Concepts.
. Relations.
. The axioms.

=~ W N =

. Individuals.

Concepts are considered as a conceptualization of the class of all representa-
tives of a certain entity or phenomenon (for example, Animal or Feeling). Classes
(or concepts) are general categories that can be hierarchically ordered. Each class
describes a group of individual entities that are combined based on the availabil-
ity of common properties.

Concepts can be associated with various kinds of relationships (for example,
Length or Location) that link classes together and describe them. The most com-
mon type of relationship used in all ontologies is the relation of categorization:
that is, referring to a particular category.

Axioms define the conditions for correlating categories and relationships,
they express obvious assertions linking concepts and relationships. An axiom
can be understood as an assertion introduced into an ontology in a complete
form, from which other statements can be derived. They allow expression of
information that cannot be reflected in the ontology by constructing a hierarchy
of concepts and establishing different relationships between concepts.
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The following statement is an axiom: "If X is mortal, then X will die some-
day". Axioms allow further inferences in the framework of ontology. They can
provide researchers with information about rules that automatically add infor-
mation. Axioms can also be constraints imposed on any relationship that makes
it possible to deduce inferences.

Conceptual restrictions indicate what type of concepts a given relation can
express (for example, the "Color property" can only be expressed by the concepts
of the "Color category"). An example of numerical limitations is the assertion
that the number of biological parents for a person is 2. The number and degree
of axioms’ details usually depend on the type of ontology.

Along with the specified ontology elements, ontology also includes so-called
"instances" that may also be called:

— Specific specimens.
— Instances.
— Individual copies.

Instances are individual representatives of a class of entities or phenomena,
that is, specific elements of a category (for example, an instance of the class "Man"
will be "Queen Victoria"). The components of the ontology are subject to a kind
of hierarchy. At the lower level of this hierarchical ladder are specimens, or con-
crete individuals; above, there are concepts or categories. On a higher level, the
relations between these concepts are located, and the step of rules or axioms is
the generalizing and connecting one.

By using ontologies, it is possible to enhance the semantic representation of
knowledge for association formal descriptions of LOs, to make reasoning, and to
search relevant learning materials, compose new learning path from existing re-
sources (Ouf et al., 2017). The benefits of using ontologies are in their re-usability
and sharability. Also, ontologies allow access to preferred content (Khozooyi et
al., 2012).

The main advantages of ontologies are a better understanding of informa-
tion in the document, capturing the contextual relationship among various com-
ponents within the document, categorization, and contextual search. These op-
tions improve the quality of the output in many ways (Khozooyi et al., 2012;
Chakraborty and Mittal, 2010).

Ontological presentation of the learners, courses and specializations are used
in PI. Semantic Web Rule Language (SWRL) it was possible to create rules for new
knowledge about specializations and what kind of courses should be included in
order to get this specific specialization. In PVII and PIII, the ontology of animals
was used for counting semantic similarities between concepts (in our particular
case, words). An example of ontological presentation of ILSS is presented in PVI.

Ontology could be beneficial in a learning ecosystem, because it could adapt
to achieve many tasks, including representing the LOs as taxonomies, annotat-
ing, and indexing them for collaborative use, accessibility, and other functions
(Capuano et al., 2009).
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4.4 Semantic Annotations

An annotation is a form of attaching information to an existing resource. Used in
the text, semantic annotation annotates all mentions of instances relating to con-
cepts in the ontology (without modifying the ontology). Semantic annotations are
metadata associated with particular information concepts, which are defined by
ontology and could be used for semantic enrichment (Pahl and Holohan, 2009).

Semantic annotation attaches metadata to the documents, pointing to con-
cepts and properties in an ontology. Information is typically exported as text
annotated with links to the ontology.

There are two ways to create semantic annotations:

1. Manually: ontology based annotation tool.
2. Automatically:

— Gazetteer/rule/pattern based.
— Classifier (ML) based.
— Combinations thereof.

Annotating LOs is a fundamental task, which helps in accessing, sharing,
and reusing of learning resources. Annotations allow transforming texts into a
structured, semantically enabled content (Bouquet and Molinari, 2012).

Semantic annotations allow robust and scalable handling of material, flexi-
ble solution, and reuse of material in different content.

In paper PVI we used semantic annotation as a key instrument for the cre-
ation of ILSS. It will help to annotate knowledge skills, courses, and learning
programs for better identification of relevant learning material, learning paths,
and other uses.



5 LEARNING ANALYTICS AS AN INSTRUMENT
FOR ANALYZING LEARNERS’ DATA

Recently, large amounts of data that cannot be processed by databases alone has
become common. This type of dataset is processed by data mining; in the edu-
cational field, Educational Data Mining (EDM) and the related field LA (Heiner
et al., 2007) are significantly involved. These are very fast growing technologies
and they are making a big research interest. Usually, they use ML algorithms,
data-mining algorithm, statistics and also semantic technologies. These algo-
rithms help solve educational questions, provide tools and technologies, and de-
velop platforms for better learning processes and experiences as well as preparing
learners for success and helping teachers during the teaching process.

This chapter presents a brief origin of the term LA and a description of how
it helps to analyze learners’ data.

5.1 Learning Analytics

Educational data is growing, and there is a need to understand and leverage this
data. LA recognizes the meaning and actionable patterns from a large pool of
educational datasets for future decision-making about learning and teaching
(Pardo and Teasley, 2014; Gray, 2014; Siemens, 2012).

According to the 1st International Conference on LA and Knowledge
(LAK11)! held between 27th February 2011 to 1st March 2011, LA is the measure-
ment, collection, analysis, and reporting of data about learners and their contexts,
for purposes of understanding and optimizing learning and the environments in
which it occurs.

The dissemination of LEs in all sectors of education produces huge amounts
of tracking data. E-LEs store user data automatically, but maintenance of the data
for learning and teaching is still very limited. The importance of LA is grow-

1 https:/ /tekri.athabascau.ca/analytics /about
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ing because educational datasets offer new opportunities for learning evaluation,
feedback and support, recommendations and learning path creation, early warn-
ing systems, and automatization of the learning process.

LA is an independent, growing discipline, which is closely related to EDM
(Saarela, 2017). The purpose of LA is to collect, analyze and report data about
the learners and their actions for future understanding and changing of learning
process in an optimal way. LA studies are increasingly leveraging big data.

The main steps of LA are as follows (Sudarshan et al., 2012):

1. Data collection, which is based on learnersa actions, answers, and solved
tasks.

2. Analysis, which provides predictions of learners’ learning activity or detec-
tion of learning gaps. This analysis could be presented with visualizations,
charts, or tables.

3. Student learning, which, based on the analysis (outcomes), develops con-
tent pertaining to each learner.

There are three main advantages in using LA:

1. Learners receive support for the specific learning process and receive PL
recommendations for suitable learning resources, learning paths, or peer
learners who have similar learning paths.

2. Teachers can monitor systems that inform them about knowledge gaps of
particular learners and thus help them to focus their attention. This moni-
toring learners for better curriculum design and on-the-fly adaptations.

3. LE can monitor the performance of learners regarding graduation rate and
drop-outs since it is possible to evaluate courses and improve outcomes of
the courses.

The main benefit of LA, compared to general educational research is that
LA handles big data, makes sense of it and makes use of it (Ferguson, 2012a).

The main objectives of LA are reflection and prediction. Reflection means
critical self-evaluation of a learner’s data as indicated by their own data sets in
order to obtain self-knowledge. It means self-observation and reacting to one’s
own performance log data. Apart from support for reflective practice, LA can
also be used to predict and model learner activities (Siemens, 2012). This can
lead to earlier intervention (e.g., to prevent drop-out), or to adaptive services and
curricula, along with computer interaction systems that support this process.

Taking into account these observations, LA is new and interesting area of
research with huge interest within the academic community and beyond, and
beyond. LA can tailor educational opportunities to each learner’s level of need
and ability (Ferguson, 2012b). LA provides good possibilities for helping learners
and teachers in the educational process. LA has already developed a wide range
of tools and methods that express the existing potential of LA.
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FIGURE 3 Credit accumulation for autumn semester year 2012
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FIGURE 4 Automated process of AA

5.2 Methods and techniques

There are several methods of LA: prediction, clustering, relationship mining, and
discovery with models. There are also subjects of LA: assessment of the student’s
learning behavior, course recommendation and adaptation to learners” behav-
ior, evaluation of learning material, feedback to both teacher and students in e-
learning courses, and detection of atypical students” learning behavior (Castro et
al., 2007; Chatti et al., 2012).

LA became beneficial in information retrieval technologies like EDM in the
form of classification, clustering, and association rule mining (Romero and Ven-
tura, 2010), ML, or classical statistical analysis techniques, social network anal-
ysis (Shum and Ferguson, 2012), and Natural Language Processing. According
to (Rogers, 2015) knowledge discovery from databases is increasingly important
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technique of LA. According to (Siemens, 2013), Data Mining (DM) is one of the
most sophisticated quantitative methods in LA. Researchers use large databases
for analysis, such as analyzing discourses, predictive models, social networks, in-
telligent curriculum, or sentiments. Using these technologies, LA can contribute
tailored information support systems to the stakeholders and report on demand.
According to research and practice and taking into account emerging evidence,
researchers suggests that LA can be more personal, convenient, and engaging,
and may impact on student retention.

Clustering is one of the key techniques in the DM category of LA methods.
In PV, the process of automated AA was presented. This process is based on LA,
specifically using robust clustering. The goal of this paper was to assist academic
advisers by recommending suitable courses for students based on passed courses
of (possibly more advanced) students with similar study paths. With clustering,
it was possible to identify general profiles of similar students. Figure 3 shows
the profiles for autumn semester 2012, and the size of the cluster is shown in
the top-right corner. The profiles are sorted in the ascending order with respect
to the total number of credits. in Figure 4 shows the automated process of AA,
which help to plan when and how to provide the courses, especially the compul-
sory ones, as well as to plan a profile intervention adaptively for a larger pool of
students, which will reduce the human effort of academic advising.



6 RESEARCH CONTRIBUTION

This chapter provides an overview of the seven included publications that con-
tain the contribution. It explains the theoretical analysis of ILSS (Section 6.1),
academic advising and knowledge gap detection (Section 6.2) and development
of an AL game as a use-case (Section 6.3). In the final section of this chapter, the
main results are tabularly summarized (Section 6.4)

6.1 Theoretical analysis of Intelligent Learning Support System
This section describes the technologies, features, and levels of AL systems, as well

as the ecosystem of ILSS and its main modules.

6.1.1 Article PII: Adaptive Systems as Enablers of Feedback in English Lan-
guage Learning Game-based Environments

This article was published in the proceedings of the Frontiers in Education Con-
ference (FIE), 2015 IEEE, pages 1-8.

Objectives

The aim of this article is to determine the importance of AL environments
to enhance more personalized education as well as to determine the main cat-
egories, layers, and types of AL systems. In addition, this article examines the
significance of feedback in these systems and makes an evaluation criterion for
AL environments using different feedback types and features.

Findings and Contributions

The paper provides a short review of existing adaptive game-based learning
systems, specifically concentrated on English language learning.
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This work introduces an evaluation framework for the analysis of game-
based LEs by the main criteria used in AL games. The analysis is focused on
various LEs, specifically applications and games for English learning. The anal-
ysis results in an evaluation of 23 game-based LEs and applications that were
developed for the purposes of English learning. The relationship between the
feedback types and areas of English learning is presented.

According to this research the most common feedback types are informative
feedback and point-based feedback. Diagnostic feedback appears only in high-
level AL systems. Also, some similarities in feedback types were found for a spe-
cific English learning area. According to the results, the more complex feedback
types the system has, the more adaptive it will be. Therefore, it is very important
to know, which types of feedback to use while creating a learning system.

In this work, guidelines for the developers of various applications and games
for English language learning were created. The users of the applications and
games will also find information about which learning system to select for better
guidance and support.

Author’s contributions

The author of this thesis is the main and corresponding author of this pub-
lication. She searched for game-based LEs, analyzed them, carried out the data
analysis, produced the results, and wrote the majority of the paper. The litera-
ture review on English learning was mostly written by the third author, who also
helped with the analysis of game-based learning. The third author revised of the
paper and helped present the results. The main author also presented the paper
at the 2015 IEEE Frontiers in Education Conference in El Paso; Texas, USA.

6.1.2 Article PVI: An Intelligent Learning Support System

This article was published in the proceedings of the 9th International Conference
on Computer Supported Education (CSEDU 2017), pages 217-225.

Objectives

The focus of this study is to take into account changing labor markets, per-
sonal needs, and skills of the learner. The goal of this paper is to propose an
ILSS which could deal with learners” knowledge gaps and support the learning
process throughout lifelong learning.

Findings and Contributions

The paper addresses important issues in the field of Technology Enhanced
Learning. Guiding learners during their whole life-cycle with recommendations
for learning materials to fill their learning gaps is described and proposed in this
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work. The domain problems, motivation of the creation of intelligent learning
system is described. This paper presents an ILSS: specifically, a meta-system with
main modules that include a Courses and Learning Material Annotation module,
an Annotated Learning Content module, a Personal Learner Profile module, and
a Personal Study Planner module. This work explains an electronic education
system, learning process problems, needs of innovative learning platforms, and
the benefit of the system for teachers, students, and government employers. The
paper also outlines the research questions. The paper proposes an overview of
an intelligent support system for learning that aims to cover a person’s complete
path of studies from elementary schooling up to professional and career devel-
opment. The main idea involves annotating the whole learning content, courses,
materials, and other associated content. SW, in the form of ontology, is used for
annotation. The proposed model of the ILSS could fulfill the needs of modern
society, where learning and teaching are not bounded to single institution.

Author’s contributions

The author of this thesis is the main and corresponding author of this pub-
lication. She conducted the literature review on research related to intelligent
systems, wrote the main text of the paper, described the model of of the ecosys-
tem of ILSS, and described the main method of the system: specifically, semantic
annotation. The second author also worked on the functionality of different mod-
ules of the system. Moreover, the main author presented this paper at the 9th In-
ternational Conference on Computer Supported Education conference (CSEDU),
Porto, Portugal, 2017.

6.2 Academic advising and knowledge gap detection
This section presents work related to the recommendation of study path based on

learners’ preferences, knowledge background and similarityD+andknowledgegaps.

6.2.1 Article PI: Semantically Enhanced Decision Support for Learning Man-
agement Systems

This article was published in the proceedings of the International Conference on
Semantic Computing (ICSC), 2015 IEEE, pages 298-305.

Objectives

The focus of this study is the area of LMS and various plugins used in these
systems to improve the educational process, as well as to determine the current
status of these systems in the industrial and research communities. The idea of
this study is on developing a model of intelligent tool for the design of LMS based
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on the study of semantically enhances decision support.
Findings and Contributions

This paper provides a broad discussion of integrating semantic technologies
with LMSs. A variety of technologies are discussed, mostly drawn from SW side.
As well, some background on LMS and RSs is included. A model of RSs was
suggested for LMS with decision support. The proposed model functions as a
study adviser, as it can suggest the kinds of courses necessary to study in addition
to courses that the users have already completed.

The developed method of decision support takes into account the interests
of users while they select the desired specialization and provide some input in
choosing courses. It demonstrates an advanced capability of LMSs: implementa-
tions of the decision support method for users. The method was also designed for
user convenience. It supports users while they choose the most suitable courses
as well as increases the popularity of LMSs. In the field of education, the designed
model allows making recommendations based on user data extracted from pro-
files and user’s preferences.

Author’s contributions

The author of this thesis is the main and corresponding author of this pub-
lication. She searched and conducted the literature review on research related to
LMS and different improvements, and developed a model of an intelligent tool
for LMS design in a form of RS. Moreover, the author presented this paper virtu-
ally at the IEEE International Conference on Semantic Computing (ICSC), 2015.

6.2.2 Article PV: Supporting Institutional Awareness and Academic Advising
Using Clustered Study Profiles

This article was published in the full paper proceedings of the 9th International
Conference on Computer Supported Education (CSEDU 2017). Moreover, an ex-
tended version of this paper has been selected and submitted to the Communi-
cations in Computer and Information Science series publisher by Springer, pages
35-46.

Objectives

AA is an iterative, collaborative process between the student, academic ad-
viser, and academic institution. The function is to ensure that the students com-
plete the required studies to graduate. The purpose of this article is to support
students with guidance in their study path by proposing an automated academic
advising system utilizing prototype based clustering.
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Findings and Contributions

The problem of AA is a significant topic in higher education, and it will re-
ceive more attention in the near future. The work presented in this paper aims
at improving the practice of AA by proposing a model of an automated AA sys-
tem, as well as one of the key components of such a model namely, a method
for detecting student groups (clusters) based on the shared study paths. Study
path is considered to be a sequence of courses a student has taken and completed
during his/her studies. The paper presents the need for and the importance of
proper AA. The paper makes two (connected) proposals: one for clustering stu-
dents based on their study paths (to group students according to their study pro-
files in order to better advise them about future course selection), and the other
for a model of automated AA system. The underlying approach is based on a
clustering method (robust prototype-based clustering) which identifies groups
of studentsa study profiles. Moreover, the paper proposes a system architec-
ture toward the development of an automated system for the academic advising
process. There is no prototype of such a system. However, the discussion and
comparison of the steps of the manual and the proposed automated academic
advising process are presented.

The contribution of this work consists of a literature review on academic
advising, the proposed clustering approach for student group profiling and the
design of an architecture for an automated academic advising system.

Author’s contributions

The author of this thesis is the main author of this paper. She presented a lit-
erature review on academic advising, proposed a model of automated academic
advising using clustered analysis, and described an architecture and model of the
system, The data and the method of proposed system with the initialization for
sparse data were performed by the third author. The second author described
the data and the method of the proposed system, as well as described advantages
of using clustering. Moreover, the main author presented this paper at 9th In-
ternational Conference on Computer Supported Education conference (CSEDU),
Porto, Portugal, 2017.

6.2.3 Article PVI: Smart Educational Process Based on Personal Learning Ca-
pabilities

This article was published in the proceedings of the 9th annual International Con-
ference on Education and New Learning Technologies Conference (EDULEARN17),
pages 6316-6324.
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Objectives

The idea of this paper is to explain why it is important to have smart edu-
cational processes based on personal learning capabilities and to review the lit-
erature on different learning systems that detect learning progress. The paper
also describes a model of the smart system which could be used for basic educa-
tion and for adult education, which will personalize learning gaps according to
incorrect answers.

Findings and Contributions

This paper presents a literature review on e-learning to see how different
systems detect users’ learning progress. Based on the survey, a method which
takes into account a person’s knowledge background and rate of material com-
patibility is presented. Authors provided an equation with which it is possible to
check if the learner mastered the topic well and which will help in the elimination
of knowledge gaps. To identify mastery, a person must pass a number of tasks
at a specific threshold. The system should count false answers and detect knowl-
edge gaps, take them into account, checking the relationships between topics in
the Ontology. System will analyze where learner is making mistakes and find
closely related topics which he or she has to study more. The system uses inter-
nal analysis and personalized testing. Also, an architecture of proposed system
is presented. This approach is follows the style "test by loop". Periodic testing is
the only certain way to ensure that no large knowledge gaps emerge.

Author’s contributions

The author of this thesis is the main author of this paper. She presented
a smart educational process description, system model proposal, method, and
architecture. The third author presented the literature review, revised the paper,
and helped with the introduction and conclusions. The main author presented
this paper virtually at the 9th annual International Conference on Education and
New Learning Technologies Conference (EDULEARN17).

6.3 Development of adaptive learning game

This section presents a special case about adaptive vocabulary learning for late
talkers.
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6.3.1 Article PIII: Adaptive vocabulary learning environment for late talkers

This article was published in the proceedings of the 8th International Conference
on Computer Supported Education conference (CSEDU), 2016, pages 321-330.

Objectives

The focus of this work is in the area of facilitation learning techniques for
children with an early language delay, as well as in proposing how to make LE
more adaptive, taking into account that late learners require a certain level. The
main aim is to recognize the personal qualities of the learner in building his or her
model and to optimize the learning process using the personal learneras model
for studying content creation. The idea behind this publication is to provide chil-
dren with an early language delay with an adaptive way to train their vocabulary,
taking into account the personality of the learner.

Findings and Contributions

The paper describes an idea of developing an adaptive vocabulary learning
system for late talkers who have difficulties in learning language due to individ-
ual reasons.The system will be developed as a mobile learning application. The
specific idea is that the functionality of the system is based on different similar-
ity factors (visual, phonetic, and semantic) of the learning objectives, which are
words. The combination of weighted similarity measures computes the complex-
ity of a single task. Adaptivity of the system results in decreasing or increasing
complexity of the presented tasks while also experimenting with the various di-
mensions that make up the similarity of the concepts. The general underlying
assumption is that distinguishing similar concepts is harder than choosing from
images of less similar concepts. The valuable part of the paper is the discussion
of the three similarity dimensions and how these can automatically be measured.
According to the user’s feedback, the weights of the factors and similarity dis-
tance are adjusted to modify the level of difficulty in further iterations. The model
of the system is designed to attempt to retrieve knowledge about the learners by
recognition of aspects that are difficult for them. This approach may have serious
consequences affecting the child’s future life in a wide sense.

Author’s contributions

The author of this thesis is the main and corresponding author of this pub-
lication. She searched and conducted the literature review on research related
to AL and developed a model of AL system for children with difficulties, taking
into account their personal qualities of concepts and perception. Also, the author
described all concept similarities and part of the system architecture and adap-
tation logic. The second author also worked on the adaptation logic description
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and future work description. The third author of this paper described late talk-
ers and took part in the proofreading and description of the concept similarities.
Moreover, the main author presented this paper at 8th International Conference
on Computer Supported Education conference (CSEDU), Rome, Italy, 2016.

6.3.2 Article PVII: On developing adaptive vocabulary learning game for chil-
dren with an early language delay

This article will be submitted to the GSTF Journal on Computing (JoC), 2017.

Objectives

Late talkers perceive word categories differently than their typically devel-
oping peers. The task of this research is to explore how this could be investigated
through game-based LE, while also creating a motivational way for increasing
vocabulary size for children with an early language delay. The game-based tool
should serve as research experiment and vocabulary learning.

Findings and Contributions

This article presents the need of adaptive game-based LE for children who
are slow learners. The architecture of the system was presented, as well as all
mechanisms of three main factors which could influence children vocabulary
learning, are described. The ontology of animals was presented for semantic
similarity counting and ranking. The artifact is developed. A shallow narrative
component was created to serve the purpose and structure of research experi-
ments that contain three phases of recognizing novel items, learning them, and
testing the gained knowledge. This experiment is based on taking into account
the semantic similarity of the words.

Author’s contributions

The author of this thesis is the main author of this paper. She presented a
review of AL systems for children with disabilities and the main descriptions of
the system process, which is concentrated on semantic similarity words. She pro-
posed a mechanism of filtering, learning, and testing. She wrote the main part of
the article. The second author was responsible for the development of the game-
based environment and also worked on the literature review. The third author
also worked on the description of mechanisms and architecture of the whole sys-
tem. The fourth author revised paper and structured it. The main author will
submit this article to the journal GSTF Journal on Computing (JoC).
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6.4 Summary of contributions

The results of the papers have contributed to three main aspects related to AL
(i.e., theoretical development of ILSS, academic advising, knowledge gaps de-
tection, and developing an adaptive vocabulary LG). The adaptation mechanism
and adaptation technique used in the papers are presented in Table 1. The main
results are summarized in Table 2.

In Table 2, the positioning of obtained results to each research questions is
presented. Decision support system for LMS and automated AA present the an-
swer to Research Question 3 of how to recommend a learning path for the learner,
based on individual particular skills and preferences. The decision support sys-
tem recommends a list of courses to obtain the desired specialization, based on
the learneras background. The AA process uses robust clustering to find similar
learning paths and recommend them to learners. Adaptive systems as enablers of
feedback present the answer for Research Question 1 of how to make LEs adap-
tive and what kind of methods, techniques, and approaches could be used for
that; and presents the answer for Research Question 2 of what kind of feedback
to use while creating AL systems with high levels of adaptivity. For a higher level
of adaptivity, the system should have feedback in the form of recommendations,
progress tracking, and reports, with updated information according to usersa ac-
tions and diagnoses of users’ mistakes. ILSS also presents the answer to Research
Question 1. Adaptive vocabulary LE presents the answer to Research Question 5
with the creation of a tool for adaptive recommendation of appropriate learning
material for slow learners, according to their difficulties in the learning process.
In this case, the similarity of words has been taken into account. Smart edu-
cational processes, based on the personal learning capabilities model, answers
Research Question 4 of how to detect learning gaps and take them into account.
Learning gaps could be taken into account by analysis of learnersa mistakes and
finding connected topics which may cause the difficulties.

The most essential findings related to the research are as follows:

— The model, which shows the relationship between adaptive system features
and feedback types.

— The model of RS, which proposes further professional education based on
the learner’s current skills.

— The model of anAL system for slow learners, which takes into account mul-
ticriterial factors. The filtration method based on Semantic similarities was
further developed.

— The model of an innovative learning ecosystem based on Semantic annota-
tion with supporting modules.

— The model of automated academic advising process based on courses that
were taken by other similar students.

— The model which allows to detect insufficient level of knowledge of partic-
ular topic.
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TABLE 1 Summary of the results of included articles

LE or LMS

Adaptation mechanism

Adaptation
technique

[PI] LMS

Providing recommendations
based on known user data,
personal preferences, and
prediction of future
specialization according to
learners” knowledge
background

SW technology

[PII] Game-based
LEs

Review of technologies,
features, and levels of
adaptation

Feedback types, used
in AL systems

[PIII], [PVII]
Game-based LE

Concept similarity detection,
which could influence on
learning speed; personalization
of complexity tasks

Review of different
methods for visual,
phonetic, semantic
similarities, and
measuring;
manipulating
coefficients for PL

Modules, which take into

[PIV] Ecosystem of account learners’ skills, SW technol.ogy
(Semantic
ILSS preferences, labor market .
changes annotation)
Recommendation of learning
[PV] University path, based on evidence from LA (robust
(higher education) the actual study paths of other clustering)
similar students
Knowledge gap detection by Knowledge
[PV] Learning tool analyzing learners” mistakes Engineering (SW
& and finding relations between technology) and

learning tasks (topics)

Watson Technologies




TABLE 2 Positioning of obtained results to each research questions
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Obtained Results Description Article no: Resea'r ch
question
Models of course
a) Decision support | recommendations, based [P1] RQ3
for LMS on knowledge background
and preferences
Overview of recent
English language learning
b) Adaptive systems game-based
as enablers of environments, discussed [PII] RQ2, RQ1
feedback types of feedback in
different adaptive system
levels
Model of AL environment
for late talkers, which
c) Adaptive consider word similarity [P11I], ROS
vocabulary LE and changes the level of [PVII]
complexity according to
learners’ skills
d) Intelligent Ecosystem of ILSS, which
Learning Support takes into account [PIV] RQ1
System learners’ skills
Supporting students with
e) Automated guidance (s.tudy p'a.t h
. . recommendation) utilizing [PV] RQ3
academic advising
prototype-based
clustering
f) Smart educational Model of the system,
process based on which takes knowledge [PVI] RQ4
personal learning .
capabilities gaps into account




7 CONCLUSION

This dissertation work presents research in the field of personalized and adaptive
learning, utilizing technologies of intellectual data analysis and standards of the
W3C. This is a solution of the current research topic, according to the main re-
search goal. Research in the field of PL is in great request because of the growing
demand for this technology. AL is an approach that takes into account the indi-
vidual abilities and needs of the learner. With the active development of informa-
tion technologies, LEs are finding increasing application in the field of education,
which allow implementing the ideas of AL in practice. The use of adaptive tech-
nologies presupposes the integration of information and pedagogical technolo-
gies that provide interactivity between the subjects of education and the produc-
tivity of the student’s learning activity with the use of new information technolo-
gies that provide adaptability in the educational process. The studied material is
provided to the student at some point in time, taking into account his or her ac-
cumulated knowledge, academic performance, and experience. The adaptation
process is realized in learning, while an adaptive presentation of course materials
takes place.

It can be stated that AL is not just another approach to the formation of
the learning process, but it also provides higher learning outcomes that can be
measured quantitatively, as well as a personal trajectory of learning and student
involvement in the learning process.

Based on the conducted studies of the thesis, one can draw the following
conclusions:

— The challenges of LEs are revealed. One of the main problems is the lack of
individual approaches to teaching students. The methods and techniques
of developing the tools for the personalization of LEs are explored.

— According to the analysis of adaptive levels and feedback, which related
to these levels, it is possible for developers to construct the specific desired
adaptation level for learning system, including specific needed feedback for
this level.

— Alifelong learning ecosystem has been proposed that will take into account
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the knowledge and skills of learners so that a person can be in demand on
the labor market, and also to fill their knowledge gaps. This model is based
on semantic annotation. This ecosystem could be used for the creation of a
lifelong learning process with future career development.

An algorithm for recommending courses to obtain the desired specializa-
tion, based on the SW technologies, is proposed.

A method for automatically recommending a learning path for students
based on the similarity of teaching students as academic advising based on
the robust clustering method is proposed. This method helps to determine
the groups of actual profiles of students given their studies.

A method to adapt an LG for young children who are learning words is pro-
posed. This method takes into account the similarity of words in the factors
of semantics, visualization, and pronunciation. When changing these indi-
cators, the LG can adapt the process of learning words to each individual
child.

A training game for children has been developed that takes into account the
semantic distance of words to check whether semantics affects the percep-
tion of words during instruction for children.



8 LIMITATIONS AND FURTHER RESEARCH

The studies carried out within the framework of this dissertation have certain lim-
itations. This appears to be due to the fact that the ontological approach of KBs
creation is not used in many subject areas. For example, the ontology described
in article PI has a description of the students, disciplines and specializations, but
specializations are described only by sets of disciplines (courses), and not by a
set of competences (knowledge and skills) that student should possess after suc-
cessfully completing of the program. This problem is described in detail in article
PIV. It should be noted that the ontology implemented in articles PIII and PVII
have limitations in the subject area that describes animals which are classified ac-
cording to the biological principle. This clearly imposes certain limitations on the
use of this KB in the learning process, because it describes only one subject area.

In the future, an extension of subject areas descriptions with an ontologi-
cal approach is expected, which will greatly expand the possibilities for teaching
children. As an example, the KB will contain not only the description of animals,
but also other subject areas necessary for enriching the vocabulary of children.
Accordingly, the use of a multidisciplinary ontology will broaden the competen-
cies described in article PIV. Also, the question of keeping ontologies as recent
one should be studied properly, so the knowledge which ontologies present will
be up to date.

In paper PII, the relationship between the feedback types and areas of En-
glish learning is shown. The limitation of this work is that only 23 LGs designed
to teach English were analyzed in this study. Future work has been planned to
incorporate other AL games in different disciplines to analyze adaptation levels
and feedback types used in those areas.

It is also limitation connected with the fact that there is only models, not
full systems for automating the process of recommendations and determining
the academic level of knowledge and skills have been developed and used in
this work. Paper PIV explains why it will be better to use annotations based on
knowledge and skills for description of learners, courses, study programs, jobs,
etc. But it is not describing the development process of the whole system and the
is no explanations of how to keep ontologies, which will be used in the system,
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as an up to date knowledge. It means that adaptation is needed not only for the
learning process, but for the system as well.

Paper PIV explains why using annotations based on knowledge and skills
for a description of learners, courses, study programs, jobs, among other out-
comes, will improve understanding of this topic. However, Paper PIV does not
describe the entire development process, and it does not explain how to maintain
ontologies within the system. Adaptive measures must be used in both the learn-
ing process and the system itself to ensure accurate results are obtained. It is no
explanations of how to keep ontologies, which will be used in the system, as up-
to-date knowledge. It means that adaptation is needed not only for the learning
process but for the system as well.

In paper PI, PV and PVI, a model of recommending study path according to
learners’ preferences, capabilities, and learning process is provided. The descrip-
tion of architecture is made, and a description of the recommendation (advising)
process is also given while addressing future development of the recommenda-
tion and advising mechanism. It is intended to develop software tools that will
use approaches and models for adapting the learning process described in the
articles. To complete the full development cycle, the created applications will be
tested, and necessary corrections will be made after the testing process is com-
pleted.

The development of adaptive LG in papers PIII and PVII was limited to the
game, which only takes into account the semantic similarities between words for
future testing on children, to detect whether semantics influences their learning
speed and ability to recognize specific words among other similar words. This
testing should be used first with normal children to detect how they learn, and
then with slow learners for future comparison of children’s behavior. After that,
according to the results, other similarity factors could be added, changing their
weights according to the child’s results, to personalize the system for each child.
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YHTEENVETO (FINNISH SUMMARY)

Oppimisympdristdjen personoitu adaptaatio

Nykyisten oppimisympaéristjen ongelmana on se, ettd ne lahestyvét yleensa kaik-
kia oppilaita samalla tavalla tarjoamalla oppilaille samanlaisia tehtdvid, mate-
riaaleja ja suoritusaikaa. Oppilaat ovat kuitenkin yksiloitd, joiden taidot, kyky
omaksua tehtdvid ja tavoitteet vaihtelevat. Suosittelujarjestelmét ovat yleistyneet
oppimisjdrjestelmissd, mikd on yksi osa personoitua oppimista. Tamé&n on
mahdollistanut matemaattisten menetelmien, kuten koneoppimisen ja
tiedonlouhinnan, hyddyntdminen ja teknologisten standardien kdytto (W3C).
Matemaattisten menetelmien ja uuden ohjelmistoteknologian ansiosta voidaan
toteuttaa jdrjestelmd, joka maéadrittelee opiskelijan nykyisen taitotason, seuraa
oppimisprosessia ja suosittelee parempia oppimismateriaaleja. Palaute-,
ohjaamis- ja suosittelujarjestelmien analysointi tukee tdtd ajatusta.
Tutkimukseni havainnollistaa kuinka oppimisympéristdja voidaan kehittdad
mukautumaan  erilaisiin  kdyttdjiin, perustuen  heiddn tietoihinsa,
kayttaytymiseensd, ominaisuuksiinsa ja tavoitteisiinsa. Tédssd tyOssd esitellddn
ensin oppimisympariston malli, joka perustuu opiskelijan tietojen ja taitojen an-
notointiin. Tdm& malli havainnollistaa opiskelijan elinikdistd oppimisprosessia.
Sen jdlkeen tyossa keskitytddn personoitujen arviointi-, suosittelu- ja ohjaamisjar-
jestelmien kehittdmiseen. Lopuksi, tyossad kehitetddan mukautuva oppimispeli,
joka huomioi oppilaiden erilaisen kyvyn havaita sanoja.
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Abstract—This article focuses on proposed semantically enhanced
model of decision support system for learning management
system (LMS). The model is based on a survey of LMSs and
various plugins used in these to improve educational process.
Systems based on semantic technologies are capable of
integrating heterogeneous data, flexibly changing data schemas,
semantic search (using ontologies), and joint knowledge
development. The knowledge base that was developed for the
proposed system model is presented in an ontological form.
Ontology-based applications limit the "fragility" of the software
and increase the likelihood of its reuse. In addition, they
profitably redirect the efforts previously focused on software
development and maintenance of creation and modification of
knowledge structures. In the proposed knowledge base, we
developed the necessary rules for further recommendations of
specialization and courses for users. These recommendations are

based on users' data extracted from profiles and user
preferences.
Keywords-Learning Management System, Ontology,

Recommendation system, Semantic Technology, SWRL-rules

1. INTRODUCTION

During recent years the use of Learning Management
Systems (LMSs) has been increased [1]. LMS is a good
example of learning with information technology adoption with
the needed courses for studies. LMS meets the requirements of
society, while taking into account monetary and time costs.

It is possible to develop a set of intelligent tools for LMS
that take into account the use of hybrid platforms, semantic
integration of existing web-based applications and content
aggregation. These intelligent tools will include a variety of
advanced technologies that make the content more relevant to
learning environments, with respect to the user, and the
learning process more innovative.

Intelligent tools are used for solving difficult semi-
structured tasks such as grouping, focusing attention, and
combinatorial search [2]. They are characterized by their ability
to make autonomous decisions [3]. The main examples of
intelligent tools are expert systems, fuzzy set systems, artificial
neural networks, and genetic algorithms [4]. One of the expert
system is the recommendation system with decision support.
Recommendation systems (RSs) are programs that attempt to

predict which items (from a range of movies, music, books,
news, sites, courses, etc.) will be of interest to the user. They
make use of some information from the users’ profile.

In addition to e-commerce, RSs could be implemented also
in the educational domain [5], [6], [7], [8]. In modern RSs,
semantic technologies are often used. This trend is based on the
fact that the semantics assumes a standard syntax of data,
Resource Description Framework, which is a W3C
specification for standardizing a metadata model and language.
The framework uses resources as operating eclements and
properties as the interactions between them. Any resource can
be specified using universal resource identifier (URI), and the
predicate between the subject and object is standing as a
property, forming together a statement about interaction. [9]
There is a standard way to describe the properties of the data
(RDF-schema), which has largely accelerated the algorithm of
a RS. Researchers pay a lot of attention to the usage of
semantic technologies in construction of intelligent systems
because these technologies have great potential to reflect the
relationships between objects and concepts, and the description
is thus close to natural language.

People want to be specialists in a specific field. And the
option to become a specialist in a field motivates the need to
create the most suitable learning path for a future profession.

In this study, the focus is on developing an intelligent tool
for the design of a Learning Management System. The tool will
be based on a study of semantically enhanced decision support
while building a model of RS for LMS users. RS will function
as a study adviser indicating which courses are suited best for
the users while taking into account the users’ background and
preferences in future specializations. The system can suggests
the kinds of courses necessary to study in addition to courses
that the users have already completed.

This paper is structured as follows. Section 2 opens a
discussion about semantic web technologies and ontology-
driven systems. Section 3 presents general information about
LMSs and about the need to use RS within the system. Section
4 presents a literature review about semantic technologies
which can be used for developing LMSs. Section 5 explains
our work, providing specifications and requirements and
suggested architecture for LMS with a decision support tool, as
well as details of building ontology and rules for using in RS.



Section 6 concludes the paper by discussing future extensions
and improvements.

II.  SEMANTIC-WEB-ORIENTED TECHNOLOGIES

Semantic Web contains data which is defined and linked in
such a way that it can be used by computers not only for
display but also for automatic processing, integration and reuse
by different applications, as well as for extracting information
and getting new knowledge [10].

Semantic Web offers a new approach to managing
information and processes. The fundamental principle of this
approach is the creation and use of semantic metadata.
Metadata can exist on two levels. On the one hand, metadata
can describe a document, for example, a web-page or a part of
a document such as an item. On the other hand, it can describe
objects in documents, such as a person or company. The most
important feature of semantic metadata is that it can describe
the content of the document or objects in the document [11].

Using semantic approach, the system is able to understand
where the words are equivalent, which can increase the
efficiency of the reporting method. Instead of searching for a
linear list of results, the results can be grouped by a meaningful
criterion.

In addition, it is also possible to use semantics to integrate
information from all relevant documents, removing redundancy
and tabulation, if necessary. It is possible to draw conclusions
from the knowledge available for creating new knowledge.
Semantic Web allows improving the associated metadata with
e-learning materials as well as extension of the existing options
for e-learning states [12].

At the heart of all Semantic Web applications there are the
ontologies, which play an important role for various
applications in knowledge representation, processing, sharing
and reuse [13]. Ontology-based semantics are utilized mostly
for improving the analysis of information in unstructured
documents. Domain ontology plays a central role as a resource
to structure the learning content. Ontology was originally
defined, in 1993, by Gruber: "Ontology — is explicit and formal
specification of a conceptualization of a particular interest"
[14]. Ontology (in computer science) is an attempt to formalize
comprehensive and detailed knowledge of domain with the
help of a conceptual schema. Typically, such schema consists
of a data structure containing the relevant classes of objects and
their relationships and rules (theorems, limits) in the domain.
Ontologies play a prominent role in the processing of and
sharing in the knowledge-based web. Information exchange
can take place amongst people and applications.

Usability of ontology is enhanced by software tools that
provide a general domain-independent support for ontological
analysis. A number of ontological analysis tools support
editing, visualization, documentation, import and export of
ontologies in different formats, their presentation, association
and comparison. Protégé and its commercial analogue
TopBraid Composer are among the existing solutions today for
working with Semantic Web.

In modern LMSs, ontologies are useful because they
specify conceptualization of a specific domain in terms of
concepts, attributes and relationships.

III.  LEARNING MANAGEMENT SYSTEMS

Learning Management System allows improving one's level
of education and provides a range of training programs. LMS
helps in developing new opportunities in the learning domain.
Students can get quick feedback, and teaching methods can be
individual for each learner.

According to Ellis and Calvo [15], LMSs are programs
which are used for the storage, management and delivery of
education courses or training programs. A sturdy LMS might
perform automation and centralization of administration, use
self-guidance and self-services, gather and transfer learning
content quickly, fund training initiatives on a scalable web-
based platform, support standards and portability, personalize
content, and allow knowledge reuse [16]. Most of LMSs have
commercial software licenses, but there are also open-source
LMSs [17].

LMSs have the main following functions [18]:

e Content delivery and development;

e Class and user management;

e Formative and summative assessment;

e  Asynchronous and synchronous communication.

The organization and management of LMSs, its teaching
activities and content can be simplified with collaborative
intelligent-technology software modules. Development of such
modules is aimed to improve students' performance. Data from
the users’ profiles is employed and users’ actions are taken into
account.

There are many theories and practices proposed to improve
Web-based learning environments [19]. For example, content
management systems helping students and teachers to
implement instructional strategies; digital repositories that help
sharing and reusing educational resources; ontologies that help
to build students’ profiles for achieving a personalized learning
level.

Today, there is a vast range of LMS courses, providing the
user with a variety to choose from. However, in order to find
the courses that will meet the users’ needs concerning their
desired profession, users need to spend a lot of time going
through the entire courses’ descriptions. This will also help
them find out about the learning outcomes of each interesting
course. It is better to use a decision support system and filter
the rates in different conditions. This will save time for the
potential subscriber of LMS.

IV. SEMANTIC TECHNOLOGIES FOR LMSS

Semantic Web technology has brought a set of foundational
technology components, both at the conceptual level and at the
level of prototypes and software, among other assets, which
include ontology engineering methodologies, standardized
ontology languages, ontology-engineering tools, and other



infrastructure like APIs, repositories and scalable reasoners.
The availability of this technology makes the development of
adaptive systems or services in the paradigm of Semantic web
possible.

Earlier studies have proposed diverse systems for
developing LMSs based on semantic web technologies. The
most prominent of these systems are intelligent tutoring
systems [20], [21], e-LMSs [12], [22], [23], [24], multi agent
systems which capture users’ behaviors [25], personalized RSs
[26], [27], adaptive LMS [28], [29], and Ontology-based LMS
[307, [31], [32].

Artificial intelligence techniques with ontologies and
SWRL, for example, can be used by intelligent tutoring
systems to build a pedagogical model, which is accountable for
selection and organization of teaching strategies and tactics for
future communication with the students and for offering a
personalized teaching [20]. These systems can be used to create
practical course material in succession as a generalized model
for e-learners [33] and to make recommendations for students
using LMS. Also, such systems are reasonable for the
development of e-learning courses and for the use of them by
students. These systems could be based on XML-technologies
(XML-schema and XSLT) with Jess [21].

In the model of LMS, which uses semantic technologies,
learning activities and learning styles as teaching methods,
course syllabi are often included, as they are more flexible for
various training institutions. In this model, there are semantic
relations between concepts, and useful information for
searching and sequencing learning resources in LMS is
provided [12]. Learning processes, search of learning materials,
learner personality and learning approaches could be integrated
into a semantic e-learning framework with the help of
ontologies, semantic descriptions such as RDF/XML and
XQuery (XML Query Language) [24]. Here we are dealing
with new knowledge visualization and learning process
modeling for building intelligent personalized e-learning [22].

A multi-agent system captures the users’ behaviors and
stores them for further analysis and reasoning. The system
allows students to discuss any topics and assignments in an
interactive online environment that simulates communication
and transforms the collective knowledge in the generated
Semantic Web, which is accessible not only by students who
now take some courses but also by students who will take part
in these courses in future. The system analyzes the pages that
students have visited and keywords entered during the search
process [25].

For building recommendations, earlier studies have
provided requirements for formal e-learning scenarios. There is
a need to extend the adaptive functions of LMS with the help of
semantic web technologies for building RS. Santos and
Boticaria [27] provided the three main requirements for
developing semantic educational RS: recommendation model,
open standards-based service-oriented architecture and
graphical user interface for delivering recommendations.

Theoretical framework of adaptive LMS using semantic
web technologies focuses on extracting knowledge from users’
interactions, actions and behavior to transform and display it in

an ontological representation, on finding the learner style, and
on providing the work-flow according to learners’ styles [28].
The system is to be used for recommendation of personalized
work-flow for the learner [28]. Also, adaptive LMS may
concentrate on adaptive management and reuse of e-learning
resources. Approach that uses an evolution algorithm is
presented in [29].

A main function of ontology-based LMSs is the creation of
knowledge bases. Ontology technology can assist learners,
teachers and developers in organizing, personalizing and
reusing content [30]. Ontologies could benefit from improved
content creation, configuration, management support, and
reusability of experiment outcomes, enabling intelligent and
personalized student support [30], [31]. Ontologies could also
be used for describing courses and test questions based upon
Mixed Diagnostic Tests, which use fuzzy logic and allow
evaluation of the quality of mastery of the learning material
[32].

Based on our analysis, we can say that there are theoretical
models for making semantically enhanced LMS. There are also
many systems which provide teaching strategies and learning
materials and also systems for creating collective knowledge in
LMS. Implementation of such adaptive systems into LMSs is
extremely useful, because these systems can monitor and
analyze user behavior. It is also important not only to obtain
information about the course, person, materials, etc., but also to
recommend courses for further study, taking into account the
preferences of each involved user and knowledge about the
users’ background.

V. INTELLIGENT LMS DECISION ISSUES

A. Specifications for the designed LMS with a decision
support tool

We propose a theoretical model of LMS with decision
support. Taking into account the main requirements for
building LMSs, there are some other extra proposed
requirements for LMS with decision support tool. The system
should also:

e Provide storage and facilitate manipulation of
educational content, registration, authorization, and
administration;

e Allow extraction of users’ data for future analysis and
create students’ profiles according to extracted data;

e  Support editing and saving user data;
e  Support creation and editing of teachers’ profiles;

e Provide users with a possibility to choose the desired
specialization;

e Provide intelligent analysis of users’ data (background,
desired specialization, some user restrictions on desired
courses);

e  Store rules for future recommendations and for users'
decision support;

e  Store the rules in a flexible manner;



e Make recommendations to the users about their
personal potential specialization, according to their
background;

e Provide course recommendations for users, according
to their background, desired specialization and
restrictions on the courses.

Also, from the learner perspective, there is the need to
include reusable requirements:

1. The storage and information management are needed
for keeping the history of interactions between interested key
users. This enables us to use RDBMS (relational database
management system)-oriented systems during architecture
creation. The RDBMS-provider can be vendor-independent;
however, the relational nature is needed because of the former
constraints from the domain field with the inter-linked data
from learner, the history and learners' specializations.

2. The extraction of data and its analysis take us to the
point of module aggregation in a separate service with links to
LMS that are based on the principles of interoperability,
modularity and interchangeability.

3. The storing of the created rules and potential specific
extracted recommendations leads us to the point where the
fore-mentioned domain-level needs to be represented as a
knowledge base and a reasoner, in a form of separate modules
in the architecture.

4. User interaction with LMS and the definition of the
previous learner history (for example, the desired
specialization) are followed up by a user interface module
which is usually implemented by web application technologies
such as ASPX or PHP.

B.  Architecture of LMS services with decision support

Our web-service LMS is designed to be deployed on a
private Cloud platform. This platform was chosen because it
satisfies the requirements for availability, reliability and
flexibility. Such web-service works for users on a 24-hour daily
schedule. Virtual infrastructure will be deployed in the Cloud
platform, which should have the necessary sub-components for
the operations of LMS.

The regular life-cycle of the LMS requires a web server
such as the Apache HTTP-server. Executable LMS code-base
may be interpreted using PHP technology, which is
connectable to Apache as a pluggable module.

Visitors' access the LMS Web User Interface by using
HTTP-requests from supported browsers. Requests are
transferred through the HTTP-protocol to the web server. The
traditional model of the HTTP-protocol suggests that the
interaction between clients and the server is based on the
principle of independent transactions. The client sends a
request to the server (or calls a specific page); the server in turn
responds with a properly formatted response to the client (or
with details of that page). HTTP-transactions are considered
independent. This model does not force the server to store
users’ data in-between transactions; thus the performance does
not change. A further HTML-page will be generated and sent
to the visitor.

An RDBMS-database can be used for storing LMS-data.
For example, an open-source, highly documented Oracle
MySQL vendor-based solution might be chosen. The system
input data will be user information consisting, in particular, of
personal information that does not change over time: i.e. name,
sex, date of birth and place of birth. This functions as a
background, which includes the knowledge the user has
received during education and the user preferences for
specialization. Also MySQL can save registration data, data
about courses, learning outcomes for them, and information
about teachers, to mention a few.

The Apache Tomcat web server and Java Virtual Machine
will be used for the deployment of intelligent service. Apache
Tomcat allows running web applications; it contains a number
of programs to self-configure.

The data will be extracted from a MySQL database and sent
back to the intelligent services, which will put it in a
knowledge base that is represented as ontology. The obtained
data will be converted from JSON/XML (as a transfer format)
to RDFS and stored in the ontology for SWRL-rules
processing.

The reasoner has functions of an inference machine. It
allows making direct queries to the data domain ontologies
written in SPARQL.

The architecture of LMS with a decision support tool is
presented below in Fig. 1.

service

|r Apache TomCat |

e Java [

P I sence Machine |
nowledge |

base I———T———J————————l

- Reasoner

Intellectual service

Figure 1. Architecture of LMS with a decision support tool

The designed web application is multi-component and
includes:

e Administrative web interface, which acts as the
management of LMS;

e  Web-based user interface that provides user access to
the LMS;

e MySQL database: the developed database stores low-
level information: for example, information about
courses, teachers, visitors, user authorization keys,
users’ background, learning outcomes, etc.;



e Knowledge base, represented ontologically. Access to
the knowledge base will be by intelligent applications
and machine of inference;

e Pellet reasoner. The knowledge base contains
knowledge about the data domain, which includes
information about the users of LMS, their background,
their purpose, courses, teachers, etc.

The knowledge base will provide the ability to store data
about users and process them with SWRL-established rules,
which provide the means to display new facts of existing
knowledge for further course recommendations for users.
SWRL-rules include the data about users’ background and their
preferences and courses. With the help of these specific rules,
the system can take into account users' background and
preferences and offer new courses for training and future
specialization.

The information about the recommendations on specific
courses for the user will be extracted from the knowledge base
with the help of SPARQL-queries, and it will be associated
with the user’s account that is persisted in the database. Then
the user enters recommendations about the courses which
might take into account his or her background and preferences.

C. Universal system of authentification

OAuth is a universal system of authentication. It is very
useful in LMSs, because users do not need to spend time on
registration and filling in some basic information about them.
The schema using extraction data from social network profiles
for the LMS user authentication/authorization is presented on
Fig. 2.

The user visits the LMS website, fills in the login form and
confirms the completion of the required fields. The application,
which provides authentication/authorization of users in the
LMS via the OAuth protocol, requests a token from Facebook.
After a successful authentication, in response to an OAuth
protocol request, the LMS application sends the requested
token and a secret token. Then the application redirects the user
to a page to confirm an agreement for providing access to the
personal data.

Once the user has agreed to the use of personal data from
the account in the social network account, Facebook sends a
token and a secret token to the LMS. The tokens will be saved
in the database and used in the future for each user request. The
tokens are unique for each user. The user data obtained is
converted from the JSON / XML format to RDFS and stored in
the ontology for further use.

D. Ontology design

Protégé Ontology Editor was used to develop the ontology
for LMS [34]. In this study, the ontology is provided for storing
information about users, teachers, courses, specializations, and
universities, among other things. Also, an ontology is needed
for SWRL-rules formulation to further classify users into
groups by their background. The ontology can be found at:
http://nomad.dyndns.ws/magavriu/EMS.owl. The diagram of
the ontology developed is presented below in Fig. 3.

Server side Client side
| verification of data
t access
Facebook HIFR Web-browser
|
request/ ‘
request/ personal data
token transfer |
transfer
\ authorization
‘ in LMS
— | oAuth-|— | #1 ———-ﬁﬂ(
JSONIXML
data format

\
\
\
LMS |
\
\
\

Figure 2. The schema of the authentication/authorization for LMS users
using data extraction from their social network profile
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Figure 3. Diagram of the ontology for LMS

There is a need to distribute users into groups, depending
on what data about the visitors of LMS is known. For
classification of people into groups and for building links
between these groups and their course groups, it is necessary to
generate new knowledge in the ontology developed.

For the formulation of new knowledge in ontologies, we
used SWRL (Semantic Web Rule Language) and Jena
technologies. SWRL is a technology that helps to describe the
mechanism for manipulating abstract objects in the domain
area. The main advantage of SWRL is that it allows deriving
new facts from existing approvals. SWRL-rules can be
described using languages such as CLIPS or Prolog, which
increases the efficiency of the description and processing [35].

SWRL was created by combining OWL DL, OWL Lite
(axioms, facts) and Rule ML (rules), i.e. SWRL combines
descriptive logic and production of external logic.

This technology is necessary for the following reasons:



e SWRL rules do not contain specific objects; they only
refer to them. This makes it possible to apply the same
rule to a number of groups of objects;

e SWRL Terms can be added to the OWL-description,
i.e. included in the ontology;

e  The process of writing and reading the rules is easier if
we use a special language that is close to a human-
language group.

SWRL-rules are needed to define possible future
recommendations for the students. In line with this point, the
concept of specialization will contain a set of courses for which
recommendation can be used. The system will produce such
recommendation based on the user input, i.e. “to be a software
manager you need to take these courses”. The ontology in
question contains specialization details and holds knowledge
about the domain (set of courses for the specialization).

Then the user describes or specifies which set of courses he
or she has already obtained or whether the recommendation did
not suit the user needs. Finally, using the newly-specified user
input, the system recommends updated courses for further
study. The recommendation is an entity generated by the
Learning Management System - Intellectual Service.

An example of a SWRL-rule in the developed ontology is:
“if student has course background “Database and Knowledge
Management”, “Software testing and QA engineering””, then
the future specialization of this student might be “Software
Tester”. The code is presented below.

Student(?s), hasCourseBackground

(?s, DatabaseAndKnowledgeManagement),
hasCourseBackground
(?s,SoftwareTestingAndQAengineering) -> Student(?s),
hasFutureSpecialization(?s, SoftwareTester).

An example of a SPARQL-query to the ontology is
presented below in Fig. 4. This SPARQL-query selects all
courses that the student is required to study and incorporates to
become a “Manual Tester”. Query string:

SELECT DISTINCT ?cb WHERE
{?cb rdf:type :SoftwareTester.
:ManualTester :hasCourse ?c }.

Query E E Rezults

SELECT DISTINCT %

WHERE { ‘ Databasetndknowledgetanagement
?ch rdf:type :SoftwareTester . ‘ FLERglizh
:ManualTester :hasCourse 7¢ & Higherhathematics

i ‘ ProgrammingFundamentals Andlangusge:

0 SoftweareTestingAndiAenginesting
& IntroductionTolnformationTechnologies

Execute Query

Figure 4. SPARQL-query provided to the ontology

E. Reasoning and decision support in intelligent LMS

The designed prototype of LMS provides the user with an
ability to learn courses with the help of user-personalized input.
In addition, it provides course recommendations.

The distinctive features of the LMS consist of:

1. Providing recommendations based on the known user
data.

2. Providing recommendations
preferences of LMS users.

based on personal

3. Providing recommendation about future specialization
for the users, according to their background knowledge.

4. Providing authorization via a Facebook account.

The target user audience of the system might consist of
people who come from a wide variety of age groups and are
interested in learning.

The schema of the LMS working process is presented in
Fig. 5.
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Figure 5. Schema of the LMS working process

In order to log in to the web service, the visitor is asked for
a permission to grant access to personal information that is
stored in Facebook. Once the user allows access to personal
data, he or she is able to view the course's history and get
recommendations. This kind of authorization is possible with
the help of OAuth technology.

If the user does not have a Facebook account, then he/she
can register directly through the user interface of the web
service. After login, the user can fill and edit the personal
profile. This data will be saved in the knowledge base and in a
database for future use. Users have to choose from a suggested
list the kinds of courses they have already taken and the kind of
specialization or specializations they are interested in.

SWRL-rules created in the knowledge base will add
properties like “has future specialization” in users’ profiles,
according to users’ course background. The application, which



executes two SPARQL requests, may be developed with the
help of a Java-based stack of technologies. One request extracts
a list of the required courses from the ontology for further
creation of specialization. Another request extracts the student
background list from the ontology. After that, the application
matches the two extracted lists and shows the courses which
the user is required to know to get the desired specialization.
As aresult, users might get a list of suggested courses.

CONCLUSIONS

In this paper, we carried out a literature review about
intelligent tools based on semantic technology and about
applying these tools in LMS. Based on this research, a model
of RS was suggested for LMS to improve the learning process.

An ontology to serve as a knowledge base of LMS users,
teachers, courses and specializations was developed. Further
recommended specialties for users were formed by SWRL-
formulated rules, which allow extraction of new facts from
existing knowledge. The Protégé visual environment for OWL
development was selected for the implementation of the
ontology for the defined subject area, where creation and
editing files in RDF, RDFS, OWL, and SWRL-formats and
supporting of SPARQL-queries with user-friendly user
graphical interface becomes possible. The suggested
environment was optimized in accordance with the standards of
the World Wide Web Consortium (W3C). The environment is
very flexible, and it provides a possibility to quickly modify
data and SWRL-rules in the ontology.

The method of extracting personal data from the users’
social network profiles with the help of API-functions and the
OAuth-protocol was applied. As an example of a social
network, we chose Facebook, due to its high social rating by its
user adoption factor, its highest leading number of user
accounts among other social networks, personal preference,
and availability of a documented API that can be used to gain
access to users’ data.

The architecture of LMS with a decision support tool was
created. The method developed takes into account the interests
of users while they select their desired specialization and
provide some input in choosing courses. It demonstrates an
advanced capability of LMSs: implementation of the decision
support method for users. The method was also designed for
user convenience. It supports users while they choose the most
suitable courses as well as increases the popularity of LMSs. In
the field of education, the designed model allows making
recommendations based on user data extracted from profiles
and users' preferences.

The proposed architecture and the model are intended for a
development phase to prototype the intelligent tool, where the
user’s course information is to be entered in a unified input
style, and for integration of the proposed intelligent tool into
the LMS, for example, Moodle. After that, a number of users
will evaluate it: whereas interviews can help to qualitatively
assess the outcomes, a survey can help to quantitatively
estimate the results to find out if the system architecture was
designed suitably, according to user needs.

By continuing the development of this work we can
consider and complete the ontology that emerged from a
training reason to demonstrate the purpose and opportunity of
the technologies involved. It is necessary that many LMSs in
future use the same structure of ontology and the same course
annotations and user backgrounds to make this system work
more efficiently. Later, the system can be compared and
evaluated, taking into account not just the studied courses but
also the knowledge obtained as an output after the learning
courses. Moreover, courses with the same name might have
different learning outcomes (for example, one programming
course concentrated on Java and another one on Python).

Semantically enhanced decision support can also be used in
future for building a career planning or tutoring system for
students.

REFERENCES

[1] Naveh, Gali, Dorit Tubin, and Nava Pliskin. "Student LMS use and
satisfaction ~ in  academic  institutions:  The  organizational
perspective." The Internet and Higher Education 13.3 (2010): 127-133

[2] Meystel, Alexander M., and James Sacra Albus. Intelligent systems:
architecture, design, and control. John Wiley & Sons, Inc., 2000.

[3] Schmalzel, John, et al. "An architecture for intelligent systems based on
smart sensors." Instrumentation and Measurement, IEEE Transactions
on 54.4 (2005): 1612-1616.

[4] Juuso, Esko K. "Integration of intelligent systems in development of
smart adaptive systems." International Journal of Approximate
Reasoning 35.3 (2004): 307-337.

[5] Santos, O.C.; Boticario, J.G. Educational Recommender Systems and
Techniques: Practices and Challenges; IGI Publisher: Hershey, PA,
USA; 2011, in press.

[6] Kla$nja-Milicevi¢, Aleksandra, et al. "E-Learning personalization based
on hybrid recommendation  strategy and learning  style
identification." Computers & Education 56.3 (2011): 885-899.

[7] Zaiane, Osmar R. "Building a recommender agent for e-learning
systems."Computers in Education, 2002. Proceedings. International
Conference on. IEEE, 2002.

[8] Bobadilla, J. E. S. U. S., Francisco Serradilla, and Antonio Hernando.
"Collaborative filtering adapted to recommender systems of e-
learning."Knowledge-Based Systems 22.4 (2009): 261-265.

[9] Gutierrez Gallardo, Claudio Domingo, Carlos Hurtado Larrain, and
Alberto Mendelzon. "Formal aspects of querying RDF databases."
(2014).

[10] Hitzler, Pascal, Markus Krotzsch, and Sebastian Rudolph. Foundations
of semantic web technologies. CRC Press, 2011.

[11] Davies, John, Rudi Studer, and Paul Warren, eds. Semantic Web
technologies: trends and research in ontology-based systems. John Wiley
& Sons, 2006.

[12] Rashid, Sharmin, Ridgewan Khan, and Faysal Ahmed. "A Proposed
Model of E-Learning Management System Using Semantic Web
Technology." (2013).

[13] Pahl, Claus, and Edmond Holohan. "Applications of semantic web
technology to support learning content development." Interdisciplinary
Journal of E-Learning and Learning Objects 5 (2009).

[14] Gruber, Thomas R. "Toward principles for the design of ontologies used
for knowledge sharing?." International journal of human-computer
studies 43.5 (1995): 907-928.

[15] Ellis, R., Calvo, R. A. (2007). Minimum indicators to quality assure
blended learning supported by learning management systems, Journal of
Educational Technology and Society.

[16] Ellis R. K. (2009). Field guide to learning management systems
//Alexandria, VA: ASTD Learning Circuits.



[17]

(18]

[19]

[20]

(21]

[22]

(23]

[24]

[25]

Aydin, C. C., & Tirkes, G. (2010, April). Open source learning
management systems in e-learning and Moodle. In Education
Engineering (EDUCON), 2010 IEEE (pp. 593-600). IEEE.

Coates, Hamish, Richard James, and Gabrielle Baldwin. "A critical
examination of the effects of learning management systems on
university  teaching and  learning." Tertiary = education  and
management 11 (2005): 19-36.

Harper, B., Agostinho, S., Bennett, S., Lukasiak, J., & Lockyer, L.
(2005, July). Constructing high quality learning environments using
learning designs and learning objects. In Advanced Learning
Technologies, 2005. ICALT 2005. Fifth IEEE International Conference
on (pp. 266-270). IEEE.

Da Silva, C. B. (2012, June). Pedagogical Model Based on Semantic
Web Rule Language. In Computational Science and Its Applications
(ICCSA), 2012 12th International Conference on (pp. 125-129). IEEE.

Simié, Goran, Dragan Gadevié, and Vladan Devedzi¢. "Semantic web
and intelligent learning management systems." Workshop on
Applications of Semantic Web Technologies for e-Learning. 2004.

Dochev, Danail, and Gennady Agre. "Towards Semantic Web Enhanced
Learning." KMIS. 2009.

Kohlhase, Andrea, and Michael Kohlhase. "Semantic knowledge
management for education." Proceedings of the IEEE 96.6 (2008): 970-
989.

Huang, Weihong, et al. "An intelligent semantic e-learning framework
using context-aware Semantic Web technologies." British Journal of
Educational Technology 37.3 (2006): 351-373.

Beydoun, Ghassan. "Formal concept analysis for an e-learning semantic
web."Expert Systems with Applications 36.8 (2009): 10952-10961

[26]

[27]

(28]

[29]

[30]

[31]

[32]

[33]

[34]

[33]

Gladun, Anatoly, et al. "An application of intelligent techniques and
semantic web technologies in e-learning environments." Expert Systems
with Applications36.2 (2009): 1922-1931

Santos, Olga C., and Jesus G. Boticario. "Requirements for semantic
educational ~ recommender  systems in  formal  e-learning
scenarios." Algorithms4.2 (2011): 131-154.

Begam, M. Farida, and Gopinath Ganapathy. "Adaptive Learning
Management System.” International Journal on Soft Computing (IJSC)
Vol.4,No.1, 2013

Sivaraman, K. "Effective Web Based E-Learning." Middle-East Journal
of Scientific Research 19.8 (2014): 1024-1027.

Pahl, Claus, and Edmond Holohan. "Applications of semantic web
technology to support learning content development." Interdisciplinary
Journal of E-Learning and Learning Objects 5 (2009).

Dhuria, Shabina, and Sonal Chawla. "Ontologies for Personalized E-
Learning in the Semantic Web."

Yankovskaya, Anna E., et al. "Using Semantic Web technologies to
create a learning management system based upon Mixed Diagnostic
Tests."(2014)

Chi, Y. L. (2009). Ontology-based curriculum content sequencing
system with semantic rules. Expert Systems with Applications, 36(4),
7838-7847.

The Protégé Ontology
http://protege.stanford.edu/.

W3C. SWRL: A Semantic Web Rule Language Combining OWL and
RuleML [Online] Available: http://www.w3.org/Submission/SWRL/.

Editor [Online] Available:



PII

ADAPTIVE SYSTEMS AS ENABLERS OF FEEDBACK IN
ENGLISH LANGUAGE LEARNING GAME-BASED
ENVIRONMENTS

by

Mariia Gavriushenko, Laura Karilainen, Marja Kankaanranta 2015

2015 IEEE Frontiers in Education Conference (FIE), El Paso, Texas, USA

Reproduced with kind permission of IEEE.



PIII

ADAPTIVE VOCABULARY LEARNING ENVIRONMENT FOR
LATE TALKERS

by

Mariia Gavriushenko, Oleksiy Khriyenko, lida Porokuokka 2016

8th International Conference on Computer Supported Education (CSEDU 2016),
Rome, Italy

Reproduced with kind permission of ScitePress.



Adaptive Vocabulary Learning Environment for Late Talkers

Keywords:

Abstract:

Mariia Gavriushenko, Oleksiy Khriyenko and lida Porokuokka

Department of of Mathematical Information Technology, University of Jyvdskyld, Jyvdskyld, Finland

magavriu@student.jyu.fi, {oleksiy.khriyenko, iida.porokuokka }@jyu.fi

Adaptive, Self-Adaptive, Vocabulary Learning, Late Talkers, SLI, Game-based Learning.

The main aim of this research is to provide children who have an early language delay with an adaptive way
to train their vocabulary taking into account individuality of the learner. The suggested system is a mobile
game-based learning environment which provides simple tasks where the learner chooses a picture that
corresponds to a played back sound from multiple pictures presented on the screen. Our basic assumption is
that the more similar the concepts (in our case, words) are, the harder the recognition task is. The system
chooses the pictures to be presented on the screen by calculating the distances between the concepts in
different dimensions. The distances are considered to consist of semantic, visual and auditory similarities.
Each similarity factor can be measured with different methods. According to the user’s feedback, the
weights of the factors and similarity distance are adjusted to modify the level of difficulty in further
iterations. The system is designed to attempt to retrieve knowledge about the learners by recognition of
aspects that are difficult for them. Proposed solution could be considered as a self-adaptive system, which is
trying to recognize individual model of the learner and apply it for further facilitation of his/her learning

process. The use of the system will be demonstrated in future work.

1 INTRODUCTION

The focus of our work is in the area of facilitation
learning techniques for children with an early
language delay. In the literature, these children are
often called late talkers, a term also adopted in this
paper. Late talkers are a group of children who learn
to form sentences later and have smaller
vocabularies than their more typical peers who start
putting words together before turning two (Preston
et al., 2010). This early language delay has been
connected with a risk of later difficulties in language
learning such as dyslexia (Lyytinen et al., 2001;
Lyytinen, 2015; Lyytinen et al., 2005). A very recent
finding (Lyytinen, 2015) confirmed earlier
observation (Lyytinen et al., 2005) reveals that if
such an early language delay comprises receptive
language, i.e. comprehension of spoken language
during early years, such children will face serious
difficulties in becoming fully literate. Authors
documented (Lyytinen et al., 2005) the fact which
has been more recently noted also by Nematzadeh et
al. (2011), that many late talkers catch up with their
peers, but some continue with slower learning pace
and are later considered to have a Specific Language

Impairment (SLI) (Thal et al., 1997; Desmarais et
al., 2008).

Every child is different and learns with different
paces and strategies. Information technology has
long been seen as a cost-efficient solution for
meeting the students’ individual needs in learning
(Murray and Pérez, 2015). Learning with mobile
devices (M-learning) has been recognized to
motivate the children to learn as well as to attract
their attention while solving problems (Skiada et al.,
2014). M-learning can provide a stress-free
environment combining ubiquitous learning with
individualisation so that the learner gets to proceed
in their own pace. As well as games are designed to
generate a positive effect in players and are most
successful and engaging when they facilitate the
flow experience (Kiili, 2005). Flow is considered to
be a state of mind where a person forgets his
surroundings and track of time while occupying
themselves with tasks that are neither too easy
(which would lead to boredom), nor too difficult,
(which would lead to anxiousness)
(Csikszentmihalyi, 1990). In order to facilitate a
flow experience meaning to provide sufficient
challenge, a learning game should take into account
learner’s individual needs.



The key to prevent the late talking children from
continuing with slow learning pace is to intervene
with their vocabulary learning as early as possible.
Broadening  the  vocabulary  creates new
opportunities to form sentences. As young children
are the target group of our study, we faced a
challenge of providing them with a simple and
motivating way to learn.

In this research, we decided to elaborate an
adaptive mobile application with gamified elements
such as rewards and animations with actions which
are attractive for children. The application is
developed for touchscreens that are 7 inches or
larger to prevent the effect of motoric skills. The
simple functionality on the surface confirms that the
system is not too complicated even for very young
children.

This paper consists of 4 sections. Section 2
discusses the related work and Section 3
concentrates on late talkers and on how they could
benefit from adaptive learning technologies. In
Section 4, we describe the proposed system’s
architecture. In Section 5, conclusions are drawn.
Section 6 presents future work and plans for
evaluation.

2 RELATED WORK

Many have recognized the importance and the
benefits of developing digital systems for young
children. It is possible to find lots of game-based
learning solutions for preschool children with
categories “Preschool games”, “Language Arts from
Phonics through Reading”, “Word Games”, “Animal
Games”, “Phonetics”, etc. Unfortunately, they are
not made keeping in mind those who have
difficulties in learning. Research and development of
ICT-supported learning for children with disabilities
has not received as much attention and it is also
difficult to access research findings in this field
(Istenic, Starcic and Bagon, 2014). However, some
contributions have been made and in the next
paragraphs we discuss few of them.

PAL system proposed by Newell, Booth and
Beattie (1991) was created for the children with poor
motor control; the key-saving aspects speeded up
text creation and it was found very useful for
children with spelling problems. Also, it was
observed that children who were on the verge of
being classified as non-readers, showed a significant
improvement in their work.

Skiada et al. (2014) suggested a mobile
application named “EasyLexia” which is built taking

into account the needs of dyslexic children as well as
the usability. EasyLexia included tasks that train
reading  skills, memory, concentration and
mathematical logic providing both auditory and
visual stimuli. The results of Skiada et al. showed
that children preferred doing the exercises with
mobile application over the pen and paper version.
Concentrating on the touch screen kept the
children’s focus better, which emphasizes the use of
M-learning as a significant method in today’s
learning. A fun mobile learning application
developed for children with dyslexia certificates the
potential of mobile learning application in such
environments (Saleh and Alias, 2012). In addition,
“Dyseggia” a game application with word
exercises for children with dyslexia suggested in
(Rello et al., 2012) showed positive results of the
technology use in today’s learning methods.

Singleton and Simmons (2001) proposed the
multisensory drill-and-practice computer program
Wordshark, which is designed to improve children's
spelling and word recognition skills. Wordshark is
presented in a game-format, and it is used to practice
words, learn new words, find out whether children
can read and spell particular words. As a reward for
good work from these tasks, Wordshark enables
earning teaching points. This utility does not have
components for assessment or diagnosis and does
not automatically adjust the task to the individual
learner, but motivates and is a useful reinforcement
resource for pupils with dyslexia and also for others
with special educational needs.

Possibly the most extensive empirical
documentation concerning the efficiency of game
based training of the reading skill is coming from the
research based on the Graphogame (see
graphogame.info). Its effects on the reading skill
among children with dyslexia and also among
typical learners with insufficient reading instruction
in developing countries have been documented in
detail in tens of studies listed in the mentioned
pages.

While M-learning, as well as game-based
learning have proven their benefits in helping
children with learning difficulties, there is still not
much done, especially in the area of adaptive
learning, for the target group of late talkers in
vocabulary learning.

3 LATE TALKERS

The child's vocabulary in preschool age is dependent
on the social conditions of education. Children who



start school with greater literacy skills and
background knowledge have a persisting advantage
over those children who do not have these skills
(Snow et al., 1998).

The connection between an early language delay
and later difficulties in language learning has been
studied extensively. Preston et al. (2010) mention
that longitudinal studies (Scarborough and Dobrich,
1990; Paul et al., 1997; Stothard et al., 1998;
Rescorla, 2002, 2005, 2009) have shown that the
delay predicts later difficulties in, e.g. reading.
Longitudinal study of dyslexia in (Lyytinen et al.,
2001) recognized that late talkers with a familial risk
for dyslexia are more likely to have such problems
than typical children with the same familial risk.

3.1 How Late Talkers Learn

Many studies have noted that late talkers are using
different strategies in learning. One of these
differences is that some of these children have
difficulties in their general cognitive abilities such as
attention, categorization and memory  skills
(Nemanzadeh et al. 2011). Another is related to the
connectedness of their semantic network structures
which is intuitively connected with the ability of
forming sentences. Beckage et al. (2010) and
Nemanzadeh et al. (2011) noted that the semantic
network structures of late talkers are less connective
compared to their age peers. Beckage et al. (2010)
retrieved the vocabularies from questionnaires filled
by the children’s parents and formed the connections
between using co-occurrence in a corpus of child
directed speech. They also noted that there was more
variance in late talkers’ network structures than the
typical talkers’. Nemantzadeh et al. (2011) studied
the matter by teaching novel words to the children,
and then connected learned words by the similarity
of their meanings — the late talkers learned fewer
words and those that were semantically rather
further than closer.

The results allow us to conclude that these
children require more personalisation during their
learning process. The personalisation should allow
them to learn with their own pace and keep their
attention. In addition, it can support them in forming
the associative connections in their vocabulary in
order to create better understanding of
categorisation.

3.2 Adaptive Learning Systems for
Children with Learning Difficulties

It is known that learning is improved when the
instructions are given to the learner in a personalised
manner (Murray and Pérez, 2015). This knowledge
and background theories of education have been a
decades lasting trend in creating technologically
enhanced learning environments that adapt, one way
or another, to the learners needs. In the literature,
these learning environments are often referred as
“adaptive” or “intelligent” tutoring or learning
systems.

According to (Gifford, 2013), adaptive learning
is a methodology that is centred on “creating a
learning experience that is unique” for every
individual learner through the intervention of
computer software. Adaptive learning systems allow
organising content, identifying the way to learn
according to learner's knowledge and use assessment
result to provide personalised feedback for each
learner (Sonwalkar, 2005).

Adaptive learning systems have a lot of features
and functions (Venable, 2011) that are combined to
provide relevant content, support and to guide the
user through the adaptive learning courses or
modules: pre-test, pacing and control, feedback and
assessment, progress tracking and  reports,
motivation and reward.

These systems can be either simple or algorithm-
based (Oxman et al, 2014). Simpler adaptive
learning systems are rule-based, created using a
series of if-then statements. Algorithm-based
systems take advantage of advanced mathematical
formulas and machine learning concepts to adapt
with greater specificity to individual learners. Earlier
research by (Brusilovsky and Peylo, 2003) divides
these systems into Adaptive Hypermedia Systems
and Intelligent Tutoring Systems. By these
technologies we mean different ways to add adaptive
or intelligent functions into learning systems.
Adaptive Hypermedia Systems include adaptive
presentation and adaptive navigation support, and
also adaptive information filtering, which includes
collaborative filtering and content-based filtering.
Intelligent Tutoring Systems include curriculum
sequencing, intelligent solution analysis and
problem solving support and intelligent collaborative
learning, which includes adaptive group formation
and adaptive collaboration support.

Finding an optimal way to present the concepts
to the children during their first years of life might
benefit in diminishing their risk to develop
difficulties in language learning in the future. That is



why we should have adaptive content presentation in
learning system for late talkers. To make it available
we should use the adaptive presentation technology,
which aims to adapt the content of a hypermedia
page to the user's goals, knowledge and other
information stored in the user model. In a system
with adaptive presentation, the pages are not static,
but adaptively generated or assembled from pieces
for each user (Brusilovsky, 1999). Respectively, in
our system, the content shown to the children should
not be predefined, but should have the ability to
adapt according to user’s feedback.

We assume that it is harder to recognize some
particular concept among several other similar ones.
Every child can perceive images and sounds
corresponding to these images differently. For one
child, it is difficult to distinguish between words,
which sound similar. For another child, it could be
difficult to distinguish between words that have a
similar pattern, whether they could have a similar
shape or similar colour. Another child may have
difficulty with differentiating words, which are
semantically close to each other.

With proposed solution we develop an adaptive
learning system for late talkers, which will take into
account personal qualities of learners’ in their
perception of a concept. The system will learn and
build a personal model of a learner based on his/her
answers while changing the complexity of concept
representation, and will apply this model for further
facilitation of learning process. Therefore, the
system could speed up the vocabulary learning
process individually for each user.

4 SYSTEM DESCRIPTION

As a basis for the learning system improvement, we
have chosen  “Graphogame” learning tool
(Richardson and Lyytinen, 2014), which is a
learning environment that teaches children reading
by playing back a sound of a letter and asking the
learner to choose the correct letter from multiple
choices presented on a screen, adapting the given
choices according to similarities between the letters
and user’s feedback. We are going to utilise the
functionality of “Graphogame” tool replacing the
letters with images of words. We are not going to
use predefined sets of images or populate a set with
random images because such strategy lacks an
individual approach and does not take personal
specifics of a learner into account. Therefore, the
functionality of our approach should be able to take
into account differences between visual and auditory

stimuli and personalise further picture selection
based on intelligent analysis of user’s answers.

4.1 Concept Similarity

We make an assumption that concept learning and
recognition depends on individual perception of
several parameters such as sound and visual
representations as well as their semantics. Our
approach is based on manipulation with complexity
level of concept recognition caused by these factors.
Taking into account users’ feedbacks (correctness of
answers), system will automatically increase or
decrease the level of complexity, adapting it to the
individual learning abilities of the users, and in such
a way will facilitate learning process.

We highlighted three main factors that influence
the complexity. These factors are: visual similarity,
similarity of sound-based phonetic representations
and semantic similarity of the concepts. Assuming
that sets of more similar concepts bring more
difficulties for their recognition (distinction), we
automate the process of image selection using
multidimensional concept similarity metric, defined

ConceptSim (c;, cj) = F(Simy, Simp, Simg) (N

as an aggregation of similarity values of mentioned
three factors. Now, we are able to personalize our
learning tool via changing the delta (A) of concept
similarity as well as “fiddling” with different levels
of influence of the three factors on aggregated
similarity.

4.1.1 Visual Similarity

Measuring the distance between two images is a
central problem in image recognition and computer
vision and many definitions for the metric have been
suggested (Wang et al., 2005). Considering visual
similarity, image features such as shape of presented
object, colour distribution, brightness, contrast, etc.
are usually acknowledged. The most commonly used
image metric is Euclidean distance due to its
advantage of simplicity. Euclidean distance is
computed by summing the squares of differences
between each pixel in images (Wang et al., 2005).
However, in pattern recognition, it performs poorly
compared to e.g. Tangent distance (Simard et al.,
1993) which succeeds well in tasks such as
recognizing handwritten digits (Wang et al., 2005).
On shape matching tasks, e.g. Latecki and
Lakdmper’s, (2000) approach gives intuitive results
basing the metric on correspondence between



object’s visual parts. Image Euclidean Distance
Measure (IMED) metric (Wang et al., 2005) is based
on Euclidean distance. IMED adds the spatial
relationships of pictures into consideration and
outperformed traditional Euclidean distance in face
recognition tasks in evaluations performed by the
authors.

Besides shape, colour is a very dominant visual
feature. According to (Deng et al., 2001), distance
between colours in two pictures can be measured by
comparing their colour histograms, which represent
the colour distribution in an image. However, colour
histograms do not consider spatial knowledge and
have high cost in retrieval and search. Authors
proposed a “dominant colour descriptor” which
consists of the representative colours in a region and
their distribution. A similarity measure for the
descriptor and an efficient colour indexing scheme
for image retrieval were also suggested. The method
performed  fast and  efficiently in  the
experimentations. However, the descriptor did not
take into account the spatial relationships between
the colour regions and considering high level
matches, the correspondence was unstable.

Some of the visual similarity features might be
more valuable than others. For example, take a set of
images created by the same designer: they might be
drawn in the same style using the same colour
palette that makes all images quite similar in spite of
the difference between the objects they represent. In
this case, shape feature might be more valuable in
calculating the actual human perception of visual
similarity. Thus, there might be various automatic
techniques to recognize different levels of the
features relevance, but in our solution, we are going
to use manually defined coefficient for the feature
and leave possible automation of this process for
future work.

4.1.2 Phonetic Similarity

Along with visual similarity, phonetic similarity of
concepts can also affect children’s performance in
distinguishing them. There are many researches and
practical implementations done with respect to
automated voice and speech recognition (Petajan,
1990; Astradabadi, 1998; Potamianos et al., 1997)
Adaptive speech recognition technology is not yet at
the point where machines understand all speech, in
any acoustic environment, or by any person, but it is
used on a day-to-day basis in a number of
applications and services (Docsoft Inc., 2009). The
vast difference in anatomy and physiology between
the speech production and perception systems of

humans makes it difficult to analyse (Kessler, 2005).
Unfortunately, these systems are expensive and they
cannot always correctly recognize the input from a
person who speaks with a dialect, accent, and also
they have some problems with recognizing words
from people who are combining words from
different languages by force of habit.

Because the complexity of voice recognition
especially in case of sound samples created by
different persons is considered high, we decided to
calculate phonetic similarity of the concepts as string
based similarity of their phonetic transcriptions. In a
non-orthographic language, the phonetic
representations of the words are more reliable than
the written format of words. However, they do not
take into account e.g. different dialects that would
sound more native to the learner. In spite of these
disadvantages, it was decided that the standardised
language provides enough information on the
phonetic distances. The auditory representation of
the words is provided in such a way that it follows
the patterns of these phonetic representations aiming
to the most standardised way of speaking.

There are several string-based techniques that
could be applied for phonetic transcriptions
similarity matching: Edit Distance — finds how
dissimilar two strings are by counting the minimum
number of operations required to transform one
string into another; Jaro-Winkler measure (Winkler,
1999), N-gram similarity function (Kondrak, 2005),
Soundex (Russell and Odell, 1918) — phonetic
similarity measure, which principle of operation is
based on the partition of consonants in the group
with serial numbers from which then compiled the
resulting value; Daitch-Mokotoff (Mokotoft, 1997)
has much more complex conversion rules than in
Soundex — now shaping the resulting code involved
not only single characters, but also a sequence of
several characters; Metaphone — transforms the
original word with the rules of English language,
using much more complex rules, and thus lost
significantly less information as letters are not
divided into groups (Euzenat and Shvaiko, 2013). In
our solution we allow utilisation of several
measuring  functions  with  further  weighted
aggregation of the results (e.g., weighted product or
weighted sum).

4.1.3 Semantic Similarity

Semantic similarity between concepts plays an
important role in semantic sense understanding. The
measuring is not a trivial task. The most used
technique is to measure semantic similarity based on



domain ontology; a conceptual model that describes
the corresponding domain. Ontology-based semantic
similarity can be measured with different methods
(Sanchez, 2012; Bin et al., 2009):
= Edge-counting method (or graph-based)
calculates the minimum path length connecting
the corresponding ontological nodes through
the ‘is-a’ -links (Sanchez et al., 2012). Equally
distant pairs of concepts which belong to the
upper level of taxonomy are counted less
similar than those which belong to a lower
level (Wu and Palmer, 1994). Very often the
shortest path length is combined with the depth
of ontology in a nonlinear function (Li et al.,
2003), sometimes with the overlapping
between the nodes (Alvarez and Lim, 2007). In
(Al-Mubaid and Nguyen, 2006), authors
applied cluster-based measure on top of a
minimum length path and taxonomical depth.
Taxonomical edge-counting method was
extended by including non-taxonomic semantic
links to the notion in the path (Hirst and St-
Onge, 1998).
= Feature-based measures use taxonomical
features extracted from ontology. The
similarity between two concepts can be
computed as a function of their common and
differential features (assessing similarity
between concepts as a function of their
properties) (Sanchez et al., 2012). Such facet-
based classification could be combined with
similarity of common properties’ values.
= Combined measures which include the edge-
counting based and information content (IC)-
based measures with edge weight (Jiang and
Conrath, 1997).

In our current solution, we have limited our
focus to a domain of animals. Each domain brings
certain specifics to semantic similarity measuring
metric. Semantic similarity could be measured
differently depending on the context. Such context
dependent similarities could be calculated separately
and be further aggregated using different weights for
different contexts. Thus, for the chosen domain, we
may highlight several classifications:
= Biological species-based classification: this

metric is based on subclass hierarchy of animals

classified by biological families of animals. In
this case, the most suitable approaches to
measure similarity are graph-based techniques

(e.g. Jaccard metric, Scaled shortest path, Depth

of the subsumer and closeness to the concepts,

etc.) (Euzenat and Shvaiko, 2013; Bouquet et al.,
2004; Leacock and Chodorow, 1998; Haase e.
al., 2004). Thus, we calculate semantic similarity
of concepts based on locations of corresponding
nodes in the graph, using taxonomy-based
ontology that represents class hierarchy of
animals.

» Geolocation-based classification: here we
distinguished animals by geographical regions
they live in. It is a complex metric that integrates
continent-based, latitude- and climate zone based
clustering. Similarity between the clusters is
calculated based on climate groups’ hierarchy
and similarity of different continents.

* Domestication-based  classification:  animals
could be also divided to those who are fully
domesticated by human and live at their homes
and farms, those whom we may meet in a zoo,
and those who live only in wild nature and most
probably are only seen via video records and
photos. In this case, distances between the
classes could be predefined. Also, other metrics
that define semantic similarity in other contexts
may exist. Therefore, analogically to other
similarity factors, final semantic similarity
measure could be aggregated by weighted
products/sum.

4.1.4 Concept Similarity Measure

Since all of our concept similarity factors (visual,
phonetic and semantic) could be represented as
weighted functions of various similarity measuring
techniques, we may define a general formula to
calculate similarity between the concepts (Figure 1).

4.2 System Architecture and
Adaptation Logic

The system is presented as game-based learning
environment for mobile phones and tablets. The
system’s aim is to teach recognition of vocabulary
items from multiple choices of their visual and
auditory representations. The task of the learner is to
recognize the word that he or she hears from a group
of pictures presented on the screen. All pictures
except for the one presenting the correct answer are
further referred as distraction items. General
architecture of proposed facilitation solution is
shown in Figure 2.
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Figure 1: Concept similarity measuring function.

Based on calculated similarity measures between
all the concepts and the chosen one (“Random
Concept” in the figure), we rank them and select a
group of the most closest to the defined delta (A)
value. Initial value could be, for instance, considered
as an average of similarity values of all the measured
concepts. Depending on the amount of distraction
items N, (since their amount also influences the
overall complexity), system chooses the concepts
with similarity value closest to the value of A.
Depending on the user’s feedback (answer), the
value of A will be changed in the feedback analysis
module. If a user makes a mistake and provides
wrong answers, the A value will be increased
(moved to the side of the concepts with lower
similarity). Otherwise, complexity could be
increased (by decreasing value, a group of more
similar concepts will be selected next time).

At the same time, manipulating with coefficients
of visual, phonetic and semantic factors influence
(the vector of weights, W= (wy, wp,wg) we are
able to recognize levels of difficulties that an
individual factor brings for a particular learner. Once
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user provides a wrong answer, next time, when the
same concept will be chosen, the algorithm will
change vector of weights giving more preference to
one of the factors. Therefore, system will collect
statistics on personal learning model of the user,
while trying to already personalize complexity of the
tasks. Whole collected statistics including value of
A, vector of weights W, values of similarities
between chosen and other distraction concepts, etc.
is stored in the Log module of the system and is
further used as labelled learning sample to recognize
individual user’s features of concept perception.
Furthermore, this will allow the system to
personalize the strategy for individual learning
process and to develop ability of the learner to
overcome individual difficulties in vocabulary
learning.

For the current research we used breadth-first
search to calculate the semantic similarity from the
graph of used concepts, Levenhstein distance for
phonetic similarity and Euclidean distance for the
visual similarity. In future work, we will use other
algorithms, as well as combine and compare them to
conclude which are the most relevant.
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Figure 2: General architecture of solution.



S5 CONCLUSIONS

In this work, we concentrated on developing an
adaptive vocabulary learning system for late talkers
who have difficulties in learning language due to
individual reasons. The system is a mobile learning
application which aims to provide an optimal way of
vocabulary presentation for young children.

The functionality behind the system is based on
different similarity factors (visual, phonetic and
semantic) of the learning objectives, words, in our
case. We assumed that the more similar the words
are, the more difficult it is to distinguish them. Thus,
as the learners improve, the system is able to provide
them with more challenging tasks. In addition to
using the information of learners’ mistakes in the
system’s adaptation, the data is collected and further
analysed from angles of semantic network
connectivity, emphasis of the dimensions and overall
system’s educational effectivity.

Existing approaches to study the characteristics
of semantic networks are dependent on either
parent’s knowledge of their children’s vocabularies
(cf. Beckage et al, 2010). Our approach has the
advantage of not only impartiality but automaticity,
which makes it possible to collect larger amount of
data with less effort and bias. However, some
disadvantages in the methodology exist. Firstly, the
system does not require the children to form the
words, only to recognize them, and therefore it
cannot be considered as a way of training word
composition. Secondly, it is likely that all the
children’s answers are not equally valuable since
multiple-choices questions can be answered
randomly and also wrong answers could be given
intentionally.

6 FUTURE WORK

To evaluate the system’s efficiency, it would be
tested with a group of children consisting of both 1-
3-year-old late talkers and other children with more
typical language proficiency. The testing group of
children will be split in halves. For every child a
filtration process of the concepts will be made. By
testing, the system will exclude the words that child
already knows from the provided sample of the
animal words and will only work with those words
child does not know. For the first group of children,
the minimum delta (lowest difficulty), which is not

changed during the learning and testing process,
would be used. And for the second group, the delta
will be changing for every learner personally
according to the adaptation logic of the system.
After some period of learning and testing there will
be a final test, which would check the amount of
words the children learned. Knowing the percentage
of the learned concepts of each group, we can make
a conclusion if the proposed adaptive system is
effective. After the evaluation we will use the
gathered data for further development of the
algorithm. As the current system relies on metrics
made by adults, it is possible that they do not reflect
the children’s associations. The gathered association
networks can be further used as a base for the
algorithm instead of the adult-made ontologies. The
evaluation results could also show if recognizable
patterns exist in the mistakes the children make.

Also, we will extend the knowledge base,
including also other domains of vocabulary. The
data like user’s answers could be automatically sent
to a database on a cloud server. The algorithm could
be extended to consider several users’ feedback,
which could be used to form more reliable user
models. Applied to a larger set and multiple
vocabulary domains, analysis of the children’s
answers in the system can result in valuable
information of children’s semantic networks.

The system could also be modified to be more
intuitive and motivating. For example, it could be
extended to provide interactive storybook-type of
tasks, where a child could listen to a story illustrated
on the screen and then answers to multiple-choice
questions about the context of the story.
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Fast-growing technologies are shaping many aspects of societies. Educational systems, in general, are still
rather traditional: learner applies for school or university, chooses the subject, takes the courses, and finally
graduates. The problem is that labor markets are constantly changing and the needed professional skills
might not match with the curriculum of the educational program. It might be that it is not even possible to
learn a combination of desired skills within one educational organization. For example, there are only a few
universities that can provide high-quality teaching in several different areas. Therefore, learners may have to
study specific modules and units somewhere else, for example, in massive open online courses. A person, who
is learning some particular content from outside of the university, could have some knowledge gaps which
should be recognized. We argue that it is possible to respond to these challenges with adaptive, intelligent, and
personalized learning systems that utilize data analytics, machine learning, and Semantic Web technologies.
In this paper, we propose a model for an Intelligent Learning Support System that guides learner during the
whole lifecycle using semantic annotation methodology. Semantic annotation of learning materials is done not
only on the course level but also at the content level to perform semantic reasoning about the possible learning

gaps. Based on this reasoning, the system can recommend extensive learning material.

1 INTRODUCTION

Many young people face difficulties when trying to
decide what kind of education to apply. Once the ap-
proval to the wanted education is achieved, many de-
cisions must be made: which subjects to choose, what
courses to put to the personal study plan, what courses
are relevant in future job markets, or if the official cur-
riculum should be supported with supplemental edu-
cation from the private sector. These decisions might
have life-long effects, but often the resources for mak-
ing the right choices are limited. People should rec-
ognize their competitive advantages and put them in
the perspective of global trends, technological devel-
opment, and labor markets. Not only young people
have such need, but many graduates and experienced
workers also face the situation of economic change,
and suddenly they have to adjust their competence by
improving and extending their skills.

In welfare countries, flexible education system of-
fers quite a many options to choose. The possibili-
ties are so widespread that it is not easy to make the
right choice without a comprehensive analysis of per-
son’s capabilities, ambitions, and values against the
future labor markets. However, only a small amount

of people have an actual freedom to choose their fu-
ture profession. Usually, people have to be competi-
tive enough to survive, especially in the times of cri-
sis, and those who have the possibility, are changing
their location to get a better education for themselves.
On the contrary, it has become possible to get the ed-
ucation from another side of the world, especially in
higher education. Massive open online courses and
learning platforms like Udemy, Khan Academy, and
Coursera are helping people to get desired skills (e.g.,
programming, developer skills, and data analytics)
without leaving home. However, some courses have
pre-requirements, so that it would be quite difficult to
attend courses without filling the existing knowledge
gaps by studying an additional learning material.
Educational systems are structured around curric-
ula that aim to supply people with the defined com-
petencies. The problem is that employers are more
and more finding people with various skills and back-
grounds, which may not be in line with the cur-
riculum. Therefore, people should be able to create
specific curriculum and be educated following per-
sonal learning trajectory. To meet this demand, top-
ics around different learning support systems have be-
come popular. For example, the Open University of



Hong Kong has developed a system that instantly re-
sponds to inquiries about career development, pro-
gram and course choices, study plans, and gradua-
tion checks (Leung et al., 2010). While these systems
have potential, the problem is that they should be con-
nected with various educational and career planning
services. We can already verify this issue by look-
ing how many different job portals there exists, both
nationally and globally.

We argue that there is a need for an Intelligent
Learning Support System (ILSS), which will be based
on current research information about adaptive, per-
sonalized, and intelligent tools. We begin by review-
ing the current body of knowledge about these topics.
Next, we explain the whole ecosystem of ILSS and
the components it includes. Finally, we discuss impli-
cations that must be considered when implementing
this kind of system. This proposition paper is cur-
rent because the development of adaptive, personal-
ized, and intelligent systems for education are still in
the premature phase in Finland, where technological
infrastructure is Finland under reconstruction: The
government’s aim is to standardize and integrate the
social and health care systems, including the career
and employment services. Students, job seekers, em-
ployment officials, and company headhunters would
benefit from a centralized system that aims to make
educational interests and employment supply meet.

2 LITERATURE REVIEW

Each person has different knowledge background,
ability to memorize, learning speed, motivation, and
preferences.  Furthermore, people have different
health conditions and habits when and how to learn.
The problem with educational applications is that they
are built for a specific group of learners and not indi-
vidually. Therefore, development of learning environ-
ments with individualized learning mechanisms is an
important research topic. Researchers are interested
in developing learning environments, which could
adaptively provide learning path (Chen, 2008), but
the challenge is the development of advanced learn-
ing applications that include intelligence and adaptiv-
ity (Brusilovsky and Peylo, 2003).

Intelligent learning systems are related to adap-
tive learning systems and have an intersection
(Brusilovsky and Peylo, 2003). Intelligent systems
are “systems which use techniques from Artificial In-
telligence to provide better support and feedback for
learners” (Brusilovsky and Peylo, 2003) and adaptive
systems are “systems which attempt to be different
for each learner or group of learners” according to in-

formation about learners received during their actions
(Brusilovsky and Peylo, 2003). Personalized systems
present a specific type of general adaptive systems
(Garcia-Barrios et al., 2005) and they mean adapta-
tion towards a specific learner.

Computer based training or computer aided learn-
ing does not use a model of the learner’s knowl-
edge and does not take into account personality of the
learner, but it just uses traditional instructional meth-
ods (Phobun and Vicheanpanya, 2010). The com-
bination of adaptation, intelligence and personaliza-
tion could make this better. The interaction with the
learner would not only report the correct or incorrect
answers, but also explanations of the error cause, and
recommendations for study material.

The development of adaptive, intelligent, and per-
sonalized learning systems is important, especially
for children with disabilities, because they require
more personalization during their learning process.
These techniques should allow them to learn at their
pace and help to keep their motivation (Gavriushenko
et al., 2016).

2.1 Personalized learning systems

Many authors suggest in their work different tools
for learning systems, which could assist in learning
and make this process more personalized. For ex-
ample, in the work (Bendakir and Aimeur, 2006)
authors presented a course recommendation system
which analyzes past behavior of learners concern-
ing their choices. Authors used data mining associa-
tion rules (user ratings), and this classification makes
possible to build a decision tree that classifies each
learner profiles. The system recommends learning
path by checking which courses are followed simul-
taneously. Unfortunately, proposed system does not
consider learners’ background and course availabil-
ity. Also, researchers (Werghi and Kamoun, 2009)
have presented a decision support system for learner
advising which provides an automated program plan-
ning and scheduling service that fits best their pro-
files while meeting academic requirements. The sys-
tem was based on decision tree algorithm. The work
(Jeong et al., 2012) presented a personalized learn-
ing course planner with decision support using user
profile. This system allows the learner to select the
learning course they desire taking into account pre-
vious learning information of learner. Authors used
organization algorithm containing the decision ma-
trix. The proposed system improved learning effec-
tiveness and especially learners’ satisfactory accord-
ing to the questionnaire. Also, in a paper (Jyothi et al.,
2012) was presented a recommender system which



assists the instructor in building learning path, more
specifically in identifying the groups of learners who
have similar learning styles and then providing rec-
ommendations to these learners. Authors used Felder-
Silverman learning style model.

2.2 Intelligent and adaptive learning
systems

Some research papers were concentrated on develop-
ing intelligent and adaptive applications for learning
which could fully or partially reduce the involvement
of human advisers. For example, in the work (Hen-
derson and Goodridge, 2015) authors proposed a sys-
tem which gives accurate advice only to those pur-
suing “’special degrees” or programs which follow a
clear cut path of courses. This system is an intelli-
gent Web-based application for the handling of gen-
eral advising cases. Authors used Semantic Web tech-
nologies for designing this system. Also, in the work
(Wen and McGreal, 2007) system allows learners to
add preferences of the specialization to their profile
and then recommend courses based on their prefer-
ences. The proposed system uses a multiple intel-
ligent agents approach and ontology-driven method-
ology to tackle a dynamic and complex individual-
ized study planning problem. In other research, (Nur-
janah, 2016) authors proposed recommender system
in adaptive learning which recommends learning ma-
terials for learners. This system combines content-
based filtering and collaborative filtering approach
which is based on the similarity between learners and
learners’ competencies. The result of the proposed
new technique of recommendation showed that it per-
forms well. In paper (Myneni et al., 2013) authors
presented an interactive and intelligent learning sys-
tem for physics education. This environment helps
learners master physics concepts in the context of pul-
leys. System guides learners in problem-solving. Au-
thors used the Bayesian network for pulley setup. In
the work (Dolenc and Abersek, 2015) authors demon-
strate the design and evaluation of intelligent tutor-
ing system based on cognitive characteristics of the
learner. This model is based on a system for collect-
ing metadata and variables that are vital for the teach-
ing process. The important thing in this research is
that system can be adapted to the different level of
learner’s knowledge and understanding subject mat-
ters. Authors in paper (Canales et al., 2007) suggest
an adaptive and intelligent Web-based education sys-
tems that take into account the individual learning re-
quirements. They proposed three modules for that:
an Authoring tool, a Semantic Web-based Evaluation,
and Cognitive Maps-based Learner Model. Proposed

approach is focused on reusability, accessibility, dura-
bility, and interoperability of the learning content.
There are many intelligent tools developed for
learning systems which are effective and shows good
results. However, there are not much tools or systems
which could help learner during his whole lifecycle.

3 ARGUMENTATION FOR THE
ILSS

This section proposes the ecosystem of the In-
telligent Learning Support System (as presented in
figure 1) and describes the main mechanisms that
allow learners to get learning content recommenda-
tions. The model of the system based on semantic
technology. At first, we discuss using Semantic Web
in building ILSS. After, the main blocks of the system
are presented in sub-chapters. The proposed system is
now in the development stage and includes the neces-
sary functionality description required.

3.1 Using Semantic Web in building
ILSS

Developing adaptive, intelligent, and personalized
systems require comprehensive knowledge in the do-
main and flexible mechanism for further extension of
it as well as the automated mechanism for contextual
information retrieval. It will require representation of
knowledge, which is widely distributed among dif-
ferent organizations, freely available, and presented
in machine readable form. The system should adopt
benefits of Semantic Web and linked data technolo-
gies, as well as, be facilitated by text mining and nat-
ural language processing techniques.

There has been many studies proposed for
the intelligent study advising utilizing Semantic
Web technologies (Henderson and Goodridge, 2015;
Gavriushenko et al., 2015; Ranganathan and Brown,
2007; Nguyen et al., 2008; Jovanovi¢ et al., 2007).
Authors in (Dicheva et al., 2009; Jovanovic et al.,
2007) used ontologies and Semantic Web in cur-
riculum development and in institutional support and
adaptation. Semantic Web helps formalize learning
object content, shows how to use semantic annota-
tion to interrelate diverse learning artifacts (Jovanovié
et al., 2009).

Semantic Web aims at integrating various types
of information into a single structure, where each
semantic data element will meet special syntactic
block. It provides a common framework that al-
lows data to be shared and reused across application,
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Figure 1: General ecosystem of an Intelligent Learning Support System

enterprise, and community boundaries (Berners-Lee
et al., 2001). Semantic Web achieving interoperabil-
ity among various educational systems and unified au-
thoring support for the creation (Aroyo and Dicheva,
2004). The other branch of the Semantic Web asso-
ciated with a direction close to the field of artificial
intelligence, and it is called the ontological approach.

The ontological approach means a formal repre-
sentations of a set of concepts within a domain and
the relationships between those concepts (knowledge
base). Under the knowledge base, we understand
complex data structure that stores the knowledge do-
main. Typically, the knowledge base is represented as
a graph in which the vertexes are one unit of learn-
ing, that is the simple essence of knowledge (train-
ing course, the term, the definition of the formula —
depends on an agreement between system’s makers
that they will assume a basic understanding of the
essence). The arcs are seeing as all kinds of links be-
tween training units.

Knowledge bases are used for solving problems
like creation, transformation, and usage of content
while learning. The engineering part includes the cre-
ation of the educational plans and their e-learning re-
sources. Management part problems are solved di-
rectly during the learning process and are focused on
operational adjustment training course depending on

the results of the test control of learners’ intermediate
mastering of the material. Creation of the ontologies
as knowledge bases are very useful for tests creation,
automation of the evaluation, and management of the
training paths based on the results of testing.

To be processed by intelligence (applications, ser-
vices) and be consumed by end-user in a best opti-
mal way, learning content should be adapted to the
digital world of intelligent entities and must be sup-
plied with correspondent semantic annotation. Se-
mantic annotation provides a set of worldwide stan-
dards, which helps in operating with heterogeneous
resources using common syntax and methods (Uren
et al., 2006). Semantic annotation by the rules iden-
tifies concepts and their relationships, and it is meant
for use by machines (Uren et al., 2006). Semantic
annotation was presented and successfully applied in
papers (Jovanovic et al., 2009; Jovanovic et al., 2007),
where authors presented ontology-based approach to
automate annotation of learning objects and tested it
in integrated learning environment for domain of In-
telligent Information Systems.

Providing the personalized point of view on con-
tent annotation, learner extends a pool of context de-
pendent semantic annotations for the same content.
Later, annotations might be transformed into a set of
different annotations for the same content on the dif-



ferent clusters of the learners as well as to the wide
variety of other contexts. Such clustered semantic an-
notations will enhance matchmaking for new content
retrieving and personalized content recommendation
processes.

3.2 Courses and Learning Material
Annotation module and Annotated
Learning Content module

Usually, educational material and content are pre-
sented in the same way for everybody, without tak-
ing into account learner’s existing knowledge, goals
for browsing, preferences, and experience. This is-
sue needs more attention, especially when it comes
to e-learning because the learner is supposed to take
responsibility for one’s studies. The main factors
that should be taken into account are learner’s knowl-
edge background, age, experience, motivations, pro-
fessions and goals (Huang et al., 2007).

The common feature of learning support systems
is that they have some grade range for learners of dif-
ferent learning levels. Usually, there is some pre-test
which can determine learner knowledge and create
simple learning path according to the particular level
of the learner. A simple adaptation algorithm adds
that if the learner makes lots of mistakes, the system
returns the learner to the previous level. Otherwise,
the system allows the learner to proceed. The thresh-
old of right answers can be eighty percent. Unfor-
tunately, twenty percent of wrong answers can mean
that some critical knowledge may be missed, which
can interrupt the process in future. It is important to
keep track what learner does not exactly know and
how this particular knowledge could be improved.
The main idea is to find learning gaps which influence
the learning process and recommend material to help
the learner to fulfill those gaps. Same kind of learn-
ing gaps can also occur when the learner is search-
ing for a specific skill and has to take some additional
courses that are not included in the curriculum. The
targeted courses might have prerequisites, which the
person can not meet at the moment.

From the employer’s point of view, it is not always
possible to recognize the potential of a job seeker
from a list of completed courses or degrees. The
names of different courses do not always say much
about actual content, or even opposite may bring
wrong expectations about skillfulness of a person who
passed them. Depending on the educational organi-
zation, there might be a huge difference between the
content of courses with similar names.

It might be more reasonable to see an approximate
level of particular skills of a person, to see an expec-

tation of the potential to resolve the certain class of
problems. Therefore, all the course descriptions or
meta-information should include some explicit refer-
ence to skills and knowledge that it is aimed to lead
or influence. Thus, having such skills and knowledge
oriented annotation of courses and learning materi-
als, it is possible to facilitate a better guidance for a
learner.

If we make a straightforward assumption, that the
aim of education is to develop certain knowledge and
skills to be applied in different occupations, learner
chooses education steps (university, program, course,
lecture) for a certain goal (profession, career, occu-
pation). Unfortunately, the learner may not be aware
enough of the required skills or knowledge for this
goal. Therefore, occupations and job descriptions
should include skills- and knowledge-oriented anno-
tation as well.

In this work we use semantic annotations with
the use of ontologies (as presented in figure 2). On-
tologies were used for storing and modeling informa-
tion about learners, teachers, courses, specializations,
universities, careers, job offers, among other things.
With ontologies it is possible in future to apply meth-
ods of semantic alignment for matching the ontolo-
gies (Heath and Bizer, 2011; Berners-Lee, 2006; Hen-
derson and Goodridge, 2015), if there will be some
other existing ontologies which are related to our ed-
ucational system. Nowadays, many tools exist for the
creation and matching ontologies which have proven
themselves well (Berners-Lee et al., 2001; Shvaiko
and Euzenat, 2013). The implementation process was
done by Protégé-tool which is the most widely used
and offers a complete development environment.

3.3 Personal Learner Profile module

The educational system produces a wide amount of
data related to learning, performance, difficulties, and
experiences. This information can be stored in a Per-
sonal Learner Profile (PLP), which always support
changes and keeps the information up-to-date. In-
terfaces to profile give access to only authenticated
learners and systems. The knowledge base would give
anonymous data for pedagogical development pur-
poses. Individual learners would be able to access the
information related to themselves. Information stored
in the personal profile would consist of: study history,
work experience, personality, learning plans, learning
difficulties, hobby, and social activities.

The PLP would be connected to the external sys-
tem and services with learner’s profiles that connects
different systems, services, and databases, for exam-
ple, the national social and health systems. The ILSS
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Figure 2: Proposed ontology for an Intelligent Learning Support System

will be developed to analyze the information from
systems connected with the digital service channel.
The system is based on current research knowledge,
and it will have various kind of pedagogical informa-
tion related to learning theories, practices, environ-
ments, and special needs.

The PLP contains current skills- and knowledge-
oriented profile of a learner in the form of a vector
in multi-dimensional space of knowledge and skills.
The Career Navigator module helps the learner to
build a desired/aimed space of knowledge and skills,
based on selected occupations/jobs the learner aims.
The Career Navigator is connected to the Job market
place that contains: job and occupation descriptions
published by employers, national needs and require-
ments, and expectations of society. The Career Nav-
igator is facilitated with proactive "Job Radar” mod-
ule that monitors/analyses changes in the Job market-
place and informs learner about latest trends. The Ca-
reer Navigator tool should match curricula, various
certificates, job history and other measured skills of
a person with the description of profession and job
position requirements. Depending on the set goal,
the navigator may build a career path to the aimed
point, highlight necessary steps and required missing
skills for it, offer relevant study programs and on-
line courses to extend personal skills and education.

Furthermore, it can show the closest job offers from
the labor market, taking into account latest trends in
economics development on regional and governmen-
tal levels or even worldwide, and offer suitable new
profession obtaining programs supported by the gov-
ernment for the temporally unemployed person.

This module should have a possibility to find the
program that is more close to the learner’s goal of
finding the desired job. Learner profile, career, and
study content should be described with the same an-
notation type.

3.4 Personal Study Planner module

The PLP module works as an input for a Digital Study
Advisor (DSA), which uses a Personal Study Planner
(PSP) to build corresponding study plan and compose
the most suitable study content for a learner, depend-
ing on the available learning materials. Learning Ma-
terials Space Manager is connected to various online
learning platforms and courses, has access to an open
source learning materials, and allows the learner to
extend the space with courses provided by any univer-
sity or education organization learner is enrolled. The
DSA analyses the gaps (missing parts) between the
current skills-/knowledge-oriented profile of a learner
and his/her desired knowledge/skills space and per-

Knowledge Representation_Languar |



forms a semantic search among annotated courses
and learning materials available in Learning Mate-
rials Space. Learning Materials Space will also be
connected to external tools and communication chan-
nels, online courses, open-source learning materials.
The PSA also uses the PSP to re-plan initially created
study plan on the performance of a learner in the pro-
cess of his/her studies. With the help of Learning Pro-
cess Monitor, the PSA analyzes the performance of a
learner based on real time tests and feedback, recog-
nizes corresponding gaps in knowledge and requests
for missing learning materials from the Learning Ma-
terials Space Manager.

For the ILSS there will be good to classify the
each learning modules. The planning of the learn-
ing path will be on the content level, as well as on
the content parts level. For the fulfilling knowledge
gaps, we have to annotate the whole learning content
(courses, study modules, assignments, etc.). Then the
system will adapt the content according to learner’s
feedback.

The ILSS should take into account extracted not
only knowledge background of the learner, but also
his personal ability for learning new material. Ac-
cording to that, we have to minimize the time for
studying and maximize the quality of the learning
content. The system should improve the logic of
the learning concepts’ presentation, taking into ac-
count personal specifics of the learner via manipula-
tion with the complexity level of the system. Also,
system should analyze learning progress and see what
is missing and try to fill missing knowledge by search-
ing the connection between learning modules in the
course. This connection search is needed because it
will be easy to see on what step of the learning pro-
cess learner starts to make mistakes and what parts of
modules influenced that.

4 DISCUSSION

The best way to produce experts is to accentu-
ate the learner’s best abilities and skills, assess the
learner’s potential and develop it further. That is why
we badly need revolutionary methods to facilitate in-
telligent personalization of study processes and ap-
proaches to make innovative education content more
attractive and motivational for the learner (Khriyenko
and Khriyenko, 2013).

To be able to provide appropriate recommenda-
tion or suggestion of relevant content, the system
should be aware of learner preferences, experience
and knowledge, and goals. Therefore, availability of
recently updated learner profile is one of the crucial

issues. The process of personal learner profile cre-
ation (extension, modification) should not be annoy-
ing for the learner, should not be time-consuming and
should not demand significant efforts for him/her. The
main questions remain the same: how to distinguish
relevant parts of a profile to be modified, how to au-
tomate and simplify the process of profile manage-
ment as an integral part of other processes/activities
performed by the learner. Therefore, we are go-
ing to elaborate content-driven approach for personal
learner profile management.

Having semantically annotated content and per-
sonalized knowledge/information spaces defined by
correspondent semantic profiles of the learners, we
may populate the spaces with relevant content. Se-
mantic Web annotations enhance information re-
trieval and improve interoperability. Unfortunately,
human annotators are prone to error, and non-trivial
annotations usually require experts in the specific do-
main. Moreover, that is why annotations should be
maintained. If annotations are done cost-effectively,
then the future for the technology will not be limited.

The main idea behind proposed system is taking
into account knowledge and skills of the person. That
is why the whole learning content, courses, and learn-
ing materials should be annotated. For the annota-
tion, we chose semantic annotation in the form of on-
tology. The majority of the universities have to fol-
low the proposed ontology for it is better working
and using. In consequence, we can have a full set
of courses from different universities, available bach-
elor’s and master’s programs with specific require-
ments (i.e. with certain courses and backgrounds).
Learner, using such system will be able to include his
full transcript of records, then to find a university, link
to courses that are interesting to him, as well as to find
the shortest path for getting the higher education by
the present knowledge background.

The proposed ILSS makes possible to review and
reflect long-term information. One can produce a dif-
ferent kind of analyses related to individual strengths
and weaknesses. With the system, one can get ad-
ditional resources and individual recommendations
about learning technologies, materials, courses and
support.

A learner can use the system as a virtual career
agent. One can get information about available ca-
reers and education possibilities, and review personal
information against the prerequisites. One can eas-
ily produce an application, resume or curriculum vi-
tae and decide what information to include. This will
make the process of work applying more straightfor-
ward. The objective is that a learner can get com-
plete information related to own educational history



and up-to-date information related to work and career
possibilities.

For a teacher, the system will provide informa-
tion about the learner group. The teacher can get
up-to-date and individual information about the per-
son’s learning, no matter where the learner is coming.
This will help the teacher to guide learners and per-
sonalize teaching for individual needs. The teacher
can produce different kind of analysis about the learn-
ers and get information about what methods, mate-
rials, and learning environments could be beneficial
for them. The objective is that a teacher can get rel-
evant and up-to-date information about learners, cur-
rent research knowledge from the system, help with
difficulties, support practices and methods related to
learning.

This plan tries to fulfill the needs of modern digi-
tal and global society where learning and teaching are
not necessarily bounded to single institutions. The
concept of individual know-how will extend from de-
grees to a complete picture where formal education
is only one part. Further study and experiments will
consist of an extension of ontology for the University
of Jyviskyld. This University has an in-house devel-
oped, integrated study information system Korppi',
which already has some annotation about courses, and
study modules. Because of that, it would be easy
to transfer presented information in the well struc-
tured knowledge base. As well as at the University of
Jyviskyld is possible to transfer courses and credits
from other universities or online learning platforms.

S CONCLUSIONS

Usually, computer based training or computer
aided learning does not use the model of the learner’s
knowledge and does not take into account personal-
ity of the learner, but it just uses traditional instruc-
tional methods (Phobun and Vicheanpanya, 2010).
The combination of adaptation, intelligence and per-
sonalization could improve the learning process.

In Web-based learning environments, it is an ad-
vantage to monitor the learner’s knowledge level and
automatically adjusts the content for each learner to
improve the education process and make learning in-
dividual for each learner or group of learners. Since
the Internet offers a vast amount of information, it is
important to help the teacher in the creation of the ma-
terials most suitable for education; and as well help
in finding the most relevant content and convert it
to comprehensive information. Also, a big privilege

https://www.jyu.fi/itp/en/korppi-guide

of these Web-based learning environments is to help
learners with selecting courses and study programs
basing on their objectives, which will be beneficial
in their further career development.

This paper describes the issues of the lifelong
learning, and how to make it more personalized,
supported by technology. Paper presents Intelligent
Learning Support System and describes it is main
modules.

An ontology to serve as the knowledge base of
ILSS was developed. All semantically annotated
information will be stored there for future SWRL-
formulated rules which allow extraction of new facts
from existing knowledge. The developed ontology is
very flexible, and it is possible to modify data easily.

ILSS is connected to the different open-source
learning materials, external tools and communication
channels, and online courses. Also, external systems
and services with personalized user profiles can pro-
vide better guidance for a learner in a personalized
manner, as well as suggest new relevant content or
events which could help to fill learner’s knowledge
gaps.

The proposed system might be very useful for uni-
versities and companies. It could also help in monitor-
ing changes in labor market and modification of study
paths according to the called-for competence, as well
as to help in career planning.

REFERENCES

Aroyo, L. and Dicheva, D. (2004). The new challenges
for e-learning: The educational semantic web. Edu-
cational Technology & Society, 7(4):59-69.

Bendakir, N. and Aimeur, E. (2006). Using association
rules for course recommendation. In Proceedings of
the AAAI Workshop on Educational Data Mining, vol-
ume 3.

Berners-Lee, T. (2006). Linked data. design issues for
the world wide web. World Wide Web Consortium.
http:/fwww. w3. org/Designlssues/LinkedData. html.

Berners-Lee, T., Hendler, J., Lassila, O., et al. (2001). The
semantic web. Scientific american, 284(5):28-37.

Brusilovsky, P. and Peylo, C. (2003). Adaptive and in-
telligent web-based educational systems. Interna-
tional Journal of Artificial Intelligence in Education
(IJAIED), 13:159-172.

Canales, A., Pefia, A., Peredo, R., Sossa, H., and Gutiérrez,
A. (2007). Adaptive and intelligent web based ed-
ucation system: Towards an integral architecture
and framework. Expert Systems with Applications,
33(4):1076-1089.

Chen, C.-M. (2008). Intelligent web-based learning system
with personalized learning path guidance. Computers
& Education, 51(2):787-814.



Dicheva, D., Mizoguchi, R., and Greer, J. E. (2009). Se-
mantic web technologies for e-learning, volume 4. los
Press.

Dolenc, K. and Abersek, B. (2015). TechS8 intelligent
and adaptive e-learning system: Integration into tech-
nology and science classrooms in lower secondary
schools. Computers & Education, 82:354-365.

Garcia-Barrios, V. M., Modritscher, F., and Giitl, C. (2005).
Personalisation versus adaptation? a user-centred
model approach and its application. In Proceedings
of the International Conference on Knowledge Man-
agement (I-KNOW), pages 120-127.

Gavriushenko, M., Kankaanranta, M., and Neittaanméki, P.
(2015). Semantically enhanced decision support for
learning management systems. In Semantic Comput-
ing (ICSC), 2015 IEEE International Conference on,
pages 298-305. IEEE.

Gavriushenko, M., Khriyenko, O., and Porokuokka, I.
(2016). Adaptive vocabulary learning environment
for late talkers. In CSEDU 2016: Proceedings of
the 8th International Conference on Computer Sup-
ported Education. Vol. 2, ISBN 978-989-758-179-3.
SCITEPRESS.

Heath, T. and Bizer, C. (2011). Linked data: Evolving the
web into a global data space. Synthesis lectures on the
semantic web: theory and technology, 1(1):1-136.

Henderson, L. K. and Goodridge, W. (2015). Adviseme:
An intelligent web-based application for academic ad-
vising. International Journal of Advanced Computer
Science & Applications, 1(6):233-243.

Huang, M.-J., Huang, H.-S., and Chen, M.-Y. (2007). Con-
structing a personalized e-learning system based on
genetic algorithm and case-based reasoning approach.
Expert Systems with Applications, 33(3):551-564.

Jeong, H.-Y., Choi, C.-R., and Song, Y.-J. (2012). Person-
alized learning course planner with e-learning dss us-
ing user profile. Expert Systems with Applications,
39(3):2567-25717.

Jovanovic, J., Gasevic, D., Brooks, C., Devedzic, V., Hatala,
M., Eap, T., and Richards, G. (2007). Using semantic
web technologies to analyze learning content. /EEE
Internet Computing, 11(5).

Jovanovié, J., Gasevi¢, D., and Devedzié, V. (2009). Tan-
gram for personalized learning using the semantic
web technologies. Journal of emerging technologies
in web intelligence, 1(1):6-21.

Jovanovié, J., Gasevi¢, D., Knight, C., and Richards, G.
(2007). Ontologies for effective use of context in e-
learning settings. Educational Technology & Society,
10(3):47-59.

Jyothi, N., Bhan, K., Mothukuri, U., Jain, S., and Jain, D.
(2012). A recommender system assisting instructor in
building learning path for personalized learning sys-
tem. In Technology for Education (T4E), 2012 IEEE
Fourth International Conference On, pages 228-230.
IEEE.

Khriyenko, O. and Khriyenko, T. (2013). Innovative edu-
cation environment and open data initiative: Steps to-
wards user-powered society-oriented systems. GSTF
Journal on Computing (JoC), 3(3):31.

Leung, C. M., Tsang, E. Y., Lam, S., and Pang, D. C.
(2010). Intelligent counseling system: A 24 x 7 aca-
demic advisor. Educause Quarterly, 33(4):n4.

Myneni, L. S., Narayanan, N. H., Rebello, S., Rouinfar, A.,
and Pumtambekar, S. (2013). An interactive and in-
telligent learning system for physics education. /EEE
Transactions on learning technologies, 6(3):228-239.

Nguyen, T. B., Nguyen, D. N., Nguyen, H. S., Tran, H., and
Hoang, T. A. D. (2008). An integrated approach for
an academic advising system in adaptive credit-based
learning environment.

Nurjanah, D. (2016). Good and similar learners’ recom-
mendation n adaptive learning systems. pages 434—
440.

Phobun, P. and Vicheanpanya, J. (2010). Adaptive in-
telligent tutoring systems for e-learning systems.
Procedia-Social and Behavioral Sciences, 2(2):4064—
4069.

Ranganathan, G. R. and Brown, J. A. (2007). The use
of ontologies and rules to assist in academic advis-
ing. In International Workshop on Rules and Rule
Markup Languages for the Semantic Web, pages 207—
214. Springer.

Shvaiko, P. and Euzenat, J. (2013). Ontology matching:
state of the art and future challenges. IEEE Transac-
tions on knowledge and data engineering, 25(1):158—
176.

Uren, V., Cimiano, P, Iria, J., Handschuh, S., Vargas-Vera,
M., Motta, E., and Ciravegna, F. (2006). Semantic an-
notation for knowledge management: Requirements
and a survey of the state of the art. Web Semantics:
science, services and agents on the World Wide Web,
4(1):14-28.

Wen, F. L. S. L. D. and McGreal, F. Z. K. R. (2007). e-
advisor: A multi-agent system for academic advising.

Werghi, N. and Kamoun, F. K. (2009). A decision-
tree-based system for student academic advising and
planning in information systems programmes. In-
ternational Journal of Business Information Systems,
5(1):1-18.



PV

SUPPORTING INSTITUTIONAL AWARENESS AND
ACADEMIC ADVISING USING CLUSTERED STUDY
PROFILES

by
Mariia Gavriushenko, Mirka Saarela, Tommi Karkkdinen 2017

9th International Conference on Computer Supported Education (CSEDU 2017),
Porto, Portugal

Reproduced with kind permission of ScitePress.



Supporting Institutional Awareness and Academic Advising Using
Clustered Study Profiles

Mariia Gavriushenko, Mirka Saarela and Tommi Karkkidinen

Faculty of Information Technology, University of Jyvdskyld, Jyvdskyld, Finland
magavriu@ student.jyu.fi, mirka.saarela@jyu.fi, tommi.karkkainen @jyu.fi

Keywords:

Abstract:

Academic Advising, Learning Analytics, Robust Clustering.

The purpose of academic advising is to help students with developing educational plans that support their

academic career and personal goals, and to provide information and guidance on studies. Planning and man-
agement of the students’ study path is the main joint activity in advising. Based on a study log of passed
courses, we propose to use robust, prototype-based clustering to identify a set of actual study path profiles.
Such profiles identify groups of students with similar progress of studies, whose analysis and interpretation
can be used for better institutional awareness and to support evidence-based academic advising. A model of
automated academic advising system utilizing the possibility to determine the study profiles is proposed.

1 INTRODUCTION

The credit-based system is used to characterize the
requirements and progress of a student in many learn-
ing environments. Availability of personalized sup-
port is very important constituent of a learner’s suc-
cess (Nguyen et al., 2008). Academic advising (AA)
is an iterative collaboration process between student,
academic adviser, and academic institution, to tackle
the student retention. Advisers provide versatile as-
sistance to the students during their studies, making
the educational experience relevant and supported.
AA activity has a long history dating back to
1870s (Tuttle, 2000). Advising starts, when a student
becomes enrolled in higher education, and finishes
when the degree has been completed. The purpose of
academic advising is to ensure that the students carry
out the required studies to graduate. The central activ-
ity for this purpose is to support study planning, espe-
cially at the beginning of the academic life. Depend-
ing on the organizational culture, especially the stabil-
ity or dynamicity of the course schedule, an academic
adviser either needs to ensure that predefined study
plan is being followed or that a student knows all the
relevant study possibilities. Email, social media, web
and wikipages etc. provide means to share the nec-
essary information with the students. However, typ-
ically face-to-face discussions take place either regu-
larly (e.g., at the beginning of a semester or academic
year) or by students’ or advisers’ request. For more
personalized support, an adviser should know when

a student is in need of a study advice discussion and
what is the precise status of the studies.

Preliminary recommendations to do certain, espe-
cially compulsory, courses to proceed normally with
the major subject studies are provided by departments
and advisers. More precisely, for example at the Uni-
versity of Jyviskyld (JYU), all students are required
to prepare an electronic personal study plan with the
academic adviser from the home department. Advis-
ing is organized according to the satellite model re-
ferring to the distributed responsibility of academic
units (Tuttle, 2000). The engagement model between
advisee and adviser characterize the principal spirit of
counselling (Feghali et al., 2011).

In JYU, the study plan and the completed studies
create the starting point for a study plan assessment
discussion. However, especially in computer science,
the actual number of studies that have been made dur-
ing an academic year are typically less than recom-
mended (Saarela and Kirkkédinen, 2015a). Hence, it is
very common that the actual study path deviates from
the recommendations and plans, and in such a case an
advising intervention is needed. But how does an in-
dividual student and especially an individual study ad-
viser know, what is the relation between students’ re-
alized study path and that of the peer students? Thus,
could we, instead of comparing against the predefined
plans, advise students based on evidence from the ac-
tual study paths of other similar students?

Therefore, the purpose of this article is to pro-
pose using a learning analytics method (Chatti et al.,



2012), more precisely robust clustering (Ayrimo,
2006; Saarela and Kirkkidinen, 2015a), to create
groups of actual profiles of students concerning their
studies. Such profiles summarize the different typ-
ical accumulations of completed studies, increasing
the general awareness of the common study flows.
One can explicitly link an individual student to stu-
dent peers with similar study path profile in the same
institutional environment. This allows an adviser to
plan a possible intervention adaptively for a larger
pool of students instead of following each one indi-
vidually.

Creating general study profiles of students can
help departments in their assessment and planning
of when (and how) they provide the courses, espe-
cially the compulsory ones (Saarela and Kiarkkédinen,
2015a). By automating general student profiling it
is possible to provide essential support for adaptive
on-line advising along the lines suggested, e.g., in
(Nguyen et al., 2008; Henderson and Goodridge,
2015). Individual student’s perspective, from self-
regulated learning and study planning point of view
without academic advising interface, was thoroughly
addressed in (Auvinen, 2015) (see also (Auvinen
etal., 2014)).

The contents of this article is as follows: after the
introduction, we provide background on academic ad-
vising and personalized student support in Section 2.
Then, in Section 3, we describe the data and the ro-
bust clustering method, and introduce three cases to
construct student profiles to support academic advis-
ing. In Section 4 features and a model of an Academic
Adviser system with automated mechanisms in it are
proposed. The work is concluded in Section 5.

2 BACKGROUND

Academic advising is a collaborative process in which
adviser and advisee enter a dynamic relationship
where adviser helps advisee to enhance the learn-
ing experience by helping in making academic deci-
sions (Henderson and Goodridge, 2015). The deci-
sion support could be made by analysis of student’s
records, as well as some external factors like interests,
goals, academic capabilities, schedules etc. (Noa-
man and Ahmed, 2015). Developmental Advising
means helping students to define and explore aca-
demic and career goals and pathways, as well as to
develop problem-solving and decision-making skills;
Prescriptive Advising, which is the more traditional
advising model, is mainly concentrated on providing
the information to the students according to their aca-
demic program, progress, academic policies, course

selection, etc.; Intrusive Advising refers to contact-
ing with student in critical periods like first year of
study before the declaring major, graduation period,
or when students are at-risk or they are high-achieving
students (Noaman and Ahmed, 2015).

Next we briefly summarize a pool of directly
AA related work that was identified through a non-
systematic search. Our main concern here is to illus-
trate the strong link between the needs and practices
of AA and the general utility of student profiling.

2.1 On Academic Advising

Student voices on AA were raised in only some ar-
ticles. El-Ansiri et al. (Al-Ansari et al., 2015)
used questionnaire to study student satisfaction and
support-seeking patterns among dental students in
Saudi-Arabia. Very low (only 7.6%) primary util-
ity help rate of advisers in the academic matters was
encountered. Even if the advisers were available
when needed, they were not able to provide the most
relevant information, e.g., on important dates and
courses. Hence, up-to-date course and timetable in-
formation seems to be a prerequisite for AA, which is
handled by the in-house developed, integrated study
information system Korppi'.

The pedagogical side of AA was also focused
rarely. In the work (Drozd, 2010) author studied aca-
demic advisers through the lens of transformational
leadership, i.e. how advisers can create a connec-
tion to students that positively influence their study
paths (by increasing and inspiring study motivation
and engagement/commitment in studies through in-
dividual and intellectual consideration). A question-
naire for undergraduate students strengthened the im-
portance of transformational leadership activities in
adviser-student communication and collaboration, in-
dependently from the student’s characteristics. The
lack of time for individual counselling efforts that was
visible in most of the reviewed articles here was not
emphasized in (Drozd, 2010). Dougherty (Dougherty,
2007) studied academic advisers from those students’
perspective who are doing very well in their stud-
ies. These students are called high-achieving stu-
dents. Authors address the need for the investigation
of unique characteristics of these students.

Technical support for AA has been considered in
many articles. The availability of extensive infor-
mation on courses to support automatization of AA
was emphasized in (Biletskiy et al., 2009). The au-
thors proposed course outline data extractor applica-
tion, which helps in recognizing similar or compara-
ble courses between different institutions, also help-

Thttps://www. jyu.fi/itp/en/korppi-quide



ing both students and academic advisers to keep track
of the variety of topics that i) have been covered in the
completed studies, ii) should be covered to complete
minor or major subject modules or the actual degree.
The authors in (Nguyen et al., 2008) proposed an
integrated knowledge-based framework based on se-
mantic technology that supports computer-based (au-
tomatic) e-Advising on the suitable courses for the
students. Naturally individual learning history data
provide the starting point for the system and, for this
purpose, the authors implemented and tested a data
integration tool.

The high workload of academic advisers, espe-
cially due to individual but many times recurrent han-
dling of basic issues with multiple students in a hurry,
was addressed in (Henderson and Goodridge, 2015),
with the proposition of an intelligent, semantic, web-
based application to assist decision making and au-
tomatization of repetitive counselling tasks. Core of
the system consisted of rule-based inference engine,
which mapped student profile with the study pro-
gram profile and organizational rules, to provide au-
tomatic suggestions on the courses to be enrolled in
the upcoming semester. In the preliminary evaluation,
a positive feedback of the system was obtained, al-
though the main limitation of suitability to only study
programs which follow a clear, predefined study path
of courses, was recognized. With very similar aims
and functionality, another web-based on-line adviser
was described in (Feghali et al., 2011). This system
was also evaluated positively when compared to the
current advising system. The authors emphasized that
such a tool only supports and does not replace a hu-
man academic adviser.

Conversational, fully autonomous agent support-
ing AA dialogs using natural language processing
(NLP) were suggested in (Latorre-Navarro and Har-
ris, 2015). The proposed system contained an exten-
sible knowledge base of information and rules on aca-
demic programs and policies, course schedules, and
a general FAQ. NLP performance of the proposed
system was evaluated positively. Also, the similar
multi-agent approach was suggested in (Wen and Mc-
Greal, 2015) for AA. This approach helps tackling a
dynamic and complex individualized study planning
and scheduling problem. As well as in (Al-Sarem,
2015) was proposed a decision tree model for AA
affairs based on the algorithm C4.5. The output is
evaluated based on Kappa measure and ROC area.
The main conclusion was made that the difference be-
tween the registered and gained credit hours by a stu-
dent was the main attribute that academic advisers can
rely on (Al-Ansari et al., 2015).

2.2 On Personalization of Student
Support

In general, many researchers have paid attention to
developing e-learning systems with personalization,
and the most common aspect in these system is the
creation of the personalized learning path for each
individual student or group of students. Most of per-
sonalized systems consider learner preferences, in-
terests and browsing behaviors, because it will help
to provide personalized curriculum sequencing ser-
vice (Huang et al., 2007). In the study (Chen et al.,
2005) authors proposed a personalized e-learning sys-
tem which is based on Item Response Theory (PEL-
IRT). This system is considering course material dif-
ficulty and learner ability, to provide individual learn-
ing path for learners. Learner’s ability estimation was
based on an explicit learner’s feedback (the answers
of learners to the assigned questionnaires). The sys-
tem appeared mostly like a recommendation system
of the courses for the learners. Authors in (Huang
et al., 2007) proposed a genetic-based curriculum se-
quencing approach and used case-based reasoning to
develop a summative assessment. The empirical part
indicated that the proposed approach can generate ap-
propriate course materials for learners taking into ac-
count their individual requirements. Later, in (Chen,
2009a), the authors developed a personalized web-
based learning system grounded on curriculum se-
quencing based on a generated ontology-based con-
cept map, which was constructed by the pre-test result
of the learners. Optimization problem for modeling
criteria and objectives for automatic determination of
personalized context-aware ubiquitous learning path
was suggested in (Hwang et al., 2010). This learn-
ing model not only supports learners with alternative
ways to solve problems in real-world situations, but
also proposes more active interaction with the learn-
ers. Authors in (Werghi and Kamoun, 2009) proposed
Decision Support System for student advising based
on decision tree for an automated program planning
and scheduling. The proposed approach takes into
account prerequisite rules, the minimum time (mini-
mum number of terms), and the academic recommen-
dations. The adaptive course sequencing for personal-
ization of learning objectives was suggested in (Idris
et al., 2009) using neural networks, self organizing
maps and the back-propagation algorithm.

A very closely related work to ours was reported
in (Sandvig and Burke, 2005). Authors proposed
a case-based reasoning paradigm which is based on
the assumption that similar students will have simi-
lar course histories. The system used the experience
and history of graduated students in order to propose



potential courses for the students. Unfortunately, this
approach required matching between students’ histo-
ries. Also, similar case-based reasoning was used by
(Mostafa et al., 2014) for developing a recommen-
dation system for a suitable major to students based
on comparison of the student information and similar
historical cases.

3 CREATION OF STUDY PATH
PROFILES USING ROBUST
CLUSTERING

3.1 Data

To illustrate the proposed approach, we utilized real
study records of the Bachelor (BSc) and Master
(MSc) students majoring in Mathematical Informa-
tion Technology (which is comparable to a major in
Computer Science at other universities) at the Uni-
versity of Jyviskyld (JYU/MIT). IT administration at
the University has recently created a data warehouse
of passed courses by all the students, which can be
utilized by the departments. On the other hand, the
electronic study plan system does not provide direct
interface for larger student groups, so both from ac-
cessibility and evidence-basedness points of view, we
focus on analyzing the real study log of the passed
courses. The log was anonymized, keeping student
IDs as keys, covering the four calendar years 2012—
2015. Note that students can start their studies in
the beginning of September (autumn term) or January
(spring term). Hence, the original study registry log
included a heterogeneous set of BSc and MSc stu-
dents who had started their studies either before 2012
or in the beginning of spring or autumn terms during
2012 - 2015.

The whole study log contained 15370 passed
courses by 1163 different students on 1176 different
course IDs. There were 942 male students (81%),
with mean amount of studies made 59.9 ECTS. Only
221 female students (19%) were identified, with mean
amount of studies made 57.0 ECTS. Hence, most of
the students in the log were either in the beginning of
their studies or progressing very passively and slowly.

Figure 1 shows the discrete density distribution
of the size of the passed courses. According to the
figure, 5 ECTS and 3 ECTS are the two most com-
mon sizes of the courses, the former covering around
30% of the studies. Moreover, there are a lot of small
courses (1 — 6 ECTS) with the exception of the MSc
thesis, 30 ECTS. Teaching in JYU is organized for
four periods during one academic year (plus the sum-
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Figure 1: Probability of size of a course.

mer semester) in such a way that a course of ca. 5
ECTS can fit to one period. We conclude that because
the passed courses represent both major and minor
subject studies, division of the overall learning ob-
jects as courses is not optimal. This observation is
the first example on how summarization of study log
data provides visibility and feedback to the organi-
zation. During the course of writing this article, we
also found out that the instructions of JYU for prepar-
ing the next curriculum for 2017-2019 include strong
recommendation to decrease the number of courses
with only a few credits.

Next we aggregated how many credits per
semester each student had made. Similarly to (Saarela
and Kirkkdinen, 2015a), each calendar year was di-
vided into two semesters: the spring term (from Jan-
uary to June) and the autumn term (from July to De-
cember). However, since usually only a few courses
are completed during the summer (this is illustrated
in (Saarela and Karkkidinen, 2015a)), it was reason-
able to divide the calendar year into only two parts
for further analysis.

In what follows, we profile, analyse and compare
two students cohorts: those who started their studies
in the beginning of the autumn term 2012 (A2012) or
2013 (A2013). Hence, for A2012 we end up with 8
and for A2013 with 6 integer variables representing
the aggregated amount of credits on half-a-year scale.
Since the students have progressed in their studies
very differently and many of them have not been ac-
tive during all the semesters of interest, both of the
data sets are very sparse containing a lot of missing
values (Saarela and Kérkkidinen, 2015a). This is the
key property that is taken into account in the profiling
approach that is described next.



3.2 Robust Clustering Method

As already explained, our goal is to assist the aca-
demic advisers by recommending suitable courses for
students based on passed courses of (possibly more
advanced) students with similar study path. For this,
we need to identify general profiles of similar students
and this is, precisely, the purpose of clustering. Par-
titional (or representative-based (Zaki and Meira Jr,
2014)) clustering seems to be the right family of clus-
tering methods to choose from because it assigns each
observation to exactly one cluster, which is repre-
sented by its most characteristic point, the cluster cen-
troid, which represents the common profile. Within a
cluster, distances of observations to the prototype de-
termine the most typical or representative members of
a cluster. Thus, instead of following many different
student profiles, the academic adviser can just follow
the most common profiles to get an overview of the
whole cohort.

Generally, partitional based clustering algorithms
consist of an initialization step, in which the initial
centroids of each cluster are generated, and iterations
of two steps where (i) each observation is assigned
to its closest centroid, and (ii) the centroid of each
cluster is recomputed by utilizing all observations as-
signed to it. The algorithm stops when the centroids
remain the same over two iterations. The most pop-
ular and most applied partitional clustering algorithm
is the k-means (Jain, 2010), also in learning analytics
studies (Saarela and Kirkkidinen, 2017). This algo-
rithm works very well for full and approximately nor-
mally distributed data since the sample mean is the
most efficient estimator for samples that are drawn
from the normal distribution. However, the sample
mean is highly sensible to all kinds of outliers (Huber,
2011) as well as missing values, which can be char-
acterized as special types of outliers. Also for a non-
symmetric (skewed) distribution, the sample mean is
not necessarily the most efficient estimator and other
location estimates might be preferable (Sprent and
Smeeton, 2016). Moreover, as explained in (Saarela
and Karkkidinen, 2015a), the quantization error for the
integer-type variables like here has uniform not gaus-
sian distribution.

The spatial/geometric median is a robust nonpara-
metric location estimate, which remains reliable even
if half of the data is contaminated (Sprent and Smee-
ton, 2016). Mathematically, the spatial median is the
Weber point that minimizes the (nonsquared) sum of
the Euclidean distances to a group of given points
{xi},i=12,...m

n
argminZ||X,-—c||.
¢ =

Although the basic concept is easily understood and
has been extensively discussed in the literature (albeit
under various names, see (Drezner and Hamacher,
2001)), its computation is known to be difficult.

In (Ayrdmo, 2006), the difficulty of computing
the spatial median during partitional clustering was
solved with the SOR (Sequential Overrelaxation) al-
gorithm (see (Ayrimo, 2006) for details). More-
over, in the implementation of the resulting k-spatial-
medians clustering algorithm, only the available (i.e.
not-missing) data is taken into account when the cen-
troid is recomputed.

To sum up, all of these above discussed prop-
erties — most importantly, the robustness to missing
data and the fact that every cluster is represented by a
centroid — make the k-spatial-medians clustering very
suitable for creating student’s general study profiles.
The fact that such a clustering approach works very
well for sparse educational data has been previously
shown in (Saarela and Kirkkédinen, 2014; Saarela and
Kirkkdinen, 2015b; Saarela and Kirkkédinen, 2015).
The initialization of the robust clustering method
was realized similarly as in (Saarela and Kirkkiinen,
2015): We started with multiple repetitions of k-
means for the complete data — without missing val-
ues — and then, applied k-spatial-medians to the best
of those results.

3.3 C(Clustered Student Profiles

Similarly to the earlier work in (Saarela and
Kirkkiinen, 2014; Saarela and Kirkkdinen, 2015b;
Saarela and Kirkkidinen, 2015a; Wallden, 2016), we
apply four different internal cluster validation indices
to determine the number of clusters: Knee Point
(KP) of the clustering error, Ray-Turi (RT), Davies-
Bouldin (DB), and Davies-Bouldinx (DBx). All the
computations here were carried out in the Matlab-
environment, using own implementations of all the
algorithms.

From the two student groups A2012 and A2013,
we include in clustering only still active students, i.e.
those who have made credits during the autumn term
2015 (the last one analyzed). Furthermore, we restrict
ourselves to those students for whom over half of the
variables are available (Sprent and Smeeton, 2016).
This means that the 47 analyzed students in A2012
have made studies during at least four out of the seven
possible semesters (including the last one) and the
76 students in A2013 at least in three out of the five
semesters. Because of the anonymity, we obtained
further assistance in relation to the metadata and inter-
pretation of the clusters from the Study Amanuensis
of the Department (Study Amanuensis, 2016).



70t 1

60 B

S0+

401

-

20r

20

|
i . 41
2 3 4 5 5} 7

Figure 2: Boxplot for A2012.

40

:
2
5L 1o

301
251

20

Figure 3: Credit accumulation prototypes for A2012.

A2012

The boxplot in Figure 2 shows the large variability
in the study accumulations both within semesters and
between semesters. We see the larger accumulations
in the spring terms during the first two years, and
a slightly decreasing overall trend after that. There
are always exceptional students who have made much
more studies than their peers.

KP, DP, and DPx indicated four clusters and RT
had also local minimum there, so we choose to an-
alyze four different general study progress profiles.
The profiles for A2012 are depicted in Figure 3,
where the size of the cluster is given in the top-right
corner. The profiles are sorted in the ascending order
with respect to the total number of credits.

The main group of 21 students in the first clus-
ter illustrate a potential start of the studies in the first
year, with strong passivation after that. They have ob-
tained prototypically 65 ECTS until the end of 2015.
Based on (Study Amanuensis, 2016), by a closer look
on the 8 students from the cluster closest to the cen-

troid, these are all older BSc and MSc male students
(born before 1990). They are either distant students
studing while working or have completely chosen to
change their orientation from an earlier occupation
and already finished degree. The difficulties in studies
and reasons of such a behavior, for a similar adult stu-
dent profile, were thoroughly discussed in the earlier
work (Kaihlavirta et al., 2015) from the same context
(department) than here.

The second group of only 7 students, who gen-
erally obtained 103 ECTS, shows opposite behavior:
very slow start in the first year, activating to an appro-
priate level then. Three most characteristic students
here were young males, who were involved in the mil-
itary service during the first study year. This complete
explains the observed behavior.

The third group of 10 students, who generally ob-
tained 147 ECTS, did their studies very actively for
the first 4-5 semesters. Analysis of the three most
characteristics students revealed two young and one
older male students who either took job or became
active in student organizations during the third year
of the studies.

The fourth profile with 9 students, altogether 184
ECTS in general, illustrates that a good start on
the study activity carries over the semesters. Three
mostly characteristics students were again all males,
one MSc student and two BSc students. Note that
similar finding on the importance of active start in
an individual course level was given in (Saarela and
Kirkkédinen, 2015a).

Students who are mostly in need of academic ad-
vising are the ones in the first cluster. They can be
identified either in the beginning of their studies or af-
ter the second semester, because even if still making
studies, their accumulation is much less than in the
third and fourth cluster. Their characterization also
suggests the department to rethink the study entrance
criteria.

A2013

For A2013 all cluster indices suggested three pro-
files, which are illustrated in Figure 5. This and the
fact that there are now one profile less than in A2012
suggests more stable organization of the curriculum.
Also the boxplot in Figure 4 supports such finding,
especially showing smaller variability in the obtained
credits between the autumn and spring terms com-
pared to A2012 in Figure 2.

Student group in the need of intrusive academic
advising consists of those 23 students with small-
est accumulation of credits. These students start and
continue very slowly in their studies, although the
level of activity was increasing in the fourth and fifth
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Figure 5: Credit accumulation prototypes for A2013.

semesters. Their general ECTS accumulation after
five semesters was 44 ECTS. Analysis of the five most
representative students revealed two older male stu-
dents (birth year before 1990), two males with indi-
cations of military service, and a female student. Ac-
cording to (Study Amanuensis, 2016), especially the
younger students showed signs of low self-regulation
during academic advising sessions.

The second profile of 17 students, completing typ-
ically 80 ECTS, showed similar behavior to the sec-
ond profile in A2012: the minimal first year is raised
to a good level of study activity later. A closer look on
the five most representative students showed young,
two female and three male students. Four of these had
identified themselves as a non-active student during
the first study year, again mostly due to the military
service of the young male students.

The third profile of 36 most active students, ac-
complishing 123 ECTS typically, showed similar
overall behavior than the fourth profile in A2012. The
first semester is slightly smaller but then the study

path proceeds in the desired way. Recapitulation of
the meta data of five most representative students
showed five male students, of whom three were ori-
ented towards game programming and development -
the most recent study line of the department.

We note that even if the boxplot in Figure 4 in-
dicated more stable study path with respect to au-
tumn and spring semesters, the two profiles of truly
active students still illustrated larger study accumula-
tions in the spring than in the autumn. These findings
are, however, mostly explained by the longer calen-
der time for the two periods in the spring term com-
pared to the autumn term — a general peculiarity of the
Finnish higher education system.

The similarities and differences between the two
sets of profiles just discussed emphasize the impor-
tance of the use of evidence-based information in aca-
demic advising. On one hand, there are repetitive pro-
files of students proceeding in their studies well or
slowly. The latter ones needs to be detected and sup-
ported in an intrusive manner in academic advising.
The home department responsible for major subject
studies and the other departments providing minor
subject studies should be informed about the found
hindrances of the study paths. In the case analyzed
here, there is a clear change of study accumulation
profiles from A2012 to A2013, which suggests that
the organization of courses, the capabilities of stu-
dents, and/or their support through academic advising
have improved in the educational organization under
study.

4 PROPOSITION OF A SYSTEM
MODEL

As shown, it is important to follow the actual progress
of the students in their studies. There might be no
need for an advising intervention, but if so, one should
automatically notify the students and the study coun-
selling on the deviations in the study path. The
problems of not passing courses and not following
suggested study plans usually also call for organiza-
tional considerations whether learner ability and the
difficulty level of the recommended curriculum are
matched to each other properly (Huang et al., 2007).
L. K. Henderson and W. Goodridge (Henderson
and Goodridge, 2015) proposed the following di-
vision of the computer supported AA systems (i.e.,
Academic Advisers): Basic Computerized Systems,
Advanced Automated Systems, and Intelligent Ad-
vanced Automated Systems. In this paper, we mostly
focus on Advanced Automated and Intelligent Ad-
vanced Automated Systems, because these kind of



systems can significantly reduce the human adviser’s
work and the student load in supporting the study pro-
cess.

As can be concluded from Section 2.1, earlier
studies have mostly concentrated on research proto-
types which focus only on few main components or
tool support for existing learning management sys-
tems. Taking into account that user modeling is one
of the key factors for including personalization into
the learning system, many researchers used ontolo-
gies for learners’ models, because ontologies have
many advantages for creation of user models (Idris
et al., 2009; Chen, 2009a; Leung et al., 2010; Nguyen
et al., 2008; Biletskiy et al., 2009; Henderson and
Goodridge, 2015).

Data-mining techniques have also been applied to
the learning environments in order to track users’ ac-
tivities, extract their behavior profiles and patterns,
and analyze the data for future improvement of the
learning results, as well as for identifying types of
learners (Minaei-Bidgoli, 2004). Mostly, for develop-
ing personalized learning plan, researchers used deci-
sion tree search, heuristic algorithms, genetic algo-
rithms, item response theory and association rules.
Also, many studies used semantic web technologies,
neural networks and multi-agent approach. Most of
the previous studies on personalized learning path
generation schemes have mainly focused on guiding
the students to learn in the digital world; i.e. each
learning path represents a set of digitalized learn-
ing objects that are linked together based on some
rules or constraints (Liu et al., 2008). While deter-
mining such digitalized learning paths, the learning
achievements, on-line behaviors or personalized fea-
tures (such as learning style) of individual students
are usually taken into consideration (Schiaffino et al.,
2008; Chen, 2008; Chen et al., 2008; Chen, 2009b;
Chen et al., 2005).

As reviewed in Section 2.1, many suggestions for
intelligent software and information system support
of AA have been given. Many studies describe the
creation of intelligent learning systems that can make
a curriculum sequencing more flexible for providing
students with personalized and adaptive study sup-
port services (Fung and Yeung, 2000; Lee, 2001;
Brusilovsky, 1998; Lee, 2001; Papanikolaou et al.,
2002; Tang and McCalla, 2005). Universities are
more and more looking into developing self-service
systems with intelligent agents as an addition or re-
placement for the labor-intensive services like aca-
demic advising. For example, The Open University
of Hong Kong has developed an intelligent on-line
system that instantly responds to enquiries about ca-
reer development, learning modes, program/course

choices, study plans, and graduation checks (Leung
et al., 2010).

However, the institutional starting point concern-
ing available digital information, especially for the
web-based systems that have been proposed, seems
to vary a lot. Some systems start and focus on pro-
viding easy access to course and degree requirements
information whose availability is to be assured first.
On the other hand, we might start from the situa-
tion where we can readily access most of the rele-
vant data: i) course information with basic contents,
learning goals, assessment methods, acceptance crite-
ria, schedule and location, teachers and lecturers etc.;
ii) individual, anonymous study records on passed
courses and completed studies. (Note that reliable in-
formation on student admission is currently not di-
rectly available in the organization under considera-
tion).

4.1 Proposed System Architecture

This subsection describes the novel system architec-
ture for AA and automatic feedback based on recog-
nized student group profiles which are obtained by us-
ing clustering. We also present an overview of the AA
process as both manual and automated process.

The architecture of the proposed system’s model
for the AA is presented in Figure 6. The system
has two main databases: learner profile database
and curriculum database. Learner profile database
stores learner’s data about studies, assessment re-
sults, timetables of completed studies, etc. Curricu-
lum database stores information about compulsory
courses, other courses, timetables, etc. The academic
advising system’s part consists of several blocks like
linking individual students to their peers with similar
study path profile together with the recommendation
block and planning block.

Based on the system architecture, the details of
system’s main functionality read as follows:

1. Collection of learner’s personal information.

USERS

Linking Students Student |

Group
Profiling

AACADEMIC ADVISER

Progress check

Learner Profile
Curriculum DB

Figure 6: Architecture of the Academic Adviser.



2. Collection of information about the courses and
completed studies.

3. Creation of study progress profiles along the lines
of Section 3.

4. Linking the individual student to student peers
with similar study profile in the institutional en-
vironment.

5. Student’s progress check. If student is linked to a
profile requiring intrusive advising, inform the ad-
viser and the student by providing the interpreted
study profile to support the communication and
problem solving.

6. Modification of the study plan on recommended
courses and their timetables by taking into ac-
count the evidence related to the identified study
profile.

7. Planning and realization of an intrusive profile in-
tervention adaptively for a larger pool of students.

Data collection related to the system is, naturally,
all the time active. The evidence-based study profiles
can and should be recomputed on regular basis. A
natural suggestion would be to do this after the studies
made during the previous semester have been stored
and become available for clustering.

4.2 Automated Academic Advising
process

The automated process of Academic Advising, re-
lated to the system’s architecture and main function-
ality as described above, is presented in Figure 7. The
given proposition allows manual control of the contin-
uous advising activity for every learner individually,
or the more automated process where the role of the
advisers is shifted to the higher level of abstraction.
The difference on the level of learner’s life cycle be-
tween these two use cases is depicted in Figure 8. The
automated process is highlighted with the red color
in the figure. In the automated scenario, the respon-
sible persons of the study organization only provide
policies, planning and regulations. This can reduce
the responsibility for the daily routine work and could
help to provide recommendations for a larger pool of
students rather than for the each individual learner.
The work-flow related to Figure 7 reads as fol-
lows: The learner is choosing the study program of an
educational institution. After that he or she chooses
with AA the proper courses which are related to the
chosen program and creates a study plan. Information
about the student, the required courses and progress
in them is stored in the database and is automatically
changed/refreshed after each passed course. After

> Entering the program at Maeting with
Student | —_— -
P institutional environment Academic Adviser
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Selection of
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Figure 8: Comparison of the manual and automated pro-
cesses of learner’s study life cycle.

passing several courses, system can attach a student
to a group of students with similar, actual study path.
If learners are doing well, evidence-based determina-
tion and communication of this during advising en-
courages them to continue like that. If they are at-
tached to a profile which does not progress with the
studies as expected, the system can identify this early
and provide intrusive academic advising support for
both the advisor and the students in question.

The proposed automated mechanism solve an im-
portant problem of improving and providing aca-
demic advising, because more and more students
should receive guidance with their study plans before
graduating. This system will help to plan when and
how to provide the courses, especially the compulsory
ones, as well as to plan a profile intervention adap-
tively for a larger pool of students, which will reduce
the human effort of academic advising.

S CONCLUSIONS

Academic Advising is an essential part of daily ac-
tivities in an educational institution and an important
component in the learner’s study life. Nowadays, we
need to be able to create and manage personalized
study plans and study paths taking into account learn-
ers abilities and regulations of the learning environ-
ment. And in order to better help students, Academic
Adviser should be able to manage a rich set of infor-
mation, e.g., on short-range program planning, evalu-
ation of students, and generation of the proper teach-
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ing schedule, as well as plan possible interventions
adaptively for a group of students instead of follow-
ing all individual students separately. It is decisive
that learner should receive proper advising — poor or
no advising is known to have a negative effect on the
progress in studies (Al-Ansari et al., 2015).

In this paper, we presented a compact literature re-
view about Academic Advising, mostly focusing on
Automated Academic Advising and Intelligent Aca-
demic Advising. It was then described how, by using
a robust variant of prototype-based clustering method,
which is especially suitable for data with missing val-
ues, one can create prototypical student group profiles
characterizing the overall progress of the studies. This
allows academic advisers to provide evidence-based
information on the study paths that were actually re-
alized by individual students. Moreover, academic in-
stitutions can focus on management and updates on
course schedule having an effect on clearly charac-
terized and recognized groups of students. Note that
even if the sample groups of students that were pro-
filed here were very small, the used method is scal-
able to hundreds of thousands of students (Saarela and
Kirkkédinen, 2015b).

Then a reference model for automated Academic
Advising system was proposed. The proposed archi-
tecture and model of the system are intended for a

development phase to prototype the whole automated
process, where the learners will be profiled regularly,
and where the proper study path will be presented,
as well as deviating learners detected. The proposed
model of the AA system will have automated process
of study path recommendation. This system will help
to plan when and how to provide the courses, espe-
cially the compulsory ones, as well as to plan a profile
intervention adaptively for a larger pool of students,
which will reduce the human effort of academic ad-
vising.

By continuing the development of the line of
work, we could consider the study paths with higher
granularity than per semester. Also, the main func-
tionality of the proposed system — to provide an au-
tomated notification for the academic advisers about
students and their progress, with the interpretation of
needs to modify and re-plan the study path — should
be properly evaluated. Moreover, better availability of
learner’s personal information concerning the study
entrance criteria and current life situation, e.g., a part-
time job or living far from the institute, could support
both interpretation of the generated student profiles
and better preparation and management of the inter-
vention patterns of academic advising.
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Abstract

Personalized learning is increasingly gaining popularity, especially with the development of information
technology and modern educational resources for learning. Each person is individual and has different
knowledge background, different kind of memory, different learning speed. Teacher can adapt learning
course, learning instructions or learning material according to the majority of learners in class, but that
means that learning process is not adapted to the personality of each individual learner. That is why it
is important to have smart educational process based on personal learning capabilities. This paper
presents a literature survey on different learning systems which detects learning progress and based
on that a model of smart educational system which use knowledge engineering and Watson
technology is proposed. This system is relevant both for basic education and for adult education.

Keywords: Smart educational process, personalisation, Ontology, Watson Technologies.

1 INTRODUCTION

Development of information technologies has quickly changed approach to learning and education,
with the emergence of more mobile technologies and faster computers. A myriad of methods to deliver
these educational innovations has emerged. For instance, with children educational process could be
presented in a game format, or more social platform.

Developing e-learning has become more popular due to several benefits tied to it, such as: mobility
and possibilities to customize user navigation [1], [2]. Modern methods of learning with the help of
computers have tightly entered the educational process, from pre-school education to retraining.
Generally the learning topics are presented in logical chain, moving from topic to topic. The process of
enhancing the level of learning, in a company for instance, requires paying attention to the personal
needs of the employees.

The problem of innovative teaching methods lies in their wide applicability due to the advantages
mentioned above, but at the same time there are significant drawback — it is the passage to a new
level with a specific threshold. When a person collects certain percentage of correct answers, he or
she can proceed to the next level, not taking into account that part of the tasks were not performed or
were performed incorrectly. This is an important issue, because most topics are interconnected and
“gaps” in the learner’s knowledge should be avoided.

Also, an important issue is related to adult learning, when it is not necessary to start learning some
topic from the scratch, but when person already has knowledge background in specific field and just
needs to improve his knowledge in specific topic related to his background. This is especially
significant for those people who need to learn more content and improve their qualification to be more
competitive. Unfortunately, not many learning platforms take into account learner’s background while
suggesting some material for additional learning and because of that learner has to spend more time
for searching relevant material.

To solve these issues, we surveyed papers on existing learning systems to see how they deal with
learner progress assessment. Based on our findings we designed our education support system. This
system aims to make the process of learning more personalized taking into account assimilability of
the content and existing knowledge background. Setting the threshold value of 100% is not a solution,
however since the user might also lose interest, if the system is too demanding. Tracking the user's
progress and general level of understanding is more important than superfluous obstacles.



2 BACKGROUND

A literature survey on e-learning was conducted to see how different systems detect users learning
progress. 36 papers in total were accepted as part of our survey, which discuss: tutoring, learning or
e-learning systems. Due to the fast pace of advancement of technological concepts and methods we
would only accept papers that were published in 2010 or after. Google Scholar, ACM library and IEEE
Xplorer were used to search for the publications.

Our core focus was on the handling of learning process and especially how the systems ensure that
users understood the learning topic. Another point of interest was on how the system reacts to any
detected learning difficulty. Out of the 36 papers discussing learning systems, 13 had no detection for
possible difficulties that the user might be having. The remaining 23 systems approach to learning
detection varied somewhat, but could be roughly labelled within two distinct types: By testing and user
behaviour analysing.

The systems that used testing were labelled to three sub groups: loop, feedback and other. Systems
that use loop commonly had either periodic quiz, or a larger questionnaire at the end of a learning
topic and depending on the user's results the system would not proceed further before user learning
level was at a satisfactory level. In total we labelled eight systems within the loop sub category.
Depending on the user's answers the loop-test systems reacted in slightly varying ways, by either
presenting more material [3], [4], [5] or simply show the same materials and not show any new
materials before the system is satisfied that the user has reached a satisfactory learning level [6], [7],
[8]. With two systems the systems would either return to the topic at later point [9] or only suggest the
user to sticking with the current topic, but not enforcing it [10]

Learning systems labelled under the sub group "feedback", essentially these systems also have
questionnaires that the user must complete in order to proceed further, but the system will only show
results of the questionnaire before moving further. Only one learning system also presented links for
additional learning material depending the user's results [11]. Only one learning system used the test
results to modify internal features that in turn affect future quizzes [12].

Last sub group was simply labelled as other as they were slightly too varied to be placed under either
loop or feedback. In the following Table 1 we show the evaluated learning systems.

The group labelled as “By analysis” simply put, utilize user behaviour and other various methods to try
and deduce the level of knowledge by the user. These systems have essentially no testing of the user,
however they do have profiles created that two of the systems updated by prompting for the user to
give feedback at the end of a cycle [13], [14]

The remaining 13 surveyed systems had no learning level detection with one exception. One system
essentially had no internal analysis of the learner’s level of knowledge, but instead the system had the
users assess and each other[15]

Table 1.List of surveyed papers on learning systems and what type of methods they use to detect user

learning.
Method Type Paper
| (3] (6] [7] [5] [9]
oop (8)
[10] (8] [4]
By test feedback (6) [16] [17] [18] [11] [19]
[12]
other (4) [20] [21] [22] [23]
By analysis (4) [24] [25] [13] [14]
[26] [27] [28] [29] [30]
No detection (14) [31] [32] [33] [34] [35]
[36] [37] [38] [15]

3 SMART EDUCATIONAL PROCESS

In this section we argue that there is a need for system which supports smart educational process
based on personal learning capabilities. This process is important for both, basic education and adult



education. Proposed method is taking into account person’s knowledge background and rate of
material compatibility.

3.1 Basic education process

For basic education —preschool, primary, secondary and higher— a person is usually expected at first

to learn the education material given and then perform a certain set of tasks. The topics for study are
sequential, from simple to more complex ones, which, in turn, can be based on several previous ones.

Unfortunately, majority of schools do not have time to ensure that all students have fully understood
the underlying education materials during an ongoing course that form the crucial base for more
advanced, but related topics. Thus there is a strong likelihood that students will form knowledge gaps
that will only accumulate as the course progresses. At its worst this can lead to a student unable to
proceed forward in the course and is thus forced to retake it.

The tasks (assignments) after the study of the material are presented in the form of a straight line.
When a student solves several problems in a row correctly (assuming 10 tasks), this indicates that the
student has thoroughly understood the topic and can proceed to next topic. If a student makes a
mistake somewhere and answers incorrectly from the task cycle, then this test is followed by
additional testing and the student cannot proceed to the next topic. An error is an incorrect answer or
a long response rate (presumably, this time is spent searching information in external sources). Then,
for this topic, and what is related to it, an additional set of tasks is given, which allows learner to fix the
material that is not learned well enough. The student is again invited to solve the problem until he
answers specific percentage of right answers correctly.

We introduce three amounts, which could be changed:

1) k — fixed amount of tasks;

2) [ =k —%k— means how many mistakes person can make ink;
)

3) m — amount which experts put for correlation of true answers to false answers;

N, —amount of correct answers;
Nﬁm — amount of incorrect answers.
If this equation is correct, learner can move to the next level:
k
Ntrue X
[>2———
N
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The more mistakes a learner makes — the more time is spent by the learner on solving assignments
and reading additional material until next level.

This approach allows for more dynamic learning and also minimizes the forming of any knowledge
gaps. This approach also makes it easier for the system to deduct what specific topic the learner might
be struggling with and when they are outside their zone of comfortable learning speed.

Each task should have its own weight (complexity). And complexity could be the sum of topics in the
tasks (the weight of the tasks should be set by the experts or teachers). The severity of tasks
correlates with the speed of the learner. If a person is slow to answer (by an average formed from all
learners) this could indicate that one or more previous topics have not been mastered fully.

When a learner is stuck or makes mistakes, it is necessary to give them the proper guidance to help
them. And if something is not clear from the explanation, then the person should have the ability to
allocate a certain part of the material, which is incomprehensible to him and to receive a further
explanation.

If a person quickly and successfully copes with the tasks, then the rate of learning should be optimized
for the individual. For an adept learner this can be achieved with fewer assignments that are more
complex that utilize several topics at once. It is not difficult for some students to quickly solve problems
and move on to more complex topics and tasks that are based on several topics at once. If a person is



capable of solving tasks without mistakes in a row, then he can be given less tasks on the next level
and several subtopics to study and solve:

=k —-p

i+l
l:](‘ (Ntrue‘ > kl) & &(kz < k())’ ki
(N,

true;

Ntrue‘ = ki’k’
=k +p

+1

> k) & &(k, >k, ), k., =k,

If there is a combined task — then it is good to have a counter, which will take into account mistakes
which the learner is making and where, as well as count which subtopic was answered incorrectly
more times than others. After that system should provide additional material for study.

Because the system will have assignments that combine not only the current topics, but likely also
additional sub topics the learned might have been struggling with. This can make the presented
number of topics somewhat complicated, which necessities modifying the formula to mitigate this:
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Tasks can include:
1) The choice of one of the proposed options for answers,
2) Formula or question, where the answer must be written in text form.

In order to analyse this kind of natural language input, there are novel cognitive computing
approaches for the design. This means that communication between systems will occur more natural
way.

There are several cognitive computing services that could be used for this analysis:
1) IBM Watson [39],
2) Google mind cognitive services like Microsoft Azure [40].

These services allow developing a natural language form.

3.2 Adult education process

The speed of constantly emerging new technologies, utilized by consumers and by the companies
making these products for the consumers, is only gaining momentum. Because of that employees of
large companies need to study constantly additional material, be aware of new products and other
things in order to remain competitive and professional in their field.

This field of work as IT is an exponentially developing field of human activity, in which new tools,
technology, applications are continuously emerging, thus it can be said that the IT sphere is where "all
life learning" rule is applied.

Unlike a student who we assume starts from zero an employee of a technology company is likely to
have some level of knowledge of a new topic he or she might be learning, with some knowledge gaps
here and there. Our learning system would be able to target those gaps, before moving on the actual
topic at hand.

If a person's knowledge is lower in a certain area, then this is a certain gap between the study material
and his knowledge, and then knowledge retrieval is necessary, where a person reaches his level and
then studies what is necessary. It should be taken into account that people have different knowledge
base, so when searching for spaces, each person will have different top down (different depth in the
material that needs to be studied). Some people should study the material superficially to sort out a
certain topic, and some should go deeper in order to thoroughly understand all the nuances.

Unlike with a student, this form of “adult” education, does not force to the learner to approach the
assignments of topics in set order. A person will learn from a case based study. The system will offer a



practical example to study the material. If the system identifies a gap in the learners knowledge it will
offer to present additional study materials in more detail. After the learner gets a detailed explanation,
system searches in the database of the total content, provides a link for relevant material. This training
is based on the principle of browsing.

4 SYSTEM’S MODEL PROPOSAL. METHOD AND ARCHITECTURE

An effective computer-supported learning tool that helps in learning process requires efficient
knowledge representation, where it is possible to analyse data and make sense of it using specific
rules.

Ontologies, which have proved themselves from ancient times as an approach for the integration of
data and knowledge in science, are one of the modern methods allowing obtaining a quick idea of the
content of an information resource. Ontologies are used for formal specification of concepts and their
relations, which characterize a specific knowledge domain. For this system’s model proposal, the
advantage of using this approach of knowledge representation is a formal structure, which greatly
simplifies the processing [41], [42], [29].

Ontologies have been used in educational domains to build, organize and update learning resources
like learners profiles, learning objects, learning paths, academic performance, etc [43]. Ontology will
be served as knowledge engineering process which will store and analyse data about learning topics,
assignments, learning material and personal information of learners which shows there learning
background. Every system which has knowledge engineering process has to have domain experts.
These people will compose tasks and comment level of passing those tasks. Tasks could be written
with different levels of complexity, which consists of one or several topics. Also, experts will provide
information for each topic, also what will be an optimal minimum for checking if person learned topic or
not. Each topic will have its own optimal minimum of tasks.

After learning some material learner has to pass specific amount of tasks and he has to solve them
with specific threshold according to formulas presented in Section 3.1. The counter will be counting
false answers and detecting knowledge gaps checking the relationships between topics in the
Ontology.

In the proposed system, it is necessary to conduct an analysis of the learner's behavior. If system
sees that a person makes mistakes, then after answers correctly, then again makes mistakes, then in
this case it is necessary to conduct an analysis, and, perhaps, there is some pattern that the topics are
related to other sub-themes, and in which percentage (some in less, some in more).

If person is doing well and he is fast in learning and in testing process, then on the next stage of
testing he will get fewer tasks, but not less than defined minimum, for faster learning. But if person if
making mistakes, then system is adding more assignments to solve which will consist also from the
previous topics which are the basis for this particular one, and more learning material to study.

If learner makes a mistake in the task, he himself can allocate a specific piece of material that he does
not understand. Then the system will offer him an explanation, based on which sub-themes served as
the basis of this topic. The system will look how to fill these gaps. The system should be semi-
automated and use technologies such as Watson Retrieve and Rank [44]. Retrieve and Rank service
will search the most relevant information from a collection of documents. Using this service it is
possible to collect and load material, train the machine learning rank model, query service and
evaluate results. The person gets a topic to learn, does not understand the paragraph, singles it out
and runs the service for more in-depth study of the material. For example, it is possible to find quickly
some solutions from technical manual. If a person does not understand the piece of content, then he
can dig deeper into the topic, where on the fly to find more relevant one, and dig deeper and deeper
until he reaches his level of knowledge base with which he can start without problems to study the
material.

Architecture of the proposed system model is presented on Fig.1.It shows main blocks of the smart
educational process. Our approach follows very much the style that in the background section was
labelled as “test by loop”. Periodic testing is the only certain way to ensure that no large knowledge
gaps emerge. Relying on just analysis or giving the users only feedback is not enough. We’ve built on
the existing models slightly on how wrong answers affect the process. The user is not locked inside a
small loop that concentrates on the topic at hand, rather the system will start pinpointing where the
knowledge gap is. Thus the system also, in a manner, does a minor scale retention test for the user.
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Figure 1. Architecture of smart educational process.

5 CONCLUSIONS

This paper propose solution for enhanced personalized learning system, which uses a technology of
knowledge gaps reduction. It consists of the fact that at a certain threshold of passing threads, person
will have the opportunity to proceed to the next level, but at the same time, the missing answers will be
taken into account at the next level. System will analyse where learner is making mistakes and find
closely related topics which he or she has to study more. This system is an Ontology-driven system,
because Ontology is a good instrument for presenting a knowledge base of learning process and
relationships between different topics, as well as for creating a new knowledge. This system builds on
the several surveyed systems and aims to utilize and enhance on their existing methods, such as
internal analysis and personalized testing.

Particular solution allows personalizing learner’'s educational gaps due to the fact that incorrect
answers will be taken into account in the next level. Accordingly, the student, who will take the whole
course due to the rules, will be fully familiar with the material, which is proposed for the study. Also it
will help on-the-fly in improving adult's knowledge in some particular domain. This technique also
allows future maintaining of performance records according to various criteria, for example: to
determine what topic is the most incomprehensible, also possible to draw conclusions about what is
the relationship between age and the assimilation of the material, as well as any analytical conclusion
is based on statistics, which in future will successfully affect the tuning (change) of the learning system.
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On developing adaptive vocabulary learning game
for children with an early language delay
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Abstract—Vocabulary replenishment is an ordinary child
development process. Deviations in this process can significantly
affect the further progress and perception of the educational
material in the school. A hypothesis was proposed that the
similarity of words on various factors can influence the child's
understanding. To test this hypothesis in this work, we propose
the development of AdapTalk game for children. This game is
concentrated on learning words, in the context of animals. The
game will create basis for further testing the influence of the
semantic similarity of words for the child. This work describes
the development background, the basic principles of calculating
the semantic similarity of words, as well as the main game
processes, such as filtering, training, and testing. The proposed
functionality is a good base for introducing other factors of
similarity of words, further testing and introduction of an
adaptive mechanism for improving the vocabulary of children.

Keywords-adaptive learning, semantic distance, learning game,
late talkers.

1. INTRODUCTION

Late talkers are children who start learning words and
forming sentences later than their typically developing peers
who start putting words together before the age of 2 (Preston
et al., 2010). While many of these children later catch up with
their peers, the delay in the early development of the reading
skill has been connected with later difficulties with language
learning, such as dyslexia (Lyytinen et al., 2001; Lyytinen,
2015; Lyytinen et al., 2005). A recent finding (Lyytinen,
2015) confirmed earlier observation (Lyytinen et al., 2005)
revealing that if the delay considers receptive language, i.e.
comprehension of spoken language during early years, such
children will face serious difficulties in becoming fully
literate.

A lot of attention has been given to providing interventions
for these children to avoid the difficulties in the future. For
example, Marulis and Neuman (2013) reviewed 67 studies on
young children’s oral language development. Positive general
effects on the impact of vocabulary interventions in the early
years were reported, but their efficiency was suggested to be
improved to succeed in closing the gap in preschool aged
children. Continuation meta-analysis by the same authors
(Marulis and Neuman, 2013) concluded similarly emphasizing
the need of creating powerful enough interventions, especially
for children with low socio-economical status.

Games have been widely recognized to generate a positive
effect on learning with motivating and engaging, which they
do most successfully when they succeed in facilitating a flow
experience (Kiili 2005). Flow is a state of mind where a

surroundings and track of time is lost while being fully
occupied with doing tasks that are of optimal difficulty level -
not difficult which could cause anxiety and not too easy either,
since that could lead to boredom (Csikszentmihalyi, 1990).
Learning with mobile devices is recognized to be motivational
as well as sufficient in keeping children’s attention (Skiada et.
al. 2014). Facilitation with this technology provides a cost-
efficient basis for developing learning environments that are
able to adapt tasks to optimal difficulty for each learner
individually.

In our previous work, we described the general idea of an
adaptive gamified word-learning application for late talkers
(AdapTalk), whose adaptivity is based on the similarity
distance mapping (Gavriushenko et. al. 2015). The software is
to be used by children of age one and up, and teaching of
words is done with simple multiple-choice tasks. These tasks
include a sound heard from headphones and an array of
pictures on a screen of a mobile device of which the learner
then tries to choose the correct one. The role of the adaptivity
algorithm in this case is to choose an appropriate array of
pictures. In our previous work, we stated a hypothesis that the
tasks would be easier if the array of other pictures than the
correct one would be different according to a chosen similarity
mapping, and vice versa, that the tasks would be harder if the
array was chosen to include the most similar ones. Testing this
hypothesis provides its own challenge for both developing the
software and experiment design, and in this paper we
concentrate on describing these aspects.

This paper consists of description of adaptive learning for
late talkers (Chapter 2); proposed system description (Chapter
3); semantic similarity calculation methods and method that
was used in particular work (Chapter 4); game process
description itself, which include filtering, learning and testing
(Chapter 5); and conclusions with description of future work
(Chapter 6).

1L ADAPTIVE LEARNING FOR LATE TALKERS

A. Late Talkers

Diagnosis of late talkers can be done through estimating
the child’s vocabulary size and ability to form word pairs,
while ruling out other developmental deficits. Many late
talkers catch up with their typically developed peers sooner or
later, but some do not achieve age-appropriate language skills
even as adults (Leonard, 2014). In later years these children
can be diagnosed with Dyslexia (Lyytinen, 2004) and Specific
Language Impairment (SLI). SLI can be diagnosed during the
pre-school years (age three to five) and means a deficit
specific to language that is not related to hearing loss,



neurological damage, and nonverbal intelligence, and it is
expected to persist (Leonard 2014, p. 3-4).

Some research suggests that LT's word learning strategies
are rather a-typical than delayed. Beckage, Smith and Hills
(2010, 2011) analyzed LT's and typically developing
childrens' vocabularies semantic connections. Authors’
method included retrieving the vocabularies with Bates-
MacArthur word form (Fenson et. al. 1993) and making the
connections to the collected words from co-occurrences from
CHILDES, a dictionary of child-directed speech. Both studies
concluded that LT's network structures were less connected —
containing words with less frequent connections. Authors
presented an explanation that they called the 'odd-ball-model'
where the child would rather learn a word that is less
connected to other words as if that would be more interesting.
This model is in line with Borovsky, Schafer and Fahey's
(2016) eye-tracking study's results where authors found that
toddlers would answer multiple-choice questions incorrectly
more likely when the distracting item was previously
unknown. Both results suggest that LT's would be picking
their interest from rather unknown than known words on
contrary to word-learning studies of adults and typical learners
where, as Borovsky (2015) summarizes, the results commonly
suggest that a word is more likely to enter the vocabulary if it
shares connections to other previously known words.
Borovsky et. al. (2016) however did not find differences in
network structures when vocabulary size was controlled, while
Beckage et. al. (2011) did.

If LT's learning strategies are indeed more a-typical than
just delayed, developing an adaptive learning environment is a
relevant approach to address the need of developing more
effective interventions.

B. Adaptive word learning

It is a well-known fact that personalized approach is
beneficial for any learning process (Murray and Pérez, 2015).
This knowledge and background from educational theories
should be used while creating technologically improved
learning environments that adjust to the student’s needs.
These learning environments are often referred to as
“adaptive” or “intelligent” studying systems.

In accordance with (Gifford, 2013), adaptive learning is a
system of methods focused on “creating a unique learning
experience for each person through the introduction of
computer software”. Adaptive learning systems allow
organizing content, recognizing the method to learn based on
student’s knowledge, and use individual estimation results to
ensure personalised feedback for each learner (Sonwalkar,
2005).

Adaptive learning systems have a lot of attributes and
functions (Venable, 2011) brought together to produce
appropriate content, assistance and to lead the learner through
the adaptive learning tasks or units: pre-test, pacing and
control, feedback and estimation, progress tracking and
reports, motivation and reward.

These systems can be uncomplicated or algorithm-based
(Oxman et al., 2014). The more basic ones are based on rules,

established with the usage of if-then-statements. Algorithm-
based systems apply advanced mathematical formulas and
machine learning ideas to adjust to individual learners more
specifically. Earlier research by (Brusilovsky and Peylo,
2003) divides these systems into Adaptive Hypermedia
Systems and Intelligent Tutoring Systems. These
technologies can be used for adding adaptive or intelligent
functions into learning systems.

Adaptive Hypermedia Systems involve adaptive
presentation and adaptive navigation assistance, and also
adaptive information filtering, which includes collaborative
filtering and content-based filtering. Intelligent Tutoring
Systems consist of intelligent solution research, curriculum
sequencing, problem solving guidance and intelligent
collaborative learning, which includes adaptive group
formation and adaptive collaborative assistance.

Discovering an optimum way to introduce the notions to
the children during their first years of life might benefit in
reducing their risk to have troubles in language learning in
after years. That is the reason for us to have adaptive content
presentation in learning system for late talkers. We should
use the adaptive presentation technology to make it
accessible. The goal is to adjust the content of a hypermedia
page to the user's aims with knowledge stored in the user
model (Gavriushenko et al, 2017). In an adaptive
presentation system, the pages are dynamically generated or
built from the pieces for every user (Brusilovsky, 1999). The
content presented to the kids should not be predetermined,
but should have the power to adapt in accordance with user’s
responses.

We suppose that recognizing some special notion among
several other similar ones is a more difficult task. Every child
is able to embrace pictures and sounds corresponding to them
in different ways. For one child, it is difficult to differentiate
between words, which sound alike. For another child, it could
be difficult to differentiate between words that have a similar
pattern, whether they could have a similar shape or similar
color. Another child may have difficulty with distinguishing
words, which are semantically close to each other.

11I. SYSTEM DESCRIPTION

Empirical evidence in the learning game environment for
language development and disorders, as documented e.g. in
(Ronimus et al., 2014), emphasizes the role of perceptual
differentiation of acoustically close phonemes, i.e., acoustic
dissimilarity. Here we generalize this starting point by
hypothesizing that concept learning and identification depend
on personal comprehension of multiple parameters, such as
sound and optical representations, as well as their semantics.
Our method is based on processing the complexity level of
concept identification induced by these factors. Taking
accuracy of user's’ replies into consideration, the proposed
system will automatically increase or reduce the level of
complexity, adjusting it to the personal learning abilities of
the users, and in such a way will improve learning process.

The functionality of the approach, presented in the
previous paper (Gavriushenko et al., 2016) takes into account



differences between visual and auditory stimuli. Visual
similarity for different concepts could be measured using
Euclidean distance because of its simplicity (Wang et al.,
2005), or with Tangent distance (Simard et al., 1993), etc.
Phonetic similarity could be measured using string-based
techniques like Edit Distance, Jaro-Winkler measure
(Winkler, 1999), N-gram similarity function (Kondrak,
2005), Soundex Mokotoff (Mokotoff, 1997). More detailed
information about visual and phonetic similarity measures are
given in (Gavriushenko et al., 2016).

Assuming that sets of more alike ideas cause more
difficulties for their identification (recognition), we should
automate the process of picture selection using
multidimensional concept resemblance metric, measured as a
collection of similarity values of the three mentioned factors.
After, it is possible to personalized proposed learning
instrument via modifying the delta (A) of motion similarity
and “fiddling” with various levels of impact of the three
factors on collective resemblance.

ConceptSim (c;,¢;) = F(Simy, Simp, Sims) D
Since all of our concept similarity factors (visual,
phonetic and semantic) could be represented as weighted

functions of various similarity measuring techniques, we

ny

a) Edge-counting method  (graph-based  method):
computes the minimum path length connecting the appropriate
ontological nodes through the ‘is-a’ -links (Sanchez et al.,
2012). Identically remote pairs of ideas on the upper level of
taxonomy are computed less similar to the ones, which refer to
a lower level (Wu and Palmer, 1994). Frequently the depth of
ontology is united with the shortest path length in a nonlinear
function (Li et al., 2003), sometimes with the overlap between
the nodes (Alvarez and Lim, 2007). In (Al-Mubaid and
Nguyen, 2006), authors applied cluster-based measure on top
of a minimum length path and taxonomical depth.
Taxonomical edge-counting technique was extended by
involving non-taxonomic semantic links to the idea in the path
(Hirst and St-Onge, 1998).

b) Feature-based measures: utilize taxonomical features
retrieved from ontology. The resemblance between two
notions can be determined as a function of their general and
differential attributes (assessing similarity between ideas as a
function of their attributes) (Sanchez et al., 2012). Such facet-
based classification could be united with similarity of common
properties’ values.

¢) Combined measures: Combined measures which
involve the edge-calculation based on information content
(IC)-based measures with edge weight (Jiang and Conrath,
1997).

np ns

ConceptSim (c;,¢;) = wy * Z Wi, * Simy, + wp * Z Wi, * Simp,  + ws * Z Wi * Simg,

ky=0

kp=0 ks=0

where Wy, Wp, Wg are coefficients of weighted influence of visual, phonetical and semantic factors on (2)
concept similarity; ny, np, Ns are number of different similarity measuring techniques used to calculate
visual (Simy), phonetical (Simp) and semantic (Sims) similarity with corresponding weights of their
influence (Wi, Wi, Wig).

defined a general formula to calculate similarity between the
concepts in (Gavriushenko et.al., 2016).

General architecture of adaptive vocabulary learning was
also presented in (Gavriushenko et al., 2016). It was
concentrated on the functionality that if the learners improve,
then the system should be able to provide them with more
challenging tasks.

In this particular work, we concentrate more on semantic
similarity, not on other ones, for future testing of our
hypothesis that semantic similarity may influence learner’s
speed of learning, as well as their ability to differ words.

V. SEMANTIC SIMILARITY

Determination of semantic similarity between ideas, i.e.
comparable objects like different words or texts, has a central
role in semantic sense comprehension. To measure similarity
is not a straightforward task. The most widespread method is
to measure semantic resemblance based on domain ontology;
a theoretical model that depicts the appropriate domain.

B. Ontology-based Semantic Similarity

1I. Ontology-based semantic similarity can be estimated
with various methods (Sanchez, 2012; Bin et al., 2009):

A. Semantic Classification

In our current solution, we have limited our focus to a
domain of animals. Each domain brings certain specifics to the
metric measuring semantic similarity. Semantic similarity can
be measured differently depending on the context. The context
dependent similarities could be calculated separately and be
further aggregated using different weights for different
contexts. Thus, for the chosen domain, we may highlight
several classifications:

e Geolocation-based classification: here we
distinguished animals by geographical regions they
live in. It is a complex metric that integrates continent-
based, latitude- and climate zone based clustering.
Similarity between the clusters is calculated based on
climate groups’ hierarchy and similarity of different
continents.

e Domestication-based classification: animals could be
also divided to those who are fully domesticated by
human and live at their homes and farms, those whom
we may meet in a zoo, and those who live only in wild
nature and most probably are only seen via video
records and photos. In this case, distances between the



classes could be predefined. Also, other metrics that
define semantic similarity in other contexts may exist.
Therefore, analogically to other similarity factors, final
semantic similarity measure could be aggregated by
weighted products/sum.

e Biological species-based classification: this metric is
based on subclass hierarchy of animals classified by
biological families of animals. In this case, the most
suitable approaches to measure similarity are graph-
based techniques (e.g. Jaccard metric, Scaled shortest
path, Depth of the subsumer and closeness to the
concepts, etc.) (Euzenat and Shvaiko, 2013; Bouquet et
al., 2004; Leacock and Chodorow, 1998; Haase e. al.,
2004). Thus, we calculate semantic similarity of
concepts based on locations of corresponding nodes in
the graph, using taxonomy-based ontology that
represents class hierarchy of animals.

B. Semantic Similarity for Particular Case

The semantic similarity is calculated as distance between
the nodes in a semantic network. Our network is in fact a
biological species-based classification. The network was
created with webprotege (http:/webprotege.stanford.edu/)
from a basis found from the same platform. The ontology was
then modified by deleting classes, which do not have an
instance in our collection of words and further by stabilizing
classes and their child nodes so that each animal would be
equally far from the center node. Fig.1 presents visualization
of ontology of animals. On Fig.2 part of Coldblooded animals
are presented. On Fig.3 sub taxonomy of Warmblood animals
is depicted. The categorizations nature has the advantage of
mapping more similar Jooking animals closer to each other.
For example, dog and bear which are both mammals will be
counted as more similar, while a semantic map formed from
e.g. co-occurrences from children’s books (e.g. fish and
chicken are both frequently served dishes) might have
disadvantages of mapping similarities between visual forms.

V. PROCESS DESCRIPTION

The aim of this work is to test the hypothesis, that
semantic distance influences children's’ learning, as well as to
see how children behave using this system. The system is a
game-based learning environment for mobile phones and
tablets, which presents tasks to a learner where one should
point a referent from an array of pictures according to a sound
(the object’s name) which is heard from headphones.

The main goal is to determine which distractors affect
learning more, choosing the pictures from the ones that are
more similar versus less similar to the target. More precisely,
whether choosing the right referent item is easier if the
distractors are not similar to the target item.

To determine this, we chose to provide two main settings
for the application. One that provides trials with most similar
items and one with most distant items. To minimize the effect
of previously known words and to determine results, we
divided the game into three phases: filtering, learning and
testing.

The filtering phase provides two trials per each item until
the learner has answered incorrectly to target amount of items.
Two trials per item were chosen, because answering twice
correctly by chance is less likely than doing it once.
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Figure 1. VIZUALIZATION OF ONTOLOGY FROM WEBVOWL

(http://visualdataweb.de/webvowl/)

Once enough previously unknown items are collected,
these items are then included in the learning phase, which
provides four trials for each item. The first trial of learning
phase presents the item alone and expects the learner to
choose it. This is immediately followed by two trials with
different distractors.

When all the learning items have been presented in four
trials, the system proceeds to the testing phase. In this phase,
all target items are presented once more with the same
distractors as in the filtering phases for the first trial.

The distractors are chosen as follows: the semantic
distance matrix is sorted for each concept starting from the
most semantically distant (means that distant between words is
minimal) to more semantically close (means that distance
between words is minimal). Then we will be showing the most
semantically distant distractor concepts for avoiding
semantical influence on the process of filtration, learning and
testing.

The amount of trials, which should be presented, in one
level is calculated from approximates as follows. One trial
consists of (1) presenting the trial and the sound, (2) waiting
for the answer from player and (3) the feedback animations,
each taking approximately two seconds. In sum, this would be
six seconds per trial, which means that we can fit
approximately ten trials in one minute. In this case, we chose
to fit the levels with ten trials in filtering, nine in learning and
ten in filtering. Like this, one filtering level will contain five
different items, a testing level contains ten, and a single
learning level fits handling three items. This means that ten-
minute exposure time for trials is enough for 90 trials. The



time between levels is not controlled, and not calculated as
stimulation time.
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Figure 2. CLASSES OF COLDBLOOD ANIMALS

C. Filtering Process

In the first phase, the aim is to filter out the words which
Filtering Process the learner already knows, so that we will not
include them as words which the child should learn during
playing. Preliminary test at the beginning of the game checks
if child knows any concepts from the predefined pool of the
concepts. For example, child receives 20 pictures of concepts
and the system checks each of the concept. If the child
answers correctly about some particular concept few times,
then system reduce this concept from the pool of presented
concepts and until there will be only set of “unknown”
concepts for that specific child.

Filtering process steps are as follows (Fig. 4):

1. We are building a matrix of distances (semantic
distances). This matrix will show how particular

concepts are distant (how they are not similar) to

other concepts.

<¢ Home | Animal

Classes = Properties = Individuals =

Create Delete Waich Search
= © owl:Thing
= O Animal
@ © Coldblooded
- 0 Warmblooded
= O Bird
= © Dinosauria
0 Dinosaur
= © Mammal
= Q Flying
@ Q) Chiroptera
= O NonFlying
= 0 Bovidae
© Antelope
© Cow
© Goat
O Sheep
© Wildbeest
2 Q Bradypodidae
© Sloth
= 0 Camelidae
© camel
© Lama
= Q camivore
@ O Fissipedia
@ O Herpestidae
@ © Hyaenidae
@ O Pinnipedae
= 0 Cervidae
O Deer
© Moose
= Q Elephantidae
© Elephant
© Mammoth
2 0 Equidae
O Donkey
© Horse
© zZebra
@ Q) Erinaclidas
@ Q Girraffidae
@ O Hippopotamidae
@ Q Leporidae
@ O Marsupial
@ O Mephitidae
@ 0 Mustelidae
@ Q) Myrmecophagidae
@ Q) Odontoceti
@ Q) Primate
& O Procionidae
@ Q) Rhinocerotidae
@ O Rodent
@ 0 Suidas
@ Q) Talpidas

Figure 3. CLASSES OF WARMBLOOD ANIMALS
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Figure 4. FILTERING PROCESS

We are sorting matrix for each concept from the most
semantically distant (means that distance is
minimum) to more semantically close (means that
distance is high). Like from 0 to 10. In addition, we
are showing the most semantically distant distraction
concepts just to avoid semantic influence on the
process of the filtration.

The system contains x amount of words which are all
presented referent recognition tasks. The
distractors in these tasks are selected from the most
distant distractors as possible. Each item is presented
two times with two different sets of distractors. The
selection is done by choosing first the required
amount of nodes from the furthest nodes for two
trials, twelve in our case, since each trial requires six
distractors and then every other of these is chosen to

in

Fig.

the trial. The formula for the amount of concepts that
we are taking as a distraction ones = N showing times
* N distraction concepts.

The order of the filtering trials is the same for each
learner and familiarity is not considered in choosing
the objects. The trials proceed in previously
determined order so that none is presented twice in a
row. The position of the correct object is randomized.
If the learner answers incorrectly to both trials for
one word, this word is then considered novel and
added to a list of words which would be exposed to in
the learning phase. In filtering phase, the learners do
not get feedback to their answers.

5 shows a typical task in filtering phase where the

correct item is ‘Baboon’. As exemplified, the other items are



selected from the most distant nodes; none of them
mammals like the baboon.

Figure 5. FILTERING PROCESS IN A GAME

D. Learning Process

The learning phase proceeds similarly as the filtering, yet
learners are exposed only to the novel words. Before starting
the learning phase, the same amount of words is chosen to
every learner, so that the amount of trials and exposure time is
the same for all players. In practice, this amount is the same as
the amount of novel items of the learner that knew most of the
words in advance, yet maximum of 20 words to control the
total time of the experiment. These novel words are then
presented in trials as follows. The experiment group’s
distractors are chosen from the most similar nodes in the
network and the control groups in contrast, from the most
distant items. These distractors are chosen in practice similarly
as in filtering phase — twelve nodes for each word (six for
both trials with distractors), choosing every other for the trials
so that the same distractors are not shown with the same item.
If familiar items are amongst these words, they are left out and
another is chosen instead. Note that it is possible though, that
some of the distractors are repeated amongst trials with
different target items. Each word is presented first without
distractors, immediately followed by two trials with six
distractors. If the answer is incorrect, the correct answer is
shown and the incorrectness is indicated with a sound and an
avatar-animation (frowning, shaking head). If the answer is
correct, this is indicated with a sound and an animation with
the avatar (smiling, nodding). After all words are gone
through, the game proceeds to the testing phase. Fig. 6 shows
learning process.

E. Testing Process

In the testing phase, all words, in same order as learning,
are presented in the trials with most different or least different
words depending on whether the learner is in the control or
experiment group. The distractors are then the same ones as in
learning phase’s first trial. Feedback of correct and incorrect
answers is given similarly as in learning phase.

Figure 6. LEARNING PROCESS IN A GAME

®@

VL CONCLUSIONS AND FUTURE WORK

We presented here a design of a learning game for late
talkers, whose prototype is also available. The main ingredient
of the proposed system is its adaptivity based on the semantic
similarity. The overall game play was divided into filtering,
learning, and testing phases.

The goal of this work was a prototype developing of
AdapTalk learning game for children for future improvement
of their vocabulary. According to our hypothesis that semantic
distance between words could influence learning process, we
developed learning game, which takes into account those
distances.

In the future work, the proposed system will be tested with
the children from kindergarten. We plan to compare control
and experiment groups of children to study the efficiency of
the game design. Especially, we can study the times a child is
spending on filtering, learning, and testing phases. Also, the
results of the filtration and testing (i.e., correct and incorrect
answers) will be analyzed. After analysing the corresponding
log files one can make rigor conclusions on the role of
semantic similarity in vocabulary learning for young children.

First, testing of AdapTalk should be made with normal
children to see if they are recognizing distances. After that to
test this learning game with slow learners to see if they have
the same learning capabilities as normal children and if
semantic distance of the words also influence them. According
to the analyzed log files it will be possible to make
conclusions and based on them make adaptation process
where semantic distance will be regulated according to
learners’ progress in extending vocabulary.
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