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diss.

In this thesis DNA based structures were utilized to create gold nanostructures for nanosensing and nanoelectronic applications. In the past, both of these fields have been dominated by the conventional lithography methods, e.g., electron beam lithography and UV-lithography, but more recently scaling down the components by these techniques has become increasingly more complex and costly. Especially in the micro- and nanoelectronics, the increase in the component density and thus computational power would require fabrication of sub-10-nm components, which is challenging for the top-down approaches. Aforementioned developments have led researchers to seek alternative methods to fabricate these components using so-called bottom-up approaches, that could offer less complex, faster and cost-efficient ways to fabricate the desired structures. Two of the most promising candidates for this task have been the deoxyribonucleic acid and metallic nanoparticles due to their unique optical, mechanical and chemical properties, which allow almost seamless interfacing between the two, yet still incorporate their essential optical and electrical properties, that is typically more difficult to achieve using other pairs of organic and inorganic compounds.

Three distinct fabrication methods were investigated to create three different nanodevices. The new DNA assisted lithography method was used to create metasurfaces covered with arbitrary, highly defined metallic shapes, e.g., nanoantenna bowties. The more traditional hybridization based patterning of gold nanoparticles on DNA template was used to create DNA and gold nanoparticle assemblies, which applicability as a single electron transistor was demonstrated. Finally, DNA and gold nanoparticle based assembly was utilized as an electric field controllable probe to investigate the folding and unfolding properties of a hairpin-DNA molecule.

Metallic bowtie antennas have interested researchers due to the high field en-
hancement between the two triangles, which could be used in e.g. surface-enhanced Raman spectroscopy. However, the current fabrication techniques have been mostly limited to infrared region due to the size and shape restrictions. By using dark field microscopy, we have showed that the new fabrication method is able to produce highly defined structures in a wafer scale and having their desired optical properties at visible regions even on high-refractive index substrates, where both of the features have not been feasible to accomplish before.

Single stranded DNA functionalized gold nanoparticles are one of the standard tools to develop nanoscale applications, from nanopatterning to diagnostic detection. Functionalization scheme using DNA and AuNPs was utilized to fabricate two vastly different assemblies: pearl-like, three gold nanoparticle linear chain on DNA template and AuNPs coated with biotinylated DNA strands, which were further immobilized to chimeric avidin coated gold surface via strong biotin-avidin interaction. For the former case, dielectrophoresis trapping was employed to position these pearl-like DNA-AuNP assemblies between a fingertip electrode structure for current-voltage characterization. It was observed that the plain, pearl-like DNA-AuNP assemblies did not conduct a current, which was most probably due to too large air gaps between the AuNPs. Thus the structures were extruded larger by chemical gold growth process. After that the current started to flow when a threshold voltage was reached, i.e, where after the Coulomb blockade was observed for a few samples from 4.2 K up to room temperature. For the latter case, the sandwich assembly of gold surface-avidin-DNA-AuNP was used to study the conformational changes of a hairpin-DNA by electric field induced motion of the AuNP, where the motion of gold nanoparticles either caused the DNA to stretch and unfold or relax and fold back.
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Väitöskirjani keskittyty metallisten nanorakenteiden valmistamiseen DNA-pohjaisten rakenteiden avulla, joita voidaan hyödyntää sähköisinä sekä optisina komponentteina tai antureina. Perinteisesti tällaisten komponenttien valmistamiseen käytetään elektronisuihku- ja UV-litografiata, joissa suuret kokoluokan kappaleessa pyritään eri prosessointimenetelmillä, kuten syövyttämällä, tekemään pieniä komponentteja. Kuitenkin komponenttien koon pienentymisessä alle 100 nanometriin niiden valmistus näillä litografiamenetelmillä on entistä vaikeampaa ja monimutkaisempaa. Tämän takia on alettu kehittää erityisesti ”alhaalta-ylös” menetelmiä, joissa yksittäisistä atomeista, molekyyleistä tai nanohiukkasista pyritään kokoamaan nanokomponentteja liittämällä niitä toisiinsa. ”Alhaalta-ylös” menetelmien kohdalla kaksi hyvin yleistä ja tässäkin väitöskirjassa käytettyä materiaalia ovat deoksiribonukleinihiappo eli DNA ja kultananohiukkaset, koska näitä materiaaleja voidaan helposti yhdistää toisiinsa menettämättä kummankaan materiaaliin haluttuja optisia, kemiallisia tai sähköisiä ominaisuuksia.

Väitöskirjassani tutkittiin kolmen eri valmistusmenetelmän soveltuvuutta nanorakenteiden valmistamiseen. DNA-avusteisessa litografiamenetelmissä tarkoitukseena oli tuottaa safiiri- tai piinitäridisto, jotka olivat käytetyn metallin sähköisiä, joita voidaan käyttää esimerkiksi pintavahvistetuissa Raman spektroskopioissa. Kuitenkin aallonpituus, jolla valo vahvisti virittää sähkökentistä, riippuu hyvin vahvasti nanorakenteen koosta. Johtuen nykyisten valmistusmenetelmien rajoituksista tämä aallonpituus on yleensä infrapuna-alueella.
DNA-avusteisen litografia menetelmän avulla onnistuttiin pienentämään rusetin muotoisten rakenteiden kokoa niin, että muodostuneiden rakenteiden optiset ominaisuudet olivat näkyvällä aallonpituusalueella.
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Chapter 1

Introduction

1.1 Deoxyribonucleic acid

Deoxyribonucleic acid or DNA is and has been an essential part of human evolution. Intricate in design and prone for mutations, the genetic coding of DNA contains the key to life itself, which is the reason why this molecule has prompted a lot of interest over more than two centuries [1, 2]. Although necessary for the evolution of life, its existence remained mystery until 1860s, when the first hints of the DNA were discovered by Friedrich Miescher [1]. The research on the nature and structure of DNA continued until 1953, when Watson and Crick proposed that the DNA forms a three dimensional double helix structure [3]. This realization was due to several related studies conducted in the same period. First, it was suggested by Phoebus Levene [4] that the DNA is composed of phosphate-backbone, sugar and bases, and later Chargaff [5] continued on this by dividing the bases in the two complementary pairs: adenine-thymine and cytosine-guanine. It was also proposed, that these pairs do not crosslink in neutral pH conditions. Finally, the X-ray crystallography studies of DNA by Franklin and Wilkins [6] allowed Watson and Crick to introduce their double helix model, where bases of individual DNA strand would bind to another strand, which had the complementary base sequence. Together these findings laid foundation for what has become the DNA nanotechnology.

For few decades after the work by Watson and Crick, the DNA related research concentrated on, e.g., discovery of the human genome and trying to understand the nature of DNA coding. Also during this period, oligonucleotide synthesis, DNA sequencing and thermal cycling based on polymerase chain reaction (PCR) started to emerge, where the base sequences of arbitrary single DNA strands could be precisely determined and produced [7-9]. This revolutionized many fields of industry by enabling, e.g., tailoring of plants to be resistant against insects or to enhance production of certain proteins in food industry [10], cloning of plasmid pBR322 for cheap mass-production of human insulin in medical industry [11] and the DNA fingerprinting method for forensic science familiar from TV series and
movies [12]. At the same time, a smaller research area started to evolve, where synthetic DNA strands could be used to form desired nanostructures. These studies started by Nadrian Seeman [13] have over the year bloomed into a wide research field known as the structural DNA nanotechnology.

1.2 Surface plasmons: From inception to modern day

In contrast to DNA, the research on Surface Plasmons (SP) has been more turbulent and the studies of SP can be roughly divided into two parts: the surface plasmon polariton (SPP) and the localized surface plasmons (LSP). Although fairly similar in concept, distinctions between the two can be drawn from the historical perspectives and the nature of the SP. The LSP based applications such as colloidal nanoparticles have been mainly produced using chemical methods, where the unique and peculiar LSP properties of metallic (gold) nanoparticles has been utilized since the times of the Roman empire [14], while the field of SPPs typically involves modern physics in sample fabrication and utilization and has been mainly developed during the same time as the DNA nanotechnology.

The starting point, when the whole field of study of the SPP started to mature, can be pinpointed to the end of the 19th century and the beginning 20th century. The work done by Zenneck and Sommerfeld [15] introduced key concept of electromagnetic plane waves propagating along an interface of two media in 1900s. Later in 1950s and 1960s Pines and Bohm [16], Ritchie [17] and Stern and Ferrell [18] furthered the understanding of SPPs. It was at this point that the SPP was described as an excited collective electron wave propagating on the interface of the metal and dielectric interface. During 1960s and the following decade, these concepts were studied extensively by, e.g., Kretschmann [19], Otto [20] and Fleischmann et al. [21] with the development of techniques such as Surface enhanced Raman Spectroscopy (SERS) and total internal reflection based Surface Plasmon Resonance (SPR).

At the same time on LSP side, the work on the theory of the absorption and the scattering of spherical, metallic nanoparticles by Mie [22], development of synthesis methods to produce colloidal particles by Bredig [23] and later by Turkevich [24] and studies of stability under different ionic conditions by Smoluchowski [23] fueled the interest on the LSP properties of the metallic nanoparticles. These findings have led into applications in the fields of, e.g., fluorescence enhancement [25, 26], catalysis [27, 28] and non-invasive bioimaging [29, 30]. More recently, the combination of nanoparticle probes/actuators and functional surface [31, 32] or metasurfaces [33] have attracted interest of researchers due to possible applications in super-resolution imaging or molecular logic gates [34–37]. Fabrication and utilization of such surfaces is also one of the topics investigated in this thesis.
1.3 Colloidal gold particles

Third subject of this thesis is the incorporation of DNA and colloidal gold nanoparticles (AuNP) into nanoelectronics. Starting from the work on semiconductor transistors by Bardeen, Brattain and Shockley in 1940s [38], one of the aims in 20th and 21st century is the development of evermore sophisticated electronic devices. The fundamental requirement for this is the increasing miniaturization of the electronic components, since the computational power is directly proportional to the number of component or, in other words, the density of the components. From 1940s and continuing until the present day, this miniaturization has required several innovations to shrink the transistors in the integrated circuits (IC) well below 1 µm range, typically using conventional lithography methods. However, when scaling close to sub-10-nanometer scale, these conventional top-down methods have become increasingly complex and costly, although resolution of 7 nm has been demonstrated in literature [39]. For these reasons, there has been growing interest for alternative bottom-up methods to overcome these limitations.

Recently, one of the more interesting electronic components or devices has been a single electron transistor (SET) due to the simple design of the structure and confined size, which could further drive the miniaturization of the transistors in the ICs. The main drawback of the SET is the physical size dependent operation temperature, which has mostly meant that UV-lithography fabricated SETs have been operating only at cryogenic temperatures. Here, the bottom-up techniques can offer simpler and straightforward way to produce SETs with the desired dimensions. In the past, techniques such as phase-shift mask UV-lithography [40], deposition of cadmium selenide nanocrystals [41] and molecular deposition at cryogenic temperatures [42] have been used to fabricate SETs working at room temperature. However, the implementation of these techniques to the semiconductor industry remains challenging due to, e.g., post-purification of unwanted debris or the highly sophisticated (complex) nature of the fabrication process. Meanwhile, gold nanoparticles have also peaked interest in the nanoelectronic application, since their size can be scaled down to few nanometers and they offer fairly simple fabrication tool due to readily accessible functionalization schemes.

1.4 The content and the aims of the thesis

The premise of this thesis, as it is written in the title, is to tackle the aforementioned challenges of the fabrication and utilization of metasurfaces, nanoscale actuators and nanoelectronics components by use of two different materials: gold and DNA. This choice is due to several reasons. First, gold is an unique material for the synthesis, since it does not form native oxide unlike silver and copper, plasmonic properties of gold are in the visible region, which makes many applications easier to real-
ize, and it has easily exploitable chemistry to attach certain chemical groups \[43-45\]. Secondly, DNA has the robust and well-defined self-assembled properties and can be easily functionalized with desired chemical groups, which allows attachment to gold nanoparticles. The aim of the thesis is to further advance the development of DNA and gold based nanostructures and their applications.

The chapter 2 of the thesis introduces the theoretical background of the DNA nanotechnology, colloidal particles, single electron nanoelectronics and surface plasmons. Also, the SP related imaging techniques are presented in the context of the experimental studies of the thesis. The chapter 3 bundles together the fabrication and the optical characterization of gold nanoparticle-DNA based nanoactuator and the DNA assisted lithography made gold nanostructures. Different fabrication steps of the nanoactuator assembly are presented and analyzed and binding affinity between the immobilized actuator and the surface is optimized. Then the nanoactuator is used to study the folding properties of single stranded DNAs and a looped hairpin-DNA. In addition, the new DNA assisted lithography method is employed to fabricate metasurface covered with arbitrary shaped metallic structures like bowtie antennas and cross structures. It is also demonstrated that the maximum enhancement wavelength of these antennas is in the visible region, which has been difficult realize with other approaches. The chapter 4 involves fabrication of linear, pearl-like assembly of gold nanoparticles using a DNA template. To demonstrate that this assembly functions as a single electron transistor, it was first trapped between fingertip electrodes using dielectrophoresis. Next, the differential conductance and current-voltage characteristics were measured, where the Coulomb blockade behavior, that is prerequisite for the SET, was observed even at room temperature. Finally, the conclusions and future prospects for the different approaches are discussed briefly.
Chapter 2

Background and theory

This chapter is divided roughly into five parts. First part is devoted to describe the structure of DNA, different fabrication and nanopatterning schemes of DNA nanoassemblies and how DNA and gold nanoparticle based nanoassemblies can be utilized as bioactuators and biosensors. Next, the synthesis, chemical properties and chemical growth of gold nanoparticles are explained in details. After this, the plasmonic properties of gold nanoparticle assemblies and gold nanoshapes are discussed in the context of the Mie theory and the Quasistatic approximation. The final two sections present the theoretical backgrounds for single electron effects and also introduce dielectrophoresis, that is used to isolate nanoobjects for electrical studies.

2.1 DNA structure

In nature, the DNA forms double helix structures as shown in figure 2.1 which consist of two single stranded DNAs (ssDNAs) woven together via hydrogen bonds. The ssDNA itself consists of 2′-deoxyribonucleotide monomer units or nucleotides in short, that are composed of three different subunits\(^3\)\(^4\): aromatic nitrogenous base, phosphate group and 2′-deoxyribose (monosaccharide or sugar). The 5′ end of the phosphate group of one nucleotide can be linked to the 3′ end of the sugar subunit of another nucleotide via phosphodiester (\(PO_4^{−3}\)) bonds thus creating chain of nucleotides or oligonucleotides with negatively charged sugar-phosphate backbone. There are four distinct bases as shown in figure 2.1a: adenine, thymine, cytosine and guanine. These bases form complementary pairs, and in neutral pH conditions this pairing will follow the Watson-Crick base pairing\(^3\): adenine pairs with thymine and cytosine with guanine.

When two ssDNAs with complementary base sequences are mixed together, they will form the double helix structure or double stranded DNA (dsDNA) (figure 2.1b). Here, the complementary bases of the two strands are linked together via hydrogen bonds and along the strands the nucleobases interact via base-stacking interactions (van der Waals and dipole-dipole), which will stabilize the whole chain.
For these reasons, the more the strands have mismatches in pairing the less stable the resulting dsDNA is. It should be noted that any two arbitrary DNA strands will try to form double helix on their longest complementary sequence parts, which is also utilized in formation of DNA nanostructures.

The helix structure itself can have several different forms depending on the conditions of the surrounding medium (see figure 2.1b-d): B-form (B-DNA), A-form (A-DNA) and Z-form (Z-DNA). B-DNA is the most stable form under physiological conditions. Its helix is right-handed with the diameter of 2 nm, 10.5 base pairs (bp) per helical turn and the helical rise is 0.34 nm per base pair. A-DNA has the same handed turning, but the diameter and the helical turn are slightly larger (2.6 nm and 11 bp per turn) and the helical rise is slightly smaller (0.26 nm per bp). In contrast to B- and A-DNA, Z-DNA is left-handed with the helical rise 0.38 nm, the helical turn 12 bp per turn and the diameter of 1.8 nm.

More exotic forms of DNA are G-quadruplex (G4-DNA) and triplex structures (H-DNA) [52,53]. The G4-DNA structure is formed in guanine rich strands, where one, two or four strands form stacked, square planar arrays of four guanines via Hoogsteen hydrogen bonding [54]. In the presence of metal cation like K\(^+\) or Mg\(^{2+}\), these G4-DNA will self-assemble into stable, long wires called G-wires [55], which can be used as switches or nanowires [56,57]. In the case of H-DNA, third DNA strand is attached to dsDNA either by T binding to T-A base pairs, or G or N-3 protonated C (C+) to C-G pairs. The N-3 protonation requires acidic pH conditions, and hence the triplex form is not common in nature. Still, H-DNA structures can be stabilized at physiological conditions by, e.g., polyvalent cations like spermine and spermidine or modification with phosphorothioate groups [58].

**Figure 2.1:** (a) Illustration of the DNA double helix. Aromatic bases are connected to the deoxyriboses (sugar) from one side and the phosphate groups from the other side of the sugar. Due to the specific hydrogen bonding in neutral pH conditions, the adenine base will only bind to thymine base and similar pairing happens with cytosine and guanine. The nucleotides are connected together by formation of phosphodiester bonds between the 5’ and 3’ ends of the phosphate groups. (b)-(d) Structural view of B-DNA, A-DNA and Z-DNA, respectively. Figure b-d created using UCSF Chimera and Nucleic Acid Builder [47,48].
Overall, the structure of oligonucleotides with complementary pairing scheme is the basis for encoding the genetic information with DNA, since the base sequences contained within the nucleotide chains are unique for different physiological functions in nature. This is also exploited in the synthetically made DNA self-assembled nanostructures, where the base sequences of the used oligonucleotides are designed in such way, that when the mixture of the oligonucleotides is heated to elevated temperature and cooled down to room temperature, the desired structure will self-assemble. The DNA self-assembly into nanostructures or nanoshapes, the folding process and the temperature ramping has been discussed extensively in the literature [59–61], which is outside of the scope of this thesis. Instead, the resulting DNA self-assembled structure will be discussed in the following sections.

### 2.1.1 DNA self-assembled nanoconstructs

The dawn of synthetic DNA nanostructures can be attributed to fabrication of the branched DNA junctions by Nadrian Seeman [13, 62] as illustrated in figures 2.2a and 2.2b. The revolution was to utilize so-called “sticky-ends”, which are unpaired ssDNA overhangs protruding from the structure, and that can hybridize with complementary, targeted “sticky-end”-strands. These “sticky-ends” established building-block approach, where overhangs from one branched junction or block would attach to several other blocks thus forming a 2D network as shown in figures 2.2b and 2.3a. However, the branched junctions are not very stiff, which is crucial in many applications. This led into development of crossover junctions, where large number of short ssDNAs are partially hybridized with each other to form crossover junctions between two or more dsDNAs. The resulting 2D DNA-structures have been formed from, e.g., double crossover tiles (DX-tile) [63], triple crossover tiles (TX-tile, see figure 2.3b) [64] and tensegrity triangles [65]. These crossover based tile structures have been used as building blocks to create grids [66, 67], ribbons [66], triangles [65], nanotubes [68] and even 3D lattice structures [69].

![Figure 2.2](image)

**Figure 2.2:** (a) Structural view of the Holliday junction. (b) The schematic view of the Holliday junction hybridization scheme.

However, this partial hybridization scheme of short ssDNAs is inherently unstable due to sensitivity on the stoichiometrical ratio between the strands: missing
FIGURE 2.3: Building block approach to fabricate DNA self-assembled structures. (a) Sketch of tensegrity array and an AFM image of the array on a mica surface. The scale bar is 100 nm. (b) Left: Sketch of TX-tiles A, B, C, C' and D and different array configurations. Right: AFM image of ABC'D TX-tile array. Adapted with permission from [65, 67]. Copyright 2000 and 2006 American Chemical Society.

even one strand will destabilize the structure, and achieving even decent yields for complex structures requires multiple reaction steps followed by laborious purification. Also, limiting the size of the overall structures in building block approach sets extra self-terminating constrains into the design of the blocks, which is not necessary desirable. These underlying problems led into development of the DNA origami approach [70], where, instead of using multiple short oligonucleotides, one long, 7.429 kb viral scaffold strand (M13mp18) is folded into desired, arbitrary shape using shorter staple strands in an one-pot experiment with relatively high yields (see figure 2.4). To emphasize popularity of DNA origami, several softwares have been developed for designing origamis, even with twist corrections [71, 72]. One major advantage of DNA origami over the building block approach is that all the staple strands can be easily extended to incorporate “sticky-ends” to anchor different nanomaterials, which can be utilized for non-periodic patterning with 4-6 nm resolution [70, 73]. The DNA origami design was later extended to 3D structures, e.g., boxes or containers [74, 75], bars [72], bridges [72] and curved 3D structures [76] by introduction of the familiar crossovers or using continuous DNA origami sheets (see figures 2.4a and 2.4b).
Besides the DNA origami and building block approaches, polygonal DNA meshes can be used to form DNA nanostructures \[77\]. Similarly as in the origami approach, one long scaffold strand is folded into the desired shape using smaller staple strands. However, the scaffold strand length and sequence are determined by first dividing the structure into triangular meshes, where each side of the triangle consists of one DNA double helix, and then solving the composition of the strands using computational methods with following constraints: the used scaffold strand should not cross itself and the vertex junction should always be planar. Figure 2.5 shows two different 3D shapes folded using the polygonal meshing method: a bottle and a helix with pentagonal cross-sections. Here, the advantage compared to the DNA origami is the higher complexity, thermal and low-salt stability of the folded structures, but functionalization and use as a breadboard can be more challenging due to higher flexibility. In the context of this thesis, we are considering the planar 2D TX-tile and DNA origami based platforms for either nanoparticle patterning or creating metallic shapes.

For any electrical applications, it is important to know the nature of DNA conductivity, which has been a hot debate for more than a decade. Plethora of studies has been published on the matter, results ranging from insulating, to semiconducting and all the way to ohmic or even superconducting behaviour \[78–81\]. Also, the conductivity has been found to be strongest along the helical axis and heavily dependent on the connections between the DNA and the external contact electrodes.
Although the exact nature of the DNA conductivity has not been fully clarified, several theories [82–84] exist to explain the variations in the experiments. These include tunneling through the DNA double helix, charge hopping between discrete bases and charge hopping between base domains. The discrete base hopping model involves charge hopping between guanine bases and tunneling though any thymine-adenine base pairs. The domain model has similar premise but guanine bases are now extended to several bases, where electron distribution throughout the domain is delocalized due to matching $\pi$-orbital stacking, and charges tunnel from one domain to another. It is evident that the hopping mechanisms depend on the sequence and the conformation of the DNA and can extend to long distances, but the tunneling can be considered relevant only in short distances. In our case, the TX-tile structure presented and used in this thesis has been proven to be very poor conductors in dry or ambient conditions [85], so we will exclude the intrinsic conductivity of the DNA from any electrostatic descriptions.

### 2.1.2 DNA self-assembled nanostructures in nanopatterning

As already discussed, plain DNA structures can be considered as poor conductors in dry state due to loss of the stacked alignment of the basepairs [78,79,84,85]. Although dry DNA structures are in a collapsed state, they will conserve the overall shape and retain any existing attachments to the nanocompounds, which makes it ideal for nanoscale patterning. The patterning schemes usually involve protruding ssDNAs as anchoring points, since ssDNA can be readily modified to incorporate
**Figure 2.6:** DNA self-assembled nanostructures as templates. The scale bars are 200 nm in j and l, 100 nm in h-p and 20 nm in c. (a), (b) Left: Sketch of biotin modified DNA grids, where every second or all junctions can be used to immobilize streptavidins (STV). Right: AFM images of the grids with immobilized STVs. (c) STVs immobilized on biotin modified origami to display the coat of arms of Ukraine. (d) Sketch of binding of biotin-ssDNA functionalized CNTs to SVT modified origamis. (e), (f) AFM images of CNT aligned on DNA origamis. (g), (h) Illustration of X shape by DNA origami structure and transmission electron microscope image of the same shape after gold cluster coating. (i) SEM and (j) AFM images of letter H patterned on rectangular DNA origamis by biotin-ssDNA coated AuNPs. (k) and (l) shows similar pattern for letter O as in figure i and j. Figures (m)-(p) show how the initial four AuNP pattern can be extruded larger using chemical gold growth methods. Figures (a),(b) and (i)-(p) adapted with the permission from [86, 87]. Copyright 2005 and 2011 American Chemical Society. Figure (c) adapted with the permission from [88]. Copyright IOP Publishing, 2009. Figures (d)-(h) adapted with the permission from [89, 90]. Copyright John Wiley and Sons, 2011.
desired chemical groups like biotin and thiol (SH) or nanocompounds with complementary ssDNAs can be connected to them. In the latter case, the phosphate backbone of the hybridized double helix between nanocompound and DNA template is partially disconnected, which can be problematic in some cases. However, the backbone can be post-treated using ligase to covalently bond together the 3’ end of the nanocompound side and 5’ end of the DNA template.

The DNA patterning has included, e.g., biotin modified grid structure or origami to attach streptavidins [86,88] (see figures 2.6a-c), ”sticky-end” attachment of DNA coated carbon nanotubes to DNA origami template [91], attachment of biotinylated ssDNA coated CNTs to biotin modified origami template using streptavidins as linkers [89] (see figures 2.6d-f), direct immobilization of amine coated gold clusters to DNA origami using Coulombic attraction [90] (see figures 2.6g and 2.6h) and attachment of ssDNA coated metallic NPs via ”sticky-ends” hybridization to origami template [87,92-94] (see figures 2.6i-p). Especially the hybridization scheme involving gold nanoparticles and DNA has been widely used in this field, and it is also utilized in this thesis. Establishing firm binding requires several (over 10) ssDNA anchoring points for one AuNP, although even one anchoring point has been utilized. During the hybridization, the DNA platforms and the ssDNA coated AuNPs are mixed in either 1:1 ratio or using overabundant amount of AuNPs in solution. Then the mixture is either incubated at room temperature for several hours or a temperature ramp is utilized to first dissociate the undesired DNA bindings and then hybridize the complementary DNA bindings. In general, the AuNP-DNA platform attachment scheme has a higher yield (77-98 %) [92-94], when there are multiple anchoring points and an overabundant amount of AuNPs. Dropping the ratio to 1:1 or using less anchoring points results in a lower yield (~45 %) [95]. Also, the room temperature incubation is sufficient if the AuNPs are anchored using multiple ”sticky-ends”.

After attachment or immobilization, these DNA-AuNP assemblies can be post-treated by growing the AuNP larger using chemical methods as shown in figures 2.6m-p, which will be described in the later sections. This tactic has also been successfully incorporated to DNA mold casting technique to produce different metallic nanoshapes [96,97]. It should be pointed out here, that in the aforementioned techniques the DNA structure itself does not metallize or cause growth. On the other hand, the direct metallization of ssDNAs, dsDNA and DNA self-assembled structures can be achieved using different chemical reactions and has been studied quite extensively with different metal, e.g., silver [98], palladium [99], nickel [100], copper [101] and platinum [102]. However, the results have mostly been grainy structures, which is not desirable in the fabrication of electronic or plasmonic components.
2.1.3 DNA based assemblies as actuators and sensors

One of the earliest applications of nanotechnology are the biological sensors, which have their roots in the medical and the food industry\cite{103} to detect, e.g., pathogens and antibodies. Traditional sensors such as ELISA immunosensors have been utilized since 1960s, but due to the poor sensitivity and detection limit of these sensors researchers have sought new methods and materials to overcome the limitations. In a related field, micro- and nanoactuators have attracted attention over the years as promising and novel techniques for, e.g., motors\cite{32}, computing\cite{104,105} and nanoreactors\cite{106}. These actuators have also been incorporated into sensing, where a typical sensor consists of a probe immobilized to a sensor substrate. The immobilization is typically via either a targeted molecule or a compound used to recognize the target material. This probe can be also manipulated using, e.g., magnetic\cite{107} and electric fields\cite{108,109}, solution flow\cite{110,111}, optical tweaking\cite{112} and molecular, protein or ionic interactions\cite{113,114}. Here, DNA and gold nanoparticles have been heavily utilized in both actuator and sensor applications. Since one of the aims of this thesis is to fabricate a new DNA and gold nanoparticle based actuators and sensors, it is suitable to review some of the DNA and gold nanoparticle related advancement in this field.

One of the more extensively studied schemes is the DNA origami based actuators. For example, Ke\textit{et. al.}\cite{114} designed four-arm, rhombus shaped DNA origami structure shown in figure 2.7a, where the distance between the two capture strands (green lines protruding from the scaffold) could be adjusted by changing the length of the strut (blue and black lines) via hybridization of ssDNAs with varying lengths. By binding two inactive fragments of enhanced green fluorescent protein (eGFP) to the capture strands, it was demonstrated that this structure could be utilized as a switch, since the eGFP fragments exhibit fluorescence only when they are brought close enough to each other. Individual DNA strands can also be moved, stretched and even cleaved using electric fields. Gao\textit{et. al.}\cite{116} demonstrated that surface immobilized dsDNAs can be selectively removed from the surface by Coulombic interactions between electric field and negatively charged dsDNAs. The selectivity was achieved by tuning the length of the dsDNA, where the shorter human genomic DNA was removed before the longer λ-DNA.

Figures 2.7b and 2.7c show two examples of AuNP based actuator or sensor system. Block\textit{et. al.}\cite{111} demonstrated that the solution flow can be used to move surface immobilized gold nanoparticles with the diameter up to 105 nm. Here, nanoparticle tracking analysis (NTA)\cite{117} was applied to solve the hydrodynamic radius $R$ of the particles. In a more static approach, Pilo-Pais\textit{et. al.}\cite{115} used gold nanoparticle and DNA origami assembly to enhance SERS signal of 4-aminobenzene-thiol (4-ABT). Here, a rectangular DNA origami was used as a breadboard to attach four gold nanoparticles (tetramer) or one particle (monomer) into the corners of the origami. These particles were then enlarged using silver metallization kit to pro-
FIGURE 2.7: Different DNA based nanoactuator and sensor systems. (a) The upper row shows schematic images of four-arm, rhombus shaped DNA origami actuator, where the distance between the two capture strands (green lines) can be adjusted by hybridizing the strut with different ssDNAs (blue lines). The lower row shows TEM images of the four-arm actuator corresponding to the different hybridization situations. The scale bars are 20 nm. (b) A schematic view of AuNP based actuator system, where streptavidin functionalized AuNPs are bound to biotin coated glass surface. The particle is moved using fluid flow and the particle position is tracked by surface-enhanced ellipsometric contrast imaging. The trajectory data of the AuNP can be fitted to the Einstein-Smoluchowski relation to solve the hydrodynamic shear force $F_s$, which can be then related to the hydrodynamic radius of the particle $R$. (c) The SERS spectra of 4-ABT molecule detected using four nanoparticle assembly shown in the insets. Figures (a) and (b) adapted with the permission from [111,114]. Copyright Nature Publishing Group, 2015 and 2016. Figure (c) adapted with the permission from [115]. Copyright 2014 American Chemical Society.

roduce hot spots between the particles and thiolated 4-ABT was covalently linked to the surfaces of the particles. The SERS signal of the immobilized 4-ABT was measured from ensembles of monomers and tetramers, where the characteristic SERS signal was only fully detected in the case of tetramers and the signal enhancement was at least factor of 100 larger compared to the monomers.

In this thesis, two different approaches are studied for biosensor or bioactuator fabrication. One approach utilizes a sandwich-type sensor system, where the analyzed DNA strand is placed between the probe AuNP and the gold sensor sur-
face, and the AuNP position is controlled or moved reversibly using electric fields to change the conformation of the linker DNA strands. In the other approach, we will use a new DNA Assisted Lithography (DALI) method to fabricate desired gold nanostructures with unique and strong plasmonic properties, that can be used for detecting different molecules in SERS. Certain aspects of both of these approaches have been already realized as shown in figures 2.7b and 2.7c, but here the goal is to broaden the applicability of these methods, e.g., to extend the operation to the visible spectrum by the DALI method and to study \textit{in situ} conformational changes of individual proteins and enzymes.

2.2 Synthesis and applications of colloidal gold nanoparticles

In practice, the fabrication process of the studied nanoparticles and structures is often as important as the intricate characterization methods used to study their properties. Even the most novel features and effects can be easily lost due to insufficient resolution and heterogeneity of the sample, which emphasizes the proper choice of the fabrication methods. The studies in this thesis cover two different routes to produce nanoassemblies: (i) purely chemical synthesis of colloidal metal nanoparticles, their functionalization with single stranded DNAs, hybridization to DNA scaffolds and further chemical growth, and (ii) aforementioned chemical vapor deposition based DNA assisted lithography method. The former method has been utilized over two decades to produce spherical nanoparticles in a liquid medium and utilize them as building block to fabricate more complex structures [118], whereas the latter DALI method has been more recently developed by us to fabricate planar nanostructures on a substrate. In the following sections I will briefly introduce the chemical synthesis route, and the DALI method will be covered in chapter 3.

2.2.1 Chemical synthesis and functionalization of colloidal nanoparticles

The chemical synthesis of nanoparticles, their functionalization with different chemical groups and molecules as well as the already mentioned utilization in nanopatterning, sensing and actuation, has been studied since the 1950s. Common examples of the liquid-phase chemical methods to synthesize spherical gold nanoparticles involve reduction of chloroauric acid (HAuCl$_4$) by, e.g., heat [24,119], reducing agents [120–123], combination of heat and reducing agents [124] or UV-irradiation [125] to zerovalent gold atom Au$^0$ and subsequent collisions of the zerovalent atoms with each other to form larger clusters called nuclei seeds. This process will continue as long as there are excess metal ions and seeds, and to control the size of the final gold
nanoparticles, it is vital to introduce stabilizing or capping agents into the synthesis process. The capping can be achieved via electrostatic or steric stabilization [126], where the former utilizes ionic double layers to induce ionic repulsion between the formed AuNPs thus preventing the aggregation process. In the latter the AuNPs are coated with organic molecules to prevent the agglomerations. By far the most commonly used stabilizing agent is trisodium citrate (TSC, \( \text{Na}_3\text{C}_6\text{H}_5\text{O}_7 \)), which creates anionic surface charge on the AuNPs. In addition, the synthesis can utilize surfactants to produce directional growth [126], where, e.g., cubes [127], rods [128], hexagons [127, 129] and rectangles [127] has been realized.

The aforementioned functionalization of AuNPs with DNA strands protruding from them can be achieved by several methods: after AuNP synthesis, thiolated ssDNAs are chemisorbed to the surface of AuNPs using strong interaction between the thiol and gold atoms [120] via, e.g., salt aging process [130–134], surfactant aided process [135, 136] or using specialized pH-assisted method [137]. The protruding DNA strands can be then used to anchor the particle to other nanostructures or surfaces via either complementary DNA strand hybridization scheme or by receptor ligand interaction as described in the previous sections, where the ligand is chemically introduced to the free end of the DNA strand before functionalization with AuNPs.

![Fig 2.8](image.png)

**Figure 2.8:** Illustration of spherical gold nanoparticle synthesis and the DNA hybridization. The gold salt (HAuCl₄) is reduced to zerovalent gold atoms, which collide and grow into larger particles, until the process is stabilized using, e.g., surfactant. In the following DNA hybridization step, the thiolated ssDNA strands are chemisorbed slowly on the surface of the AuNP using, e.g., salt aging methods.

Figure 2.8 illustrates a general synthesis process to fabricate spherical gold nanoparticles [123] and the subsequent functionalization. The chloroauric acid is first reduced in the presence of TSC and reducing agent like sodium borohydride (NaBH₄) to Au¹⁺ ions. Due to excess amount of \( \text{A}^{1+} \) ions, three \( \text{A}^{1+} \) ions react to from one \( \text{A}^{3+} \) and two \( \text{Au}^{0} \). When the solution has supersaturated with the zerovalent \( \text{Au}^{0} \), they collide with each other and aggregate creating small seed particles. As the seeds grow, they start developing more defined crystal structures with faces, where the stabilizing agents attach and thus the further growth and aggregation process is slowed down. Here, it is crucial to have a vigorous stirring for uniform size distribution of the resulting particles. Without any further stabilization agents, the size of the particles can be scaled from few nanometers to 20 nm, but, e.g., addition of hydroquinone [122] the size can be increased up to 300 nm. In general,
the concentration and the size of the particles are tuned by adjusting the amount of reducing agents and the chloroauric acids.

The quintessential functionalization process of AuNPs with thiolated DNA strands consist of chemisorption of the DNA molecules to the surface of the citrate capped AuNP followed by the straightening and reorientation of the molecule [130]. The negatively charged DNA is repulsed by the citrate capped AuNP, which can be overcome by adding sodium chloride in stepwise manner in presence of overabundant amount of thiolated ssDNAs [131,132] commonly known as the salt-aging process. The thiol-groups form strong bonds with the gold nanoparticle thus preventing the detachment of the DNA strands. With the salt-aging process, it is crucial to do the addition of sodium in stepwise manner, since too high amount of salt will aggregate AuNPs before the DNA is adsorbed to protect them. It is also crucial to tune the amount of sodium and the rate in which the sodium is added, if the diameter of particle is increased above 50 nm, to compensate the increasing instability [130,134]. For purely citrate capped AuNPs, this means that the functionalization of DNA strands requires from 1-2 days for small particles (<50 nm) to 4-5 days for larger particles (>50 nm) [138,139]. The resulting functionalized particles are more stable under elevated temperatures (80 °C) and salt concentrations [130–134].

Another functionalization process involves use of surfactants, e.g., nonionic fluorosurfactant Zonyl (FSN) [136] and sodium dodecylsulfate (SDS) [135] to stabilize the AuNP during the addition of the salts. For SDS, the thiolated DNA strands are mixed with AuNPs (diameter up to 250 nm) and the SDS concentration is adjusted to 0.01 M at room temperature. The solution is then incubated for 20 min and NaCl and PBS buffer is added to increase concentration of NaCl to 0.05 M. After this solution is sonicated for 10 s and incubated for 20 min at RT. This NaCl addition process, sonication and incubation is repeated until the concentration of NaCl is 1.0 M, where the concentration of NaCl is increased by steps of 0.05 M. The stabilization process is followed overnight and the excess DNA is removed by centrifugation.

For the FSN process, AuNPs are first incubated in FSN solution, then the resulting FSN-capped AuNPs are mixed with the thiolated ssDNAs, NaCl concentration is adjusted to 1.0 M and the solution is incubated for 2h. The FSN-capping prevents also unspecific binding of the nucleobases of the DNA strands to the surface of the AuNPs during the adsorption process, since only the thiol-gold interaction is strong enough to substitute the FSN. The advantage of both surfactant approaches is that the process can be applied to particles with diameter from 13 nm to 100 nm.

The pH-assisted method was developed as a quick and easy method to functionalize nanoparticles. Whereas other methods can take several days to attach DNA strands to AuNPs, the pH-assisted method takes merely few minutes and can be used to exert better control over the DNA adsorption process [137]. Similarly as before, thiolated DNA strands are mixed with the citrate capped AuNPs and incubated for 1 min. Then the pH of the mixture is adjusted to 3 using citrate-HCl buffer
(citrate end concentration 10-20 mM) and incubated for 3 min. The final product is stable even in 1 M NaCl buffer and pH can be adjusted after the functionalization to neutral. The fast reaction rate could be attributed to the change in the charge of adenine and cytosine and partial protonation of citrate and phosphate, which will reduce the repulsion between AuNPs and DNA strands.

Out of the three different functionalization approaches, the salt aging technique was employed in the thesis. Although other techniques are less time consuming and can offer better stability, the aging technique produces samples with only DNA on the surface of the AuNP and the use of surfactants might interfere with the studied folding properties or the conformation of the DNA molecule. The pH-assisted method was tested during the studies, but, contrary to the Zhang et al. observations, the author did not found the method stable enough to functionalize 80 nm gold particles used in the nanoactuator fabrication.

2.2.2 Chemical growth of metallic nanostructures

Metallic (gold) nanostructures can be extruded larger using chemical growth of gold, also known as gold-based Autometallography (AMG) [140]. AMG was originally developed for visualizing small colloidal nanoparticles (1-5 nm) in transmission electron microscopy (TEM) in 1980s using silver compounds. It was extended later to gold, where chloroauric acid or gold salt is reduced onto pre-existing gold seed particles or gold structures in presence of catalyst, e.g., hydroxylamine (NH₂OH) to grow them larger [141][142]. The growth continuous until most of the reagents are consumed and the growth rate depends on the initial size of the structures and the number of nucleation centers [141][143]: diffusion of reagents to particle with larger surface area is more pronounced than for smaller particles. The rate can be thus tuned down by addition of extra nucleation centers or by diluting the concentration of reagents, e.g., gold salt or reducing agents, which both were employed in this thesis to decelerate the growth rate. The gold growth reaction can be stopped using sodium thiosulfate (1 % in aqueous solution), but this has a risk of background staining. To avoid this, it is recommended to stop the reaction using less invasive distilled water washing [140].

2.3 Plasmonic properties of metallic nanostructures and nanoparticles

Metals are considered to be one of the quintessential nanomaterials for optical applications due to the unique plasmonic properties, which can be understood either as propagating or non-propagating excitation of electron oscillation on a metal-dielectric interface (surface plasmons, SP). This concept was first introduced by
Pines and Bohn in 1952 as quantized bulk plasma oscillations of electrons in a metal foils, although it should be noted, that nowadays the Pines and Bohn plasma oscillations are called bulk plasmons to separate them from the actual surface plasmons [16]. Here, we consider plasmonic nanoparticles and nanostructures in respect to classical electrodynamics and Maxwell’s equations, since the complex quantum mechanical description can be wrapped up under the dielectric function or permit-tivity [144] with the assumption that the mean free path of electrons is smaller than any defining feature length in the studied objects [144]. This is a fact that should be kept in mind when considering SP systems and, in practice, the classical electrodynamics and bulk dielectric constants can be utilized to study particles and structures with dimensions $\sim 10$ nm or above [144]. The next two sections will cover both propagating and non-propagating (localized) surface plasmons and how they relate to the experimental work of the thesis.

2.3.1 Propagating surface plasmon polaritons

The existence and creation of surface plasmons can be worked out via the classical electrodynamics by solving the dispersion relation in figure 2.9a from the time- and space-dependent Maxwell’s equations

\begin{align}
\nabla \times \vec{E} + \frac{\partial \vec{B}}{\partial t} &= 0, \tag{2.1}
\nabla \times \vec{H} - \frac{\partial \vec{D}}{\partial t} &= \vec{j}, \tag{2.2}
\nabla \cdot \vec{D} &= \rho, \tag{2.3}
\nabla \cdot \vec{B} &= 0. \tag{2.4}
\end{align}

where $\vec{E}$ is the electric field vector, $\vec{B}$ is the magnetic induction, $\vec{H}$ is the magnetic field vector, $\vec{D}$ is the electric displacement field, $\rho$ is the charge density, which in SP case is the charge density of the free electrons in a metal, and $\vec{j}$ is the free electric current density in the material. The presence of matter introduces two more equations to describe the relationship between the vector fields as following.

\begin{align}
\vec{D} &= \epsilon_0 \epsilon_r \vec{E}, \tag{2.5}
\vec{B} &= \mu_0 \mu_r \vec{H}. \tag{2.6}
\end{align}

where $\epsilon_0$ and $\mu_0$ are the permittivity and the permeability of the free space and $\epsilon_r$ and $\mu_r$ are the relative permittivity and permeability of the material.
The starting point of the derivation of the dispersion relation is to consider excited SPs in the absence of the excess charge and current densities \( \mathbf{j} = 0, \rho = 0 \) and \( \nabla \cdot \mathbf{D} = 0 \). We can solve the differential equation for the electric field \( \mathbf{E} \) of the SPs by combining equations 2.1, 2.2, 2.3, 2.4, 2.5 and 2.6 and assuming that changes in the permittivity \( \varepsilon_r \) and permeability \( \mu_r \) are negligible.

\[
\nabla \times \mathbf{H} - \frac{\partial \mathbf{D}}{\partial t} = \mathbf{j} = 0,
\]

\[
\Rightarrow \nabla \times \left( \frac{\partial \mathbf{B}}{\partial t} \right) - \varepsilon_0 \varepsilon_r \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0,
\]

\[
\Rightarrow \nabla \times \left( -\nabla \times \mathbf{E} \right) - \varepsilon_0 \varepsilon_r \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0,
\]

\[
\Rightarrow - \frac{1}{\mu_0 \mu_r} \left( \nabla \cdot \mathbf{E} \right) - \nabla^2 \mathbf{E} = 0
\]

\[
\Rightarrow \nabla^2 \mathbf{E} - \varepsilon_0 \mu_0 \varepsilon_r \mu_r \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0,
\]

(2.7)

The equation 2.7 is the Helmholtz equation representing a harmonic field, where the propagating light is then described by the time-harmonic electromagnetic field \( \mathbf{E}, \mathbf{D}, \mathbf{B} \) and \( \mathbf{H} \), that have the general form of \( \mathbf{F} \) as shown in equations 2.8 and 2.9

\[
\mathbf{F} = \mathbf{F}_0 e^{i(\mathbf{k} \cdot \mathbf{r} - \omega t)},
\]

(2.8)

\[
\mathbf{k} = k_x \mathbf{x} + k_y \mathbf{y} + k_z \mathbf{z},
\]

(2.9)
Table 2.1: Different material categories based on the relative permittivity and the permeability of the material.

<table>
<thead>
<tr>
<th>Type</th>
<th>$\epsilon'_r$ sign</th>
<th>$\mu'_r$ sign</th>
</tr>
</thead>
<tbody>
<tr>
<td>Double positive (DPS)</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Double negative (DNG)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$\epsilon'_r$ negative (ENG)</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>$\mu'_r$ negative (MNG)</td>
<td>+</td>
<td>-</td>
</tr>
</tbody>
</table>

where $F_0$ is the amplitude of vector field, $\omega$ is the angular frequency, $\vec{r}$ is the position vector of the field and $\vec{k}$ is the complex propagation wave vector. How the material reacts to the electromagnetic radiation is mainly set by the material parameters, namely the $\epsilon_r$ and $\mu_r$, and the geometrical shape. For this reason, the materials are separated into four distinct categories based on the sign of the real part of the $\epsilon'_r$ and $\mu'_r$ as shown in table 2.1.

Since we are only considering non-magnetic materials, the relative permeability of the material is assumed to be $\mu_r = 1$ in the following derivations. The figure 2.9 illustrates surface plasmon polariton propagating or oscillating towards positive z-direction in the interface of the dielectric and metal. Basically, SPP could have either transverse electric or magnetic mode as pictured on figure 2.9. The boundary conditions dictate that the magnetic and electric fields in z-directions must be continuous, which will set conditions for the propagating SPs. For this, we need to derive the electric field $E_z$ and the magnetic field $H_z$ using Maxwell’s equations and the harmonic wave solutions $F$ in the equations 2.1, 2.2, 2.3, 2.4, 2.5, 2.6, 2.8 and 2.9.

$$\nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} = -\mu_0 \mu_r \frac{\partial}{\partial t} \left( \vec{H}_0 e^{i(\vec{k} \cdot \vec{r} - \omega t)} \right) = i \mu_0 \mu_r \omega \vec{H},$$

$$\Rightarrow H_z = \frac{1}{i \omega \mu_0 \mu_r} \left( \frac{\partial E_y}{\partial x} - \frac{\partial E_x}{\partial y} \right),$$

$$\nabla \times \vec{H} = \frac{\partial \vec{D}}{\partial t} = \epsilon_0 \epsilon_r \frac{\partial}{\partial t} \left( \vec{E}_0 e^{i(\vec{k} \cdot \vec{r} - \omega t)} \right) = -i \omega \epsilon_0 \epsilon_r \vec{E},$$

$$\Rightarrow E_z = \frac{i}{\omega \epsilon_0 \epsilon_r} \left( \frac{\partial H_y}{\partial x} - \frac{\partial H_x}{\partial y} \right).$$

The electric and magnetic fields are influenced by material parameters, we can assign wave vector $k_{x,m} = ik_0 \gamma$ for the metal substrate and $k_{x,d} = ik_0 \delta$ for the dielectric medium and define the propagation constant $\beta = k_z/k_0$, where the subscript $d$ refers to dielectric, $m$ to metal and $\gamma$ and $\delta$ are the decay constants of the polariton in metal and dielectric, respectively. Because time-dependency is only present in the harmonic part, we can remove it and the time independent $H_z$ and $E_z$ can be solved from equations 2.8, 2.10 and 2.11 in both the metal substrate and the dielectric.
medium.

\[ H_{z,d} \frac{E_{x,0}}{i \omega \mu_0 \mu_d} \frac{\partial}{\partial x} (E_{y0} \cdot e^{i(k_0 \delta x + k_0 \beta z)}) = \frac{iE_{y0}}{\omega \mu_0} k_0 \delta e^{(-k_0 \delta x + i k_0 \beta z)}, \quad (2.12) \]

\[ H_{z,m} = - \frac{i E_{y0}}{\omega \mu_0 \mu_m} k_0 \gamma e^{(k_0 \gamma x + i k_0 \beta z)}, \quad (2.13) \]

\[ E_{z,d} \frac{H_{x,0}}{\omega \epsilon_0 \epsilon_d} \frac{\partial}{\partial x} (H_{y0} \cdot e^{i(k_0 \delta x + k_0 \beta z)}) = - \frac{i H_{y0}}{\omega \epsilon_0} k_0 \delta e^{(-k_0 \delta x + i k_0 \beta z)}, \quad (2.14) \]

\[ E_{z,m} = \frac{i H_{y0}}{\omega \epsilon_0} k_0 \gamma e^{(k_0 \gamma x + i k_0 \beta z)}, \quad (2.15) \]

\[ E_z \text{ and } H_z \text{ in equations 2.12, 2.13, 2.14 and 2.15 depict oscillating fields illustrated in figure 2.9b. Similar electric and magnetic field can be solved for the } E_{x,d/m} \text{ and } H_{x,d/m}. \text{ The decay constants } \gamma \text{ and } \sigma \text{ are related to the propagation constant } \beta \]

\[ \begin{align*}
\gamma^2 &= \beta^2 - \epsilon_r \mu_r, \\
\sigma^2 &= \beta^2 - \epsilon_r \mu_r,
\end{align*} \quad (2.16) \]

\[ (2.17) \]

which can be derived from the wave equation 2.7 and equations 2.13 and 2.15 [144]. Since the magnetic field for TE-mode and the electric field for TM-mode in z-direction must be continuous at the interface, we can derive the conditions for the propagating surface plasmon polaritons from equations 2.12, 2.13, 2.14, 2.15, 2.16 and 2.17.

\[ H_{z,m} \left( x = 0 \right) = \frac{i E_{y0}}{\omega \mu_0} k_0 \gamma e^{i k_0 \beta z} = H_{z,d} \left( x = 0 \right) = \frac{i E_{y0}}{\omega \mu_0} k_0 \delta e^{i k_0 \beta z}, \]

\[ \Rightarrow \frac{\gamma}{\mu_m} = \frac{\delta}{\mu_d}, \]

\[ \Rightarrow \left( \frac{\gamma}{\mu_m} \right)^2 = \left( \frac{\delta}{\mu_d} \right)^2, \]

\[ \Rightarrow \beta_{TE}^2 - \epsilon_m \mu_m = \beta_{TE}^2 - \epsilon_d \mu_d, \]

\[ \Rightarrow \beta_{TE}^2 \left( \frac{1}{\mu_m^2} - \frac{1}{\mu_d^2} \right) = \frac{\epsilon_m \mu_m}{\mu_m^2} - \frac{\epsilon_d \mu_d}{\mu_d^2}, \]

\[ \Rightarrow \beta_{TE} = (\pm) \sqrt{\frac{\epsilon_m \mu_m \mu_d^2 - \epsilon_d \mu_d \mu_m^2}{\mu_d^2 - \mu_m^2}}, \quad (2.18) \]

where \( \beta_{TE} \) is the propagation constant for TE mode. Similarly the propagation constant \( \beta_{TM} \) can be derived for the TM mode.

30
\[ E_{z,m}(x = 0) = \frac{iH_0}{\omega \varepsilon_0} k_0 \gamma \epsilon_m e^{i k_0 \beta z} = E_{z,d}(x = 0) = \frac{iH_0}{\omega \varepsilon_0} k_0 \delta \epsilon_d e^{i k_0 \beta z}, \]

\[ \Rightarrow \beta_{TM} = \sqrt{\frac{\epsilon_m \mu_m \epsilon_d^2 - \epsilon_d \mu_d \epsilon_m^2}{\epsilon_d^2 - \epsilon_m^2}}, \quad (2.19) \]

Notably, the \( \beta_{TE} \) in equation 2.18 does not have solution in our case, since now \( \mu_m = \mu_d = 1 \), so SPP on a metal-dielectric interface cannot have TE polarization. For TM-mode, the equation 2.19 has converging solutions at \( \mu_m = \mu_d = 1 \) and SPPs with TM polarization can exist on a metal-dielectric surface. When inserting \( \mu_m = \mu_d = 1 \) into equation 2.19, we get well known solution

\[ \beta_{TM} = \sqrt{\frac{\epsilon_m \mu_m \epsilon_d^2 - \epsilon_d \mu_d \epsilon_m^2}{\epsilon_d^2 - \epsilon_m^2}}, \quad (2.20) \]

Equation 2.20 is also known as the dispersion relation, where the permittivities describe how much resistance/attenuation both materials will inflict on the electric field. Figure 2.9a shows the plot of dispersion relation for Drude metal [145], where \( \beta_{TM} = k_z/k_0 \), \( k_z = \omega/c \), \( \epsilon_m = 1 - \omega_p^2/\omega^2 \), \( \omega_p = \omega_{sp} \sqrt{1 + \epsilon_d} \) is the plasma frequency of the free electron gas, \( \omega_{sp} \) is the characteristic surface plasmon frequency and \( \omega \) is the angular frequency. It is evident that the free photon momentum (the light line in figure 2.9a) is always smaller than what is required to excite SPPs, and only in the presence of higher refractive index material the SPP can be excited (the tilted light line).

In general, the real part \( \beta' \) for both TM and TE modes is related to the existence of SPPs. Thus, the interface between two material will support SPPs in TM mode if one material has negative \( \epsilon \) (ENG) and in TE mode if the \( \epsilon \) and \( \mu \) are both negative (DNG). Typically the metals are ENG-type materials and dielectrics are PNG type, which is the reason why only TM mode SPPs can be excited in metal-dielectric interface. The imaginary part \( \beta'' \), on the other hand, is associated to the exponential decay of SPPs. For ideal situation, i.e., no surface contamination and smooth surfaces, where one of the materials at the interface has negative/complex permittivity \( \epsilon \), or permeability \( \mu \), SP has a finite propagation distance. For purely non-complex permittivities SP would propagate indefinitely. In reality however, the decay process will be heavily damped by the surface roughness and contaminations regardless of the permittivity.

2.3.2 Surface plasmon resonance and Kretschmann Configuration

The excitation of SPP requires that the momentum and energy of the incident light matches with the created SPP. This requirement cannot be matched on flat metal-
dielectric interface, when excited directly with incident light, since the surface parallel wave vector of the plasmon has always higher momentum than the incident light. This problem can be circumvented by introduction of surface roughness or grating. Another common way to excite propagating SSPs is to employ the Kretschmann configuration illustrated in figure 2.10a. Here, a double interface structure is used to excite SPPs, which propagates on the interface of the metal (gold) and dielectric medium (water or air). Excitation is done from the prism side, since, in the context of dispersion relation, the prism can be considered modifying the momentum of the free photon as shown in figure 2.9a (solid line), where intersection of the SPP curve and the tilted light line indicates plasmon excitation.

**Figure 2.10:** (a) Schematic view of the Kretschmann configuration. Figure created using Blender [146]. (b) Reflectance $\mathcal{R}$ versus the incident angle of excitation laser curves in water (red) and air (black) media, where the laser wavelength is 670 nm. The dip indicates excitation of surface plasmons on the media-metal interface, where the dip position depends on the refractive indexes of the metal and dielectric. The total reflection angle $\theta_{tir}$ indicates the point, when the plasmonic coupling start to take effect. Data simulated using Winspall-software [147].

In the following discussion, the metal layer is always assumed to be gold, since it was only metal used in the measurements employing the Kretschmann configuration. For SP excitation, it is assumed that the thickness of the gold layer in figure 2.10a is thin enough, so that the evanescent tail of the excitation light can penetrate through the gold layer. Other requirement is that the surface parallel component of the $k$-vector of the excitation light needs to match the $\beta_{TM}$ (momentum) of the created SPP, which is only possible if the refractive index of the dielectric is smaller than that of the prism. To characterize this, we plotted the reflectance $\mathcal{R}$ of the Kretschmann configuration using Fresnel equations [144] for TM polarized excitation using Winspall-software (see figure 2.10b). The thickness of the gold layer is 42 nm, the prism is made from SF10 glass ($n_p \approx 1.73$) and the dielectric medium is either water or air. Intensity of the reflected light in total reflection has dependency
on the incident angle $\theta$ of the light, since, in certain $\theta$ angles, the energy and momentum of the incident light is transferred to excitation of SPPs, which can be seen as a dip in the intensity as shown in figure 2.10b. The dip angle is also known as the resonance angle, and the position of the resonance angle is heavily influenced by the material parameters of the metal, prism and the dielectric. For example, water and air have completely different resonance angles as shown in figure 2.10b, where the reflectance dips are at $32^\circ$ and at $66^\circ$ for pure air and water medium, respectively.

Since the momentum and energy of the light is transferred to the SPP, we can correlate the wave vector $k_0\beta'$ of the SPP to the incident angle of the light as following $\theta = \sin^{-1}(\beta'_{TM}/n_p)$, where the $\beta'$ is the real part of the propagation constant in equations 2.18 and 2.19, which solely depends on the dielectric constants of the medium and the metal. The changes in the permittivity or the refractive index of the medium close to the interface will have drastic changes in the reflection angle and SPR signal, which can be used to detect attachment of particles, molecules or proteins to the metal layer.

Adsorption of proteins and biomolecules to the gold surface increases the refractive index near the gold-medium interface, since these compounds have higher, non-complex permittivity than the surrounding dielectric medium [148], which leads into higher propagation constant and increase in the resonance angle $\theta$. This effect is known as the mass-contribution effect. However, the situation is not so simple for materials with complex permittivities, e.g., metallic nanoparticles, and we have to consider two extreme cases where particle is far away from or close to gold surface. Essentially, when particle is far away from the surface, the coupling between surface and particle is weak and the particle has just the mass-contribution, i.e., positive shift. When brought close to gold surface, the particle and surface will form a coupled plasmonic state. Depending on the distance between the particle and the surface, the excitation light and the size of the particle, this new coupled state can either decrease, increase or not alter at all the refractive index near the gold surface thus leading into decreased, increased or non-altered angle shift.

This behavior can be interpreted via the localized surface plasmon resonance (LSPR) of AuNP: when the particle is brought closer to gold surface, the LSPR is shifted to higher wavelength. If the wavelength of the excitation laser overlaps with the shifted localized surface plasmon resonance of the particle, then depending on the coupling the resulting state has negative, zero or slightly positive effect on the surface conditions, i.e., on the permittivity and the refractive index and thus on the reflectance. If the two wavelengths do not overlap at any distance between the particle and the surface, then the closer the particle is to the surface the more it will increase the refractive index, resulting in higher positive shift. Uchiho et al. [149] reported, that detection of 120 nm particle close to gold surface using 630 nm laser resulted in decrease of the reflection angle $\theta$ due to resonance overlapping, but when switched to 835 nm, longer wavelength laser only increase in the $\theta$ was observed.
2.3.3 Non-propagating surface plasmons

In contrast to propagating SPPs, the localized (non-propagating) surface plasmons (LSP) are, in essence, oscillation motion of excited electrons on conduction band of the finite sized metallic nanostructure: the incident light sets electrons in oscillation motion, that can lead to dipole or even higher degree charge separation in the structure (see figure 2.11). Although similar in nature, the SPPs and LSPs differ in few key aspects.

![Figure 2.11](image)

**Figure 2.11:** (a) Schematic illustration of localized surface plasmon resonance of a spherical nanoparticle. The electric field of the incident light causes electron to oscillate, which creates dipole within the particle. (b) Scattering cross section at different angles. The incident light coming from left has higher probability of scattering to forward (0°) than back (180°).

First, LSPs can be directly excited on surface of the structure by incident light, which was prohibited in the case of SPP. Secondly, due to spatial confinement, the excitation can relax through either radiative or non-radiative path: in non-radiative relaxation, electron-hole pairs are excited inside the sphere that in turn will excite phonons, which then dissipates as heat. Radiative path involves emission of photon, generally at lower energy and longer wavelength. The radiative and non-radiative processes are typically labeled as scattering and absorption processes. Due to the dipole excitation, there are characteristic wavelengths, where the mechanical oscillation frequency of the electrons matches the excitation frequency and thus LSPs are excited most efficiently, which are also known as localized surface plasmon resonances (LSPR). Both processes and thus the related LSPRs are heavily influenced by the local permittivity or the refractive index around the metallic nanostructure. Here, we are particularly interested in the scattering process, since it extends to far-field and thus can be directly measured. The scattering and the absorption processes are competing processes with different probabilities (cross sections). In general, for smaller particles the absorption cross section dominates over the scattering cross section and vice versa when the particle size increases.

Third, since electron band structure is material and geometry dependent, various nanostructures and -shapes have different efficiency to either scatter or absorb
different wavelengths of electromagnetic radiation. In addition, the forward- and backscattering efficiencies are also material, size and shape dependent, and also the experiment geometry plays an important factor in the scattering processes, where the forward scattering is typically preferable due to higher cross section compared to the backscattering as shown in figure 2.11b.

In the upcoming sections, the analytical solution for localized surface plasmons of a spherical (gold) nanoparticle will be derived based on Quasistatic theory, which is valid if the dimension of the particle is less than 1% of the wavelength of the incident light. Unfortunately, there does not exist any analytical model for non-spherical nanostructures or nanoparticle, which is why we have to rely on numerical methods to solve the LSP spectra of metallic cross and bowtie structures, which were used in the studies of this thesis. For this, we will utilize Finite Element Methods (FEM) and employ the Mie theory to solve the scattering cross section

$$Q_{sc} = \lim_{R \gg r} \frac{R^2}{\pi r^2} \int_0^{2\pi} \int_0^\pi \vec{n} \cdot \vec{S}_{sc} \cdot \sin(\theta) \, d\theta d\phi,$$

(2.21)

where $R$ is the radius of the observations, $r$ is the radius of the particle, $\vec{n}$ is the vector normal to the investigated plane and $\vec{S}_{sc}$ is the pointing vector of the scattered field. Here, the $Q_{sc}$ is the ratio between the power of the scattered (far-field) light and the power of the incident light, where both are normalized per unit area. Both TM and TE polarized light are used in the FEM simulations, since these two form orthogonal basis to represent the other polarization modes.

### 2.3.4 Quasistatic approximation and spherical metal nanoparticles

One common approach to characterize plasmonic nanostructure is to define the different LSPRs of the structure. The simplest plasmonic nanostructure and only one with adequate theoretical model is the spherical metal nanoparticle due to high symmetry factor. Initially, we are considering the characteristic LSPR of small metallic spherical nanoparticles in terms of Quasistatic approximation, which will be then expanded to larger particles. As it was in the case of SPPs, we need to derive the electric field $\vec{E}$ in and around the particle to solve the conditions for the LSP creation. Following discussion is based on the theoretical description given by Maier, Huffman and Jackson [145, 150, 151]. The electric field $\vec{E}$ is assumed to be uniform inside and around the particle ($|\vec{E}_\infty| = E_0$, see figure 2.12b), the sphere has dielectric function $\epsilon_m$ and it is surrounded by medium with a dielectric constant $\epsilon_d$.

Taking classical electrostatic approach and solving the Laplace equation 2.22.
FIGURE 2.12: (a) Sketch of spherical nanoparticle under influence of an electromagnetic field. (b) The scattering and absorption spectra of 20 nm AuNP in water and air.

we can calculate electric potential inside ($\Phi_{in}$) and outside ($\Phi_{out}$) of the sphere

\[
E = -\nabla \Phi, \quad (2.22)
\]

\[
\Phi_{in} = \sum_j A_j r^j P_j(\cos(\theta)), \quad (2.23)
\]

\[
\Phi_{out} = \sum_j \left( B_j r^j + C_j r^{-(j+1)} \right) P_j(\cos(\theta)), \quad (2.24)
\]

where $\Phi_{in}$ and $\Phi_{out}$ follow the Legendre Polynomial formula due to the azimuthal symmetry [150, 151], $a$ is the radius of the sphere, $\vec{r}$ is the position vector and the coefficients $A_i$, $B_i$ and $C_i$ are set by the boundary conditions, when $r \to \infty$ and $r = a$. When far away from the nanoparticle ($r \to \infty$), the potential should converge into $\Phi_{out} \to -E_0 r \cos(\theta)$. The boundary conditions at the surface of the sphere require that the tangential components of the electric fields are equal and the normal components of the displacement fields are equal. All these requirements lead into solution for equations 2.23 and 2.24 (see appendix for more detailed derivation), where $B_j$, $A_j$ and $C_j$ are zero for $j \neq 1$ and

\[
\Phi_{in} = -\frac{3\epsilon_d}{\epsilon_m + 2\epsilon_d} E_0 r \cdot \cos(\theta), \quad (2.25)
\]

\[
\Phi_{out} = -E_0 r \cdot \cos(\theta) + \frac{\epsilon_m - \epsilon_d}{\epsilon_m + 2\epsilon_d} E_0 a^3 \frac{\cos(\theta)}{r^2}, \quad (2.26)
\]

Essentially equations 2.25 and 2.26 describe superposition of the external electric field and a dipole moment inside the sphere, where the polarizability $\alpha$ is the
ability of the incident light to induce dipole momentum inside the sphere.

\[
\Phi_{\text{out}} = -E_0 r \cdot \cos(\theta) + \alpha \frac{E_0 \cos(\theta)}{4\pi r^2},
\]

\[
\alpha = \frac{(4\pi a^3) \cdot (\epsilon_m - \epsilon_d)}{2\epsilon_d + \epsilon_m}.
\]

(2.27)

Notably, polarizability depends on the permittivity of the sphere, which depends on the wavelength of the incident light. The scattering and absorption cross section can be then calculated using the polarizability from equation 2.27 as following [151]

\[
Q_{\text{sc}} = \frac{k^4 |\alpha|^2}{6\pi} = \frac{8\pi k^4 a^6}{3} \left| \frac{\epsilon_m - \epsilon_d}{\epsilon_m + 2\epsilon_d} \right|^2,
\]

(2.28)

\[
Q_{\text{abs}} = k \cdot \text{Im}[\alpha] = 4\pi \cdot k \cdot a^3 \cdot \text{Im} \left[ \frac{\epsilon_m - \epsilon_d}{\epsilon_m + 2\epsilon_d} \right],
\]

(2.29)

where \( k = \frac{2\pi}{\lambda} \). The polarization of a nanoparticle can be perceived as motion, where the electron cloud of the particle is set to oscillate from one side of the particle to the other as shown in figure 2.11a, forming dipole along the polarization axis. This process depends on the wavelength of the incident light, and the peak maximum in the equations 2.27, 2.28 and 2.29 is the localized surface plasmon resonance, where the electrons are the most efficiently set into oscillation motion. By plotting the equations 2.28 and 2.29 for different metals and media, one can solve the LSPR position of scattering and absorption of a spherical metal nanoparticle. The figure 2.12b shows the scattering and absorption spectra of 20 nm in diameter gold nanoparticle in both air and water, where, e.g., the scattering LSPR are at 520 nm and 530 nm for air and water, respectively, which is in a close agreement with literature [152].

So far we have considered that the electric field inside the nanoparticle is constant, which has the consequence that the LSPR positions from equations 2.28 and 2.29 are independent of the particle size and thus only valid for small particles. For larger spherical particles, we need to include retardation effects on the excitation field over the particle, where, as the size of the particle increases, the restoration force and the energy of the dipole excitation decrease. For this, the Mie theory provides better approximation, and we will consider first-order corrections of the Quasistatic approximation [22], where the polarizability \( \alpha_{\text{mie}} \) is

\[
\alpha_{\text{mie}} = \frac{V \cdot \left( 1 - \frac{(\epsilon_m + \epsilon_d) \cdot x^2}{10} \right)}{\frac{1}{3} + \frac{\epsilon_d}{\epsilon_m - \epsilon_d} - \frac{(\epsilon_m + 10 \cdot \epsilon_d) \cdot x^2}{30} - \frac{i \cdot 4\pi^2 \epsilon_{1.5}^3 V}{\lambda^3}},
\]

(2.30)

where \( x = \frac{\pi a}{\lambda} \), \( \lambda \) is the wavelength of the light and \( V \) is the volume of the sphere.
Here, we ignore higher than second-order terms. The quadratic terms of $x$ in denominator and nominator are the effect of retardation of the depolarization field inside the particle and the retardation of exciting field near particle, which both shift the overall LSPR wavelength. Notably, the volume dependent term in the denominator will redshift the LSPR peak as the particle size increases. This can be seen in figure 2.13, where the absorption and scattering cross sections of a 80 nm spherical gold particle redshifts to longer wavelengths compared to the 20 nm particle, which is again in a fairly good agreement with the theoretical values [152].

![Figure 2.13](image)

**Figure 2.13:** (a) The absorption and (b) spectra of a 80 nm AuNP in both air and water, when considering first order correction to the dipole excitation.

Besides the dipole excitation, nanoparticles can have higher order poles, e.g., quadrupole and octopole, present at higher energies, but typically they have weaker scattering and absorption cross sections. Due to these reasons, the higher order poles are not considered in the framework of this thesis. The Quasistatic theory and the correction terms are quite accurate for relatively small spherical particles in non-interacting regime, when concentration in solution or density on substrate is low enough and there are no matrix effect originating from lattice arrangement of particles.

In the next sections, we will shift focus to discuss about more complex structures and assemblies, such as the LSP of a spherical nanoparticle close to a metal surface, cross structure and bowtie structure, which are beyond the discussed Quasistatic and Mie approximations. The exact analytical derivations are difficult for these constructs, so I am presenting both an intuitive model to explain the electron excitation phenomena in these structures and more accurate FEM simulations of the scattering and absorption spectra using equation 2.21 in Comsol.
Spherical nanoparticle close to metallic surface

The utilization of DNA-AuNP based nanoactuator, where AuNPs are moved on and off a gold surface, is investigated in this thesis. If the particle is far away from the surface, the plasmonic excitation and the LSPR behavior by the incident light follows the framework discussed in the previous section. However, when the distance between the surface and the particle is 20 nm or less, the particle starts to interact with the gold surface and forms a new coupled state with altered plasmonic properties, where the LSPR position is redshifted.

(Figure 2.14: (a) Sketch of AuNP close to a gold surface and under illumination of incident light coming from angle $\theta$ in respect to the surface normal. The angle $\theta$ is 70° in all of the simulations. (b),(c) When the dipole-excited particle is close to the gold surface, the conducting surface can be considered as a mirror particle with an opposite polarization $\vec{p}$. The mutual dipole symmetry axes are marked with dashed lines. (d) Scattering spectra of a 80 nm AuNP in respect to the distance $d$ between the nanoparticle and the gold surface. (e) The field enhancement of the 80 nm AuNP, when the distance $d$ is 3 nm, the excitation wavelength is 615 nm and the light is TM polarized. The field maximum is located in the gap, which corresponds to the parallel dipole configuration in figure c. (f) The field enhancement of the 80 nm AuNP, when the distance $d$ is 3 nm, the excitation wavelength is 550 nm and the light is TM polarized. The field is highest in the gap and along the perimeter of the AuNP, which corresponds to the antiparallel dipole configuration in figure b.)

Intuitively, we can explain the behavior using classical electrodynamics. The
particle excitation using incident light coming at an angle $\theta$ with momentum $k$ (see figure 2.14h) can be divided into two orthogonal directions, x-y-plane and the z-axis. In both cases, the charged particle interacts with its own reflected dynamic electric field, so that the gold surface can be effectively thought as a dynamic mirror particle with the opposite dipole momentum in respect to mutual symmetry axis and the same distance from the surface [153]. The x-y-plane mode in the figure 2.14b involves the induced dipole momentum parallel to the plane, where the mirror particle has a dipole momentum in the opposite direction. The z-axis excitation in the figure 2.14c will produce surface normal dipole momentum for the real particle and the mirror particle, where the dipole of the real particle is pointing towards the surface and in the opposite direction for the mirror particle. The key difference is that the x-y-plane plasmonic excitation has antiparallel dipole orientation and the z-axis excitation induces parallel orientation, meaning that both result in redshift of the scattering spectrum, but the parallel interaction is more pronounced than the antiparallel interaction [154–156]. This would lead into two peaks, where one shifts faster to longer wavelengths than the other. We will label the stronger peak as the gap mode peak and the weaker peak as in-plane mode peak, corresponding to the associated directions.

More quantitative analysis is performed using FEM simulations, where the distance $d$ between a 80 nm AuNP and a Au-surface is varied from 1 nm to 20 nm for both TM and TE polarized light with the incident angle of 70°. The arbitrary limit of 1 nm is due to the quantum mechanical effect, which start to play a major role after that limit and which the FEM simulations cannot handle anymore properly. From the TM simulations, when particle is far away from the surface ($d \sim 20$ nm), there is only one peak at 565 nm, which corresponds to the previously discussed dipole excitation of a spherical particle, but now it is shifted slightly to higher wavelengths due to the z-direction coupling with the surface. When the particle is brought close to sample surface, the scattering spectra initially redshifts and after 4 nm distance a secondary peaks appear around 530-550 nm as shown in figure 2.14d. These values also agree with the literature [154, 156–158]. Similar results were obtained for TE polarization (see figure 3.8 in chapter 3).

Figures 2.14f and 2.14g show the field enhancements for the 615 nm excitation peak and the 550 nm excitation peak with the distance $d$ of 3 nm, where the electric field is located purely in the gap for the 615 nm excitation and mainly along the perimeter of the particle for the 550 nm excitation. This means that the former peak corresponds to the z-direction excitation (gap mode) shown in figure 2.14c, which is redshifting to longer wavelengths as the distance between particle and surface is decreasing. The peak around 550 nm is associated to excitation by in-plane component of the electric field, but the peak is initially blueshifted compared to plain AuNP due to higher, particle dipole enhanced dielectric function near the surface. This peak also slightly redshifts to longer wavelengths as the distance $d$ decreases.
Planar, metallic cross structure on a substrate

The derivations of the LSP behavior thus far have been fairly simple due to the high symmetry of the spherical nanoparticles, where the dipole excitation is essentially independent of the azimuthal angle. Although this is not the case for many other structures, the symmetry features generally dictate the LSPR properties of the examined structures. For the cross structure in figure 2.15a, the symmetry features would be the arms in both vertical (orange line) and horizontal (blue line) directions and we will consider excitation along these directions next.

To qualitatively understand the situation, we will first examine the LSPR modes of ellipsoid and rod nanostructures, since cross can be though as a combination of two intersecting rods. For a rough approximation, the rod structure can be considered as an oblate ellipsoid, since ellipsoid has similar LSPR behavior as the sphere except there are three major axes with different dipole excitations instead of one dipole mode (see figure 2.15b). The polarizability of an ellipsoid can be calculated from equation 2.31 below. The material is gold and the medium is air [144].

\[
\alpha_i = \frac{4\pi\epsilon_0\epsilon_d a b^2 (\epsilon_m - \epsilon_d)}{3 (\epsilon_d + A_i (\epsilon_m - \epsilon_d))},
\]
\[
A_{long} = \frac{1 - E^2}{E^2} \left( 1 + \frac{1}{2E} \ln \left( \frac{1 + E}{1 - E} \right) \right),
\]
\[
A_{short} = \frac{1 - A_{long}}{2},
\]
\[
E^2 = 1 - \frac{b^2}{a^2},
\]

where \(a\) is the length of the long axis, \(b\) is the length of the short axes and \(A_i\) is the shape factor, where \(i\) denotes either the long or short axis. The scattering cross section for both long axis and short axis is shown in figure 2.15b, where the two short axes have the same length (\(b = 20\) nm), the long axis \(a\) is 72 nm long and medium is air. As expected, the LSPR peak of the long axis is at longer wavelengths compared to the shorter axes. The ellipsoid has typically more rounded peak when compared to the spherical gold nanoparticle due to the continuous shape change from long axis to short axis. Also, it should be noted that the oblate ellipsoid exhibit lightning rod effect, where the sharp, pointy ends will have significantly higher local electric fields due to needle-like shape, which can be used, e.g., to enhance chemical reactions near the tip of the ellipsoid.

Now we can turn the focus on the rod structure. There is not any analytical model for the rod, so we use FEM in Comsol to calculate the scattering cross section for a rod with similar dimension as the previously calculated oblate ellipsoid (see figure 2.15c; and appendix figure A.12), but both in air and on a sapphire substrate (refractive index = 1.76), where the medium is air. Similarly as in the case of the ellipsoid, there exist two peaks, which correspond to the longitudinal axis and the


**FIGURE 2.15:** (a) A sketch of a cross structures, where the vertical (long) and horizontal (short) directions are depicted by the orange dotted line and dashed blue line, respectively. (b) The scattering spectra of oblate ellipsoid, where two main LSPR peaks related to the short and the long axes are presented. The inset shows the simulated ellipsoid structure. (c) The scattering and absorption spectra of a rod structure, in air and on a substrate, where the excitation is along the long axis. The inset above shows the simulated rod structure. (d) Field enhancement of the rod structures in figure c.

...two transverse axes, where the longitudinal peak is at higher wavelength compared to the transverse axes.

The longitudinal LSPR scattering peak is at 620 nm and the transverse peak 430 nm in air, and when on substrate the longitudinal LSPR scattering peak is at 688 nm the transverse peak is 522 nm. Notably, the transverse scattering cross section of the rod is much smaller than the absorption cross section (500 nm), which is close...
to the absorption cross section of the spherical nanoparticle in figure 2.12b. Also, the longitudinal peak in air is close to the long axis peak of the ellipsoid, and the shift between air and substrate can be attributed to the higher refractive index of the sapphire. Overall, the peaks are sharper and in the longer wavelengths than in the case of the ellipsoid due to the sharper features and the high refractive index substrate. Unsurprisingly, the rod exhibits also the lightning rod effect, which can contribute to the field enhancement at the ends of the rod (see figure 2.15f).

**Figure 2.16:** (a) The scattering spectra and (b) the field enhancement of the cross structure depicted in the figure 2.15a. The different spectra are simulated with different excitation polarizations with colors corresponding to the polarization directions shown in Figure 2.15a. The electric field is highest at the tips of the arms.

By combining the two simpler cases, we can finally analyze the LSPR behavior of the cross structure. Like in the case of the rod, FEM simulations are employed and we are considering the cross structure in the figure 2.15a, where one of the arms has the length of 72 nm and the other on has 65 nm, the thickness of the structure is 20 nm, the width of the arms is 25 nm and the ends are rounded. The cross is simulated on a sapphire substrate and in air. The scattering cross section has two main peaks in figure 2.16a (simulated with different polarizations) corresponding to the two longitudinal modes of the different arms, that are fairly close to that of the rod on substrate. The difference in the LSPR wavelength might be due to the coupling between the two arms. The two dominating longitudinal peaks are to be expected, since the LSPR modes of the arms have higher statistical weight when compared to excitation in any other equivalent angle. For example, the excitation in between the arms is much weaker than along the arms (see figure 2.16a), and the LSPR mode in this directions is mainly a mixture of the LSPR peaks of the two dominating arms. This suggests that the principle LSPR modes are along the arms. Similarly as the ellipsoid and the rod, the field enhancement in figure 2.16b shows
that the fields are highest at the tips of the arms (see appendix figures A.11 and A.12).

So far we have only considered an ideal cross with sharp features. However, due to the limitation in fabrication processes, the shape and especially the edges of the cross can be rounded. The consequence of this is that the overall scattering peaks of the cross have LSP features from both oblate ellipsoid and rod shapes, which can influence the LSPR wavelengths and the roundness of the peaks.

Planar, metallic bowtie structures on substrate

The bowtie structure has interested researchers due to the high field enhancement between the triangles, which is due to combination of three factors: collective lightning rod effect of the triangles, dual-dipole effect and the LSPR of the triangles. The FEM simulations of a symmetric bowtie structure on a sapphire substrate and in air are shown in figure 2.17a. There are two dominant LSPR peaks at 725 nm and 665 nm, which correspond to the excitation polarization along the gap (gap mode) and another one along the edges of the triangles (edge mode). The field enhancements at the LSPR positions in the figures 2.17b and 2.17c show that the highest field enhancement is located within the gap, as expected, which has been reported in the literature also [159–161].

The figure 2.17 depicts a perfect bowtie on a substrate, which is hard to realize in actual fabrication process, and there are several factors which will then influence the final LSPR positions. The angle between the bowties affects the LSPR modes of the bowtie. Chien et al. reported [160] that initially when the angle is shifted from the perfect alignment, the gap mode is redshifted due to mixing of the edge modes and the gap mode. If the angle is shifted more than 40°, then two opposite edges from both triangles start to face each other, which blueshifts the LSPR peak as the angle is increased, and the gap mode is slowly lost.

Another important factor for the LSP properties of the bowtie is the size of the gap, since the field enhancement and the LSPR peak position of the gap mode heavily depend on it. Fromm et al. [162] have investigated the effect of the gap in a gold bowtie structure and discovered that when the distance between the two symmetric triangles is less than twice the length of one triangle, then shrinking of the gap will result in redshift of the LSPR peak of the gap mode and the peak intensity increases. Similar findings have been reported by other groups [163]. If the triangles separate more than twice the length, then by increasing the distance the LSPR peak will redshift.

Third important parameter is the opening angle of the triangle and sharpness of the tip. Ding et al. have demonstrated that increasing the opening angle initially blueshifts the LSPR peak, but when the angle is over 80° then the LSPR peak starts to redshift due to higher order modes appearing at large angles [164]. If the tip is truncated, the LSPR peak blueshifts to shorted wavelengths [165].
the size of the bowties. As the edge lengths increases, than the LSPR peak redshifts [163], which is in agreement with the general behavior of any plasmonic structure discussed thus far.

2.3.5 Optical characterization methods

The optical characterization of above-mentioned individual metallic structures is fairly challenging due to relatively weak scattering, which is even more pronounced in fast paced dynamic experiments. Also, due to the size and reactivity of the samples, it is vital to avoid unnecessary physical and chemical modification of target species during the measurements. These requirements mean that the characterization methods need to be non-invasive and parallel in nature. I have employed a quite commonly-used resonance angle SPR (RA-SPR), dynamic light scattering (DLS), atomic force microscopy (AFM) and dark field (DF) microscopy to characterize the studied system. Other possible methods, e.g., near-field scanning optical microscopy (SNOM) [166] could be used to characterize the studied systems, but these techniques are limited by either the resolution or operation environment (only
In the following sections, the theory of DLS is briefly discussed, whereas the DF microscopy is introduced in the chapter 3. Theory of the SPR was already introduced in previous sections, and here the discussion focuses on the mechanics of experiments.

**Resonant angle surface plasmon resonance detection of nanocompounds**

The RA-SPR has proven to be a powerful method to detect binding of different chemicals, biomolecules, proteins and nanoparticles to different substrates with real-time and label-free detection \cite{149,167–169}. It is typically employed in studies of layer-by-layer self-assemblies \cite{170}, determination of binding constants \cite{171} and thermodynamic analysis of organic compounds \cite{172}. Also, it doesn’t suffer from harsh chemical treatments and does not require sensitive detection of, e.g., fluorescence signal, which makes it more applicable in study of biological samples. The used SPR setup utilizes the previously discussed Kretschmann configuration shown in figure 2.10a, and the detection scheme is illustrated in figure 2.18. Here, in the context of this thesis, we are considering immobilization and dissociation of gold nanoparticle, proteins and biomolecules. The sensor (substrate) surface is typically gold, since it is an inert metal with relatively sharp SPR response.

As already established, the incident laser light excites SPP at the interface of the dielectric and the metal, which can be detected as a dip in the reflectance measurement intensity as shown in figure 2.10b. This dip angle or resonant angle is monitored during the SPR measurements (Point 1. in figure 2.18). The excitation of SPPs and the dip depends on the dielectric functions of the metal and the medium as depicted by equation 2.20, and the absorbed proteins and biomolecules shift the dip angle (point 2. in figure 2.18): typically for DPS material like protein, the shift is positive and saturates after the surface is mostly covered by the material in question, while the metal nanoparticles can have positive or negative shift depending on the coupling between the gold surface and the nanoparticle.

Since the SPP excitation is sensitive to dielectric function changes until 100 nm above the gold substrate, attachment of additional biomolecules and nanoparticles can be further characterized (point 3. in figure 2.18). Finally, the dissociation of nanocompounds can be studied, which is seen as a negative shift in the angle (point 4. in figure 2.18), although decrease in signal does not indicate what species are dissociated from the surface.

There are two important factors that need to be considered during the RA-SPR measurements. First, the dielectric functions depend on temperature, which needs to be constant during the measurements. Secondly, the medium in SPR is typically biological buffer, and changes in the buffer condition affect the dielectric function of the medium, which is typically detected as a (negative) shift in the SPR signal, known as bulk effect.
**Dynamic light scattering characterization**

The development of the dynamic light scattering has a fairly interesting background. The basic concepts of scattering theory of small spherical particles were introduced by Rayleigh and Tyndall in late 19th century and early 20th century and extended later to larger and non-spherical particles by Debye [173]. Other important early contributors to the development of the light scattering techniques were Smoluchowski and Einstein, who related the fluctuation of the scattered light from a medium to the fluctuation of the dielectric constant of the same medium. The final piece in the puzzle to study the nanoparticles using the light scattering techniques was the introduction of lasers in 1960s, which enabled study of weakly scattering systems. When combined together, these advances enabled light scattering techniques such as Raman scattering, x-ray diffraction and dynamic light scattering, which have been utilized quite extensively to study, e.g., structure of solid, liquid crystal, viruses.
and biomolecules as well as studying the dynamics of nanoparticles in dilute solutions [174, 175].
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**Figure 2.19**: The operation principle of DLS. Scattering of light from nanoparticle is detected at angle alpha, where the fluctuations are correlated to the size of the particle using autocorrelation function.

The schematic view of DLS setup and operation is shown in figure 2.19. The detection and monitoring of nanoparticles is based on the interaction between the incident laser and randomly fluctuating AuNP. The monochromatic laser beam hits the scattering volume \( V \) of the studied medium, which can be divided into subregions. Each subregion can be considered as a scattering point for the incident plane-wave, and if the dielectric function of the medium is constant (no particle in volume \( V \)), then only forward scattering occurs due to constructive and destructive interferences of each subregion. When a particle enters the volume \( V \), the superposition of the scattering processes of the subregions is non-zero in other directions than the forward direction. As the particle moves randomly from subregion to subregion the scattering intensity at the angle \( \phi \) fluctuates randomly in time. The random fluctuations of the intensity and the particle position can be correlated together using the equations [2.32, 2.33] and [2.34] [173], where the autocorrelation function of the particle’s Brownian motion and the scattering intensity fluctuation \( g_2 \) can be then related.
to the particle size using Stokes-Einstein relation in equation \[2.35\] [173].

\[
g_2(q, t) = \frac{\langle I_s(q, t) I_s(q, t + \tau) \rangle}{\langle |I_s(q, t)|^2 \rangle}, \tag{2.32}
\]

\[
g_2(q, t) = 1 + \beta |g_1(q, t)|^2, \tag{2.33}
\]

\[
g_1(q, t) = e^{-q^2 D \tau}, \tag{2.34}
\]

\[
R = \frac{kT}{6\pi \eta D}. \tag{2.35}
\]

Here \(I_s\) is the intensity of the scattered light, \(\beta\) is the coherence factor, \(q\) is the scattering vector, \(\tau\) is the time lag between the scattering event and the recording, \(D\) is diffusion coefficient, \(R\) is the hydrodynamic radius of the particle, \(T\) is the temperature and \(\eta\) is the viscosity of the medium. It should be noted that the equation \[2.32\] assumes monodispersed sample, and for polydispersed sample multiple autocorrelation functions should be fitted.

The DLS experiments in this thesis were used to study aggregation processes, which inherently compromise polydispersed samples. However, the used instrumentation was only suitable for monodispersed analysis, so the results of the DLS analysis give only qualitative assessment of the aggregation. This is still enough in our case, since we wanted to determine the point, where aggregation is minimized and the sample is still roughly monodispersed.

### 2.4 Single electron effects

Single-electron electronics, where individual electrons are tunneling through artificially fabricated tunnel junctions in a controllable manner, were first realized in 1980s by Fulton and Dolan [176]. Later in 1991, Averin and Likharev [177] developed theory for the single electron tunneling and provided several applications based on their work, which was then expanded by Mooij and Geerlings [178], Averin and Nazarov [179] and van Houten, Beenakker and Staring [180]. The reason why these devices have only very recently caught wider attention of researchers is the requirement for the small tunnel junctions to have capacitances at least at range of \(10^{-15}\) F or smaller, which corresponds to operation temperature of 1 K. Controllable fabrication of small enough tunnel junctions has required tremendous advances in the lithography methods, and it is still challenging to fabricate metallic single electron devices that operate at room temperature. This is one of the main objectives of this thesis. Single electron phenomena studies have encompassed several different materials and their combinations, e.g., normal metals [181], superconductors [182], carbon nanotubes [183] and semiconductors [41], but the framework of this thesis involves only the (normal) metal leads. The superconductor and semiconductor offer possible follow up research topics.
In the upcoming sections, the operation conditions, the bias voltage and gate voltage dependency of the single electron transistor is defined based on the perturbation theory, Fermi golden rule and single electron box \[184\]. This approach is valid as long as the resistances of the tunnel barriers are much higher than the resistance quantum \( R_K = \frac{h}{e^2} \approx 25.813 \text{ k}\Omega \), which, as will be shown in chapter 4, is true for DNA and gold nanoparticle based assemblies.

2.4.1 The Coulomb blockade, single electron box and single electron transistor

Single electron transistor illustrated in figure 2.20a is a device comprising of an island, drain and source electrodes with tunneling barriers to the island, and a gate electrode, which is capacitively coupled to the island. The tunnel junctions are assumed to be identical, which is in the context of the thesis fairly reasonable approximation. The operation of single electron transistor is based on the concept of the discrete electron tunneling into the island and the consecutive tunneling away from the island through the other tunnel junctions. This process is influenced by the temperature, the size of the island, i.e., the capacitance of the island \( C_i \), the voltage between the drain and the source, the gate voltage and the resistances of the system. Here, we are considering an ideal system at low temperature with no external resistances.

To understand the operation principle of the single electron transistor in figure 2.20b, we will first examine the simpler model of a single electron box, which consists of one tunnel barrier with the capacitance \( C_j \), a capacitive junction \( C_G \) and gate voltage \( V_g \) as shown in figure 2.20. Let’s set initial condition as such that the gate voltage \( V_g = 0 \text{ V} \) and there are no excess electrons on the island, i.e., the island is neutral. Now, non-zero \( V_g \) allows tunneling of discrete number of electrons \( n = \pm 1, \pm 2 \ldots \), and any electron tunneling to the island will disturb the collective electron distribution due to the electrostatic repulsion, causing the system to reori-
ent to find a new equilibrium position. We can derive the charging energy $E_{ch}$ of the island by using elementary Kirchhoff’s laws and assuming that the $n$ excess electrons are divided equally between the tunnel junction and the capacitor $C_g$.

$$E_{ch}(n, V_g) = \frac{(e \cdot n - V_g C_g)^2}{2C_i},$$

where the capacitance of the island $C_i = C_j + C_g$. Since the single electron transistor (SET) can be considered as two single electron boxes, the charging energy of the SET island has similar form as the single electron box, except $C_i = 2C_j + G_g$. We can now calculate the energy needed to add one electron to the island, $\Delta E_{ch}$, as

$$\Delta E_{ch}(n, V_g) = \frac{(e \cdot (n + 1) - V_g C_g)^2}{2C_i} - \frac{(e \cdot n - V_g C_g)^2}{2C_i},$$

where

$$\Delta E_{ch}(n, V_g) = \frac{1}{2C_i}\left(e^2 \left(n^2 + 2n + 1\right) - 2V_g C_g (n + 1)e - \left(e^2 n^2 - 2V_g C_g ne\right)\right),$$

$$\Delta E_{ch}(n, V_g) = \left(n + \frac{1}{2} + \frac{V_g C_g}{e}\right) \frac{e^2}{C_i}.$$

From the equation 2.37 it is evident that the energy changes in discrete intervals, which means that the island has Coulombic energy bands as shown in figure 2.21. This energy band structure generates interesting conditions for electron tunneling: at low temperature, if the energy level of the left junction $eV_L$ is lower than the highest unoccupied state, then electrons cannot tunnel to the island due to Coulombic repulsion, and if the energy level of the right junction $eV_R$ is higher than the highest occupied state, then electrons cannot tunnel from the island. This is known as the Coulomb blockade effect and it is the basis for the SET. The tunneling only happens, when the external biasing is set high enough so that electrons can tunnel on and off the islands as shown in figure 2.21b. Also, by changing the gate voltage, one can shift the energy state and allow electron tunneling through the island.

If the temperature is increased, electrons have enough thermal energy to tunnel through the barriers into higher energy levels and the Coulomb blockade is not observable. The operation temperature of the SET, where the Coulomb blockade is still observable, can be evaluated at the point where the required charging energy $\Delta E_{ch,i}$ and the thermal energy $k_b T$ are equal.

$$k_b T = \Delta E_{ch,i}(n, V_g),$$

$$k_b T \approx \frac{\left(n + \frac{1}{2}\right) \cdot e^2}{C_i},$$

$$k_b T \propto \frac{1}{C_i} \propto \frac{1}{V},$$

51
where $V$ is the volume of the island. If we approximate tunnel junctions as a plate capacitors with 1 nm air gaps, then for SET to work at room temperature the size of island should be in order of $10 \text{nm} \times 10 \text{nm}$, which has been fairly challenging to realize using the conventional top-down lithography methods.

So far we have only conceptually discussed about the different conditions and operation of SET and, for more tangible assessment, the next section is devoted to derive the gate-dependent I-V-characteristics of SET and for discussion about the effect of cotunneling processes on the I-V-characteristics.

### 2.4.2 I-V-characteristics of SET

We start the derivations of the I-V-characteristics by considering the SET shown in figure 2.20b. The tunneling process is described as an event, where either an electron tunnels from $k$ state of drain lead to the $j$ state of the island or an electron tunnels from $j$ state of the island onto $l$ state of the source lead. In the former case the island has gained an extra electron or an excited state, that is relaxed in the latter case. Importantly, we are only considering single tunneling events and the tunneling to island and from island need not to involve same state of the island nor the processes need to be simultaneous. This formalism also considers that during the tunneling process the junction not involved in the tunneling process can be effectively considered as a plain capacitor, meaning that we will only consider first order term in the perturbation theory. Some of the higher order processes will be discussed later, like the cotunneling processes, which involve the simultaneous tunneling.

The theory can be worked out with the tunneling Hamiltonian functions, which
essentially describe tunneling as a creation and annihilation of electrons in the drain, source and island. Using this formalism, we can define the tunneling rates $\Gamma_{jk}$ without bias voltage by the Fermi golden-rule argument \[181\]

$$
\Gamma_{jk} = \frac{1}{e^2 R_t} \frac{\Delta E_{ch,i}^{jk}}{\exp \left[ \frac{\Delta E_{ch,i}^{jk}}{k_b T} \right] - 1},
$$

where $j$ and $k$ denote the electron tunneling from $j$ side to $k$ side of the tunnel junction, $R_t^{-1}$ is the tunnel conductance of the junction $jk$ and $V_L$ and $V_R$ are the bias voltages at the left and right junctions. Terms $e^2/C_i$ and $k_b T$ from equations 2.37, 2.38 and 2.39 are combined into constant $A = e^2/(C_i k_b T)$, which is essentially the attenuation term of the exponent in the equation 2.38. In the previous section, the Coulomb blockade was explained intuitively by purely considering classical electrodynamics. Here, we have provided justification for this argument, since the Coulomb blockade is only observable if the constant $A = e^2/(C_i k_b T) > 1$, meaning that the current is suppressed due to the low tunneling probability.

As mentioned, it is assumed that both tunneling junctions are identical and they have the same tunneling conductance $R_t^{-1}$. The charging energy $\Delta E_{ch}$ can be calculated from the equation 2.37, but we have to take into account that electron tunneling to island (denoted as $i$) will increase the charging energy and electron tunneling from island will decrease the charging energy, meaning $\Delta E_{ch}^{ij} \rightarrow + |\Delta E_{ch}^{ji}|$ and $\Delta E_{ch}^{ik} \rightarrow - |\Delta E_{ch}^{ki}|$. Given this definition, the tunneling current $I_L$ through the left junction of the SET can be calculated from the tunneling rates using equation 2.38

$$
I_L = -e \sum_n \left[ \Gamma_{Li}(n) - \Gamma_{iL}(n) \right] p(n, t),
$$

where $p$ is the probability that there is $n$ electrons in the island and $L$ denotes the left junction. The framework of this thesis considers only low DC-biased systems, so the current $I = I_L = I_R$. We can simplify the equation 2.40 with two assumptions: tunneling follows two state limit, where the only relevant changes are from state $n$ to $n+1$ and the reverse process $n+1$ to $n$, and we assume symmetric biasing $V_L = -V_R = V/2$. The two state assumption gives fairly accurate description of the I-V characteristics at low temperatures and qualitative reference for other cases. Taking these assumptions into accounts the equation 2.40 simplifies into

$$
I = -e \frac{\Gamma_{Li}(n) \cdot \Gamma_{iR}(n+1) - \Gamma_{Ri}(n) \cdot \Gamma_{iL}(n+1)}{\Gamma_{Li}(n) + \Gamma_{iR}(n+1) + \Gamma_{Ri}(n) + \Gamma_{iL}(n+1)}.
$$

The current $I$ is plotted in figures 2.22a and 2.22b from equations 2.37, 2.38, 2.39 and 2.41. For plotting convenience, we are using terms $IR_tC_i/e$, $C_g V_g/e$ and $VC_i/e$. 53
instead of $I$, $V_g$, and $V$.
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**Figure 2.22:** (a) The gate dependent I-V characteristics of SET. (b) The I-V-curves corresponding to the same colored lines in a. The threshold voltages for the black curve are indicated by the green dashed lines.

The current dependency on the bias voltage $V$ has plateau regions (Coulomb blockade) and symmetric, parabolic or linear conduction regions as shown in figures 2.22a and 2.22b. Also, one can observe, that the current is oscillating in periodic manner, when gate voltage $V_g$ is increased, which is known as the Coulomb oscillations. The threshold voltage $V_{th}$ in figure 2.22b defines the boundary between the conducting and non-conducting regions.

The theoretical derivations so far have considered SET in such conditions, that the $e^2 / (C_i k_B T) > 1$ and the Coulomb blockade is effectively blocking any tunneling at low bias voltages, which is also the case in the experimental part of the thesis. It should be still noted that there exist higher order tunneling processes than the discussed first order term, which can affect the experimental results. If the bias-voltage is relative high, then the two-state assumption does not anymore hold and we allow higher transitions than $n$ to $n+1$, which allow process like cotunneling. In the cotunneling, the island experiences an electron-hole excitation, where (i) an electron tunnels first from left junction onto the island and simultaneously an electron tunnels from the island to the other side of the right junction or (ii) an electron first tunnels through the right junction and it is simultaneously replaced by an electron tunneling through the left junction. Typically these electrons do not occupy the same state of the island, in which case the process is called ”inelastic” cotunneling. This will result in tunneling processes, where, even near zero temperature, tunneling current is non-zero at the Coulomb blockade region and the current $I \propto V^3$. Complementary to ”inelastic” tunneling, there also exist ”elastic” cotunneling, where one electron tunnels from left junctions to the island and then through the right junction. The tunneling rate for ”elastic” cotunneling is lower than the ”inelastic” cotunneling,
but it is directly proportional to the bias voltage $V$, which makes it viable even in low voltage region.

### 2.4.3 The capacitance and the threshold voltage of linear AuNP chain

The crucial part of SET is the precise creation of the isolated island, which can be achieved by many different ways, e.g., buckling carbon nanotubes [183] and fabrication of silicon nanowires between electrodes using UV lithography [40]. Another viable option to form the islands is to arrange spherical gold nanoparticles in a pearl-like chain, where each nanoparticle forms an island. As already discussed, the capacitance of the island defines the operation temperature and the threshold voltage between low conduction and high conduction regions. In order to work out the capacitance of a nanoparticles within the pearl-like chain of nanoparticle $C_\Sigma$, we have to solve the capacitance $C$ of two spherical conducting object from equation 2.42 [186].

$$C = 2\pi \epsilon_0 \epsilon_d a \sum_n \frac{\sinh \left( \ln \left( D + \sqrt{D^2 - 1} \right) \right)}{\sinh \left( n \cdot \ln \left( D + \sqrt{D^2 - 1} \right) \right)},$$

(2.42)

where the $a$ is the radius of the sphere, $\epsilon_m$ is the dielectric constant of the medium in between the spheres, constant $D = (2a + d)/2a$ and $d$ is the smallest distance between the surfaces of the objects. The investigated pearl-chain is defined as chain of $n$ particles on insulating (silicon oxide) substrate with external contacts at the ends as shown in figure 2.23. Here, we assume that the insulating layer is thick enough that the capacitive coupling to the substrate is neglectable and, for simplicity, particles are equally separated from each other and the external contacts.

**Figure 2.23:** The capacitance calculation of pearl-like spherical gold nanoparticle chain, where particle-particle and particle-contact distances are $d$. The chain is divided from the middle into $k$ and $N-k$ branches with the capacitances $C_{\text{left}}$ and $C_{\text{right}}$, respectively. By summing the capacitances of these two branches one can solve the capacitance of the middle island.

The capacitance $C_\Sigma$ can be solved by grounding both external contacts of the chain and by applying Kirchhoff’s laws [187], where the number of junctions or capacitance is $N = n + 1$. The threshold voltage, when the external biasing exceeds the Coulomb blockade threshold, can be then calculated using equations 2.42 and...
where the capacitance $C$ is solved numerically.

\[
C_\Sigma = C_{\text{left}} + C_{\text{right}} = \frac{2C}{N},
\]

\[
E_{th} = eV_{th} = \frac{e^2}{C_\Sigma} = \frac{N \cdot e^2}{2C},
\]

\[
\Rightarrow V_{th} = \frac{N \cdot e}{2C}.
\] (2.43)

### 2.5 Dielectrophoretic trapping of nanoparticles

The electrical characterization of any nanomaterial or -compound requires establishing suitable external contacts between the measurement setup and the sample, which can be fairly challenging for a suspended sample like the pearl-like, linear assembly of three nanoparticles investigated in this thesis. There are few general methods to realize this: One way is to randomly deposit investigated materials on, e.g., silicon surface and post-fabricate contact electrodes, which is a process regularly employed to fabricate carbon nanotube transistors [188]. Other possibility is to utilize AFM to make either one or both external contacts and apply voltage to the AFM tip(s) to measure the I-V-curves [189]. However, both of these methods require either specialized instrumentation or the fabrication of contacts involves chemical processing, which can affect the properties of the studied species. Instead, we are using dielectrophoresis (DEP), which is a relatively simple way to trap chemically intact assemblies between fingertip electrodes, although the positioning of the assembly to achieve suitable tunneling junction still remains a challenge.

In this section, I will provide the fundamentals of dielectrophoresis and how it is related to the trapping of the studied assemblies. Dielectrophoresis is a phenomenon [190–192], where a polarizable particle in an external inhomogeneous electric field experiences a non-zero force, which drives the particle to either the maxima or the minima of the electric field (see figure 2.24a). If the same particle is in a homogeneous field, it does not experience any driving force (figure 2.24b).

The derivation of the DEP force and conditions for trapping are analogous to the aforementioned dipole excitation of metallic nanoparticles. Here, we assume that polarizable particles do not influence the imposed electric field or that the particles interact with each other, which is fairly good approximation if the concentration of the investigated species is low enough so that they can be considered noninteracting. In DEP, the electric field $\vec{E}$ causes charge separation into poles ($\pm q$) within the particle, and both poles experience different Coulombic or electrophoretic forces $\vec{F}_p$ and $\vec{F}_n$ (see figure 2.24a). For a polarizable particle in homogeneous field, these
Figure 2.24: The fundamentals of dielectrophoresis. (a) Inhomogeneous electric field causes non-zero net force on the particles, that drives them towards either the maxima or minima of the electric field gradient. The propagation direction depends on the permittivities of the materials ($\epsilon_1$ and $\epsilon_2$) and the medium ($\epsilon_d$). (b) In a homogeneous electric field, a polarizable particle experience zero net force.

forces cancel each other and the overall force is zero. The net force $\vec{F}_{DEP}$ is

$$\vec{F}_{DEP} = \vec{F}_p - \vec{F}_n = q\vec{E} \left( \vec{r} + \vec{d} \right) - q\vec{E} \left( \vec{r} \right),$$  \hspace{1cm} (2.44)

where $\vec{r}$ is the position vector of the $\vec{F}_n$ and $\vec{d}$ is the vector between the poles. Since the distance $d$ is small, we can expand the term $\vec{E} \left( \vec{r} + \vec{d} \right)$ in the equation 2.44 as Taylor series

$$\vec{E} \left( \vec{r} + \vec{d} \right) = \vec{E} \left( \vec{r} \right) + \vec{d} \cdot \nabla \vec{E} \left( \vec{r} \right) + O \left( d^2 \right),$$  \hspace{1cm} (2.45)

where $\vec{p} = q\vec{d}$ is the dipole momentum of the particle. The consequence of the equation 2.45 is that the DEP force is driving the particle toward the extreme of the field gradient. The dipole momentum $\vec{p}$ can be expressed as

$$\vec{p} = \alpha \left( V, \epsilon_d, K_1 \right) \vec{E},$$  \hspace{1cm} (2.46)

$$\alpha = 3V \epsilon_d \cdot \text{Re} \left[ K_1 \left( \epsilon_p, \epsilon_d \right) \right],$$  \hspace{1cm} (2.47)

where $\alpha$ is the effective polarizability of the particle, which depends on the volume $V$ of the particle, the permittivity of the dielectric medium $\epsilon_d$, the permittivity of the particle $\epsilon_p$ and the Clausius-Mossotti factor $K$. Typically the Clausius-Mossotti factor does not have any analytical solution and, for simplicity, we are considering
an ellipsoid, since the Clausius-Mossotti factor for ellipsoid can be expressed analytically as

\[ K_i(\epsilon_p, \epsilon_d) = \frac{\epsilon_p - \epsilon_d}{3 \cdot (\epsilon_p + N_i(\epsilon_p - \epsilon_d))}, \tag{2.48} \]

where \( N_i \) is the depolarization factor of ellipsoid. Here, the direction of the DEP force depends heavily on the permittivities of the particle \( \epsilon_p \) and surrounding medium \( \epsilon_d \), where two similar particles or ellipsoids with different permittivities can travel to opposite directions as shown in figure 2.24a in accordance to the Clausius-Mossotti factor in equation 2.48.

In liquid medium, the particles are always in random Brownian motion, the DEP trapping requires that the DEP force \( \vec{F}_{DEP} \) overcomes the Brownian force \( \vec{F}_B \). To compare the two forces, we have to combine equations 2.45, 2.46 and 2.47

\[ \vec{F}_{DEP} \propto V \epsilon_d \text{Re} \left[ K_i(\epsilon_p, \epsilon_m) \right] \nabla (E^2), \tag{2.49} \]
\[ \vec{F}_B \propto V^{-1/3}. \tag{2.50} \]

The equations 2.49 and 2.50 have several consequences. Since the DEP force is proportional to the volume of the particle \( V \) and the Brownian force is inversely proportional to \( V \), the DEP trapping should favor larger particles over smaller ones, which can be exploited to trap only the desired particles by filtering away the larger undesired particles before the trapping. Secondly, the DEP force is frequency dependent, since the factor \( \text{Re}[K_i] \) depends on the frequency and, because the factor can be positive or negative, the direction of the DEP force can be changed by tuning the frequency or changing the material. In this context, the DEP is defined as positive, if the DEP force is pointing towards the field maximum, and negative, if the DEP force is pointing towards field minimum.

In this thesis, we are using well-established DEP trapping scheme [85, 194], where a sinusoidal AC voltage is applied to a fingertip electrode structures to attract DNA and AuNP based nanostructures towards electric field maxima located in the fingertips. The two opposite field maxima will align then nanostructures to the gap of the electrode structure, where after the I-V-characteristics of the trapped structures can be measured.
Chapter 3

Plasmonic metasurface and probe studies

3.1 Gold nanostructures by DNA Assisted Lithography

Over the past decades, the fields of nanoelectronics and -optics have greatly benefited from the development of conventional nanolithography methods, e.g., UV-lithography and electron beam lithography (EBL). Especially the field of optics has had plethora of applications ranging from fluorescence [161, 195, 196], Raman [21, 197, 198] and IR spectroscopy [199, 200] to metasurface [201] and refractive index based sensing [202, 203]. As discussed earlier, to satisfy the demand for ever diminishing electric and optical components with high resolution and fast production has become recently more difficult, since the traditional lithography methods have been limited by the serial nature of the fabrication process (EBL) or by the increasing complexity of the instrumentation (photo-lithography). These limitations have created a demand for alternative, bottom-up methods to fabricate micro- and nanodevices, which would circumvent the issues of serial fabrication or overly complex instrumentation.

To tackle this, the soft-lithography approaches [204] utilizing self-assembly and molecular-scale structures have been investigated during the past few decades. As mentioned in the earlier chapters, one of the more interesting molecules in this field has been the DNA molecule, since different materials, e.g., metallic nanoparticles, enzymes and carbon nanotubes can be attached to it via chemical methods. Although these chemical methods are parallel in nature and the actual size of the devices can be scaled to 100 nm, typically the resolution is somewhat limited by the random nature of the fabrication process. This can reduce or limit the operation range and conditions of the device, e.g., the resonance wavelength of a fluorescence enhancer, or there are unwanted by-products after synthesis, which has to be removed for the method to be applicable for the industry. To combine the strengths of the conventional- and soft-lithography worlds, we have devised the DNA Assisted
Lithography (DALI) method, where the high parallel throughput, high yield and superior resolution of the DNA self-assembly are combined with robustness of the conventional lithography procedures.

In this section, the DALI method is utilized to create arbitrary shaped plasmonic nanostructures on transparent surfaces and we characterized the optical properties of the created structures. In addition, we will demonstrate that the DALI method is a viable option to create large scale, planar and cost efficient metasurfaces with sub-10-nm feature size.

3.1.1 Fabrication of planar, arbitrary shaped metal nanostructures using DALI method

The different steps of the DALI methods are illustrated in figure 3.1, where three distinct shapes were selected for fabrication: a so-called Seeman Tile (ST), a bowtie origami (BO) and a chiral double-L (CDL). The key point of the method is to convert the shape of surface immobilized DNA origamis directly into metallic nanostructures (see figure 3.1a), where the high spatial resolution and the arbitrary design of the DNA origami structures can be exploited. Other methods, e.g., metal-seed based lithography [205] utilize similar idea, but the resolution is limited to the size and the packing density of the AuNPs, and the end result is typically a granular structure that retain their original features as long as the substructure size is larger than 50 nm [90].

The fabrication process consists of several steps as shown in the figure 3.1b. First, the sapphire (Al₂O₃) or silicon nitride (Si₃N₄) substrate is cleaned with acetone and isopropanol (Step 1), then an amorphous silicon layer is grown on top of the substrate (Step 2) using plasma enhanced chemical vapor deposition (PECVD). The surface is turned hydrophilic by oxygen plasma treatment and DNA origamis are deposited on the surface (Step 3). A silicon dioxide layer is then grown on top of the silicon layer using CVD method (Step 4), where the origami shapes inhibit the growth of SiO₂ leaving origami shaped holes into the silicon layer. The silicon layer underneath the SiO₂ is etched through at the origami openings using reactive ion etching (RIE, Step 5). Next, a metal layer is evaporated using physical vapor deposition (PVD) in ultra-high vacuum (Step 6). In the last two final steps, the silicon dioxide and silicon layer are removed using hydrogen fluoride (HF)-based wet etching (Step 7) and oxygen plasma etching in RIE (Step 8), and the sample is ready for optical characterization.

The figure 3.1c shows STs, BOs on a silicon nitride substrate and CDLs on a sapphire substrate, where the whole substrate is covered with the metallic structures. The height of all of the fabricated gold structures was 20 nm. The STs and CDLs had roughly the length of 100 nm and the width of the arms is 20 nm. The bowties had the length of 125 nm (long axis) with sub-60-nm triangles and the gap
size is 8-20 nm. The STs and CDLs had roughly 50% yields and the bowties had either 50% yield (0 nm < gap < 40 nm) or 76% yield (gap > 40 nm). Also, the CDL fabrication yielded distribution of 51% S-shaped and 49% Z-shaped CDLs. The STs and CDLs were analyzed based on how correctly all the arms were formed, whereas the bowties were evaluated based on the gap size, the angle between the triangles and how correctly the triangles were formed. The extra criteria for bowties are due to the fact that all of them influence the LSPR wavelength of the bowties.

Typical problems for the fabricated STs and CDLs were missing or malformed arms, which are most probably caused by the deposition process: if the arms roll up or touch each other after the deposition, undesired shapes will be present in the final results. The triangles of the bowties were typically quite nicely formed, but the control over the gap size and especially the angle between the triangles was less precise. The angle differences are again due to flexibility of the DNA origami during the deposition.

All these discoveries highlight that the DNA origami deposition process is a key factor in the DALI method, and extra attention needs to be put into design of the DNA origami to avoid the flexibility issues. One advantage of the DALI compared to chemical methods is that essentially structures can be fabricated from any material.
that can be physically evaporated and is not to be dissolvable in HF, which includes large variety of metals and semiconductors [206]. Besides the gold structures in figure 3.1 we have demonstrated that nanostructures can be fabricated from copper and silver (see appendix Pub.III).

3.1.2 Optical measurement setup

The optical microscopy has been utilized for a long time in research and industry and there exist multiple different imaging methods, e.g., bright field, dark field, differential interference contrast (DIC) microscopy. Especially the dark field microscopy have utilized for metal nanoparticle detection due to simple instrumentation and high sensitivity and contrast, where even individual nanoparticles can be probed [156, 160]. Here, we describe the used DF microscope setup and how a typical experiment was carried out to characterize different nanoassemblies and nanostructures.

The microscope system for measurements of individual nanoparticles and nanostructures consisted of uprights microscope system coupled to a spectrograph equipped with EMCCD-camera via optical fiber (see figure 3.2). The fiber was connected from open end to one of the output ports of the microscope and from the collimator end to a custom-made switch box. The idea of the switch box is to allow bidirectional signaling, where the output signal, i.e., the light coming from the sample is focused after the collimator to the slit of the spectrograph using a lens. The input signal is a LED light, which can be used to illuminate the position of the fiber on the sample surface. Samples were monitored and images of the sample surface taken using Canon EOS 6D camera, which was connected to the other output port of the microscope.

We employed Olympus BX51TRF-microscope with several MPLANFL-N bright-field/darkfield objectives (5x / 20x / 50x), where the 50x objective was used to measure spectra of nanoparticles. For excitation, either Olympus 75W Xenon lamp (L2194-01) or Olympus 100W halogen lamp inside IR-lamp housing (Olympus U-LH100IR-1-7) was utilized. The Xenon lamp was used in the reflection measurements and the halogen lamp in the transmission measurements. The EMCCD-camera was Andor Ivac DR-324B-FI and the spectrograph was Princeton Instruments (Acton) SP2150. Both systems were controlled using Andor Solis (version 4.18). The optical fiber was Thorlabs UM22-300-custom with the core size of 300 µm. For the polarization measurements, we used Olympus U-AN360-3 analyzer and Thorlabs linear polarizer (LPVISE200-A 2). To illuminate the position of the fiber on the sample surface, we used Thorlabs M530L3 mounted LED ($\lambda_{max} = 530$ nm). The microscope system with the spectrograph was placed inside an electromagnetically shielded room, and the connection between the microscope system and the measurement computer was established via USB fiber extender (Black box IC404A). This was done to maintain the electrical isolation and to reduce background illumination.
**Figure 3.2**: Single particle spectroscopy (SPS) setup. (a) The SPS setup in the polarization dependent transmission dark field measurements during the initial analyzer-polarizer calibrations. (b) The same SPS setup as in (a) but during the DF measurements. (c) The SPS setup in the reflectance DF measurements. (d) Typical DF image of a DALI fabricated sample. The green circle spot indicates the fiber position and the gold/yellow rectangle highlights the area in e. (e) SEM image of a malformed CDL and two bowties on a sapphire surface.
Two different kinds of measurements were performed during the studies of this thesis. Either polarization dependent scattering spectra of nanoshapes on transparent sapphire substrate were recorded or movement of spherical gold nanoparticles on top of non-transparent gold surface was observed by measuring the scattering spectra. For the former case, we used transmitted light in the dark field mode, where the dark field was achieved using Olympus dark field condenser (U-DCW) as shown in figures 3.2a and 3.2b.

The polarization measurements were carried out in several steps. In the first step, the sample on a sapphire chip was mapped by taking images of the same sample area using both dark field imaging and scanning electron microscope (SEM) (see figures 3.2d and 3.2e). From the SEM images, we calculated the angle $\phi$ between the primary axes of the structures and either horizontal or vertical axis of the grid (red scattered lines in figure 3.2d). Then the sapphire chip was placed to the microscope together with the polarizer and analyzer as shown in figure 3.2a. A narrow single slit mask was placed on top of the polarizer in such a way that the opening of the slit followed the polarization axis of the polarizer and both the mask and the polarizer were brought as close to chip as possible. Now the image of the slit, which is related to the polarization angle, could be seen on the sample surface, and the slit line was turned so that it was parallel to either vertical or horizontal axis. The analyzer was turned, until minimum signal was detected. Now the polarization angle of the analyzer was perpendicular to the polarization angle of the polarizer and followed either the vertical or horizontal axis of the grid. The polarizer was removed and the dark field condenser was put in its place (see figure 3.2b). Immersion oil was placed on the condenser, which was then pushed as close to the microscope slide as possible. The system was left to settle for 1 h, and after this the fiber spot was placed on the target of interest, the analyzer was turned so that we started from one of the primary axis of the target and the polarization dependent scattering spectra were recorded for different polarization angles from 0° (starting position) to 180° (back to the same position). Typically the integration time was 6 s with 10 averaged scans. Integration time can be extended, but the background radiation starts to influence the measurement after 2 min and after 5 min it significantly hinders the measurements.

The measurements of spherical gold nanoparticles were done in a reflection mode as shown in figure 3.2c. The deposition of the DNA coated AuNPs is fully described in the section 3.2, and here we assume that AuNP have been immobilized to the gold surface via linker DNAs and observed using the microscope setup. Similarly as before, the optical fiber was used to select the interesting particles and individual scattering spectra under different biasing voltages were recorded using 3-5 s integration time with 3 scan averaging. One issue here is that we are not using water immersion objective, which results in reflection from the interfaces between ITO cover and both air and water medium. These reflections are more pronounced if the ITO cover is not perfectly perpendicular to the objective and thus a lot of care
should be used when sealing the chamber with ITO cover.

3.1.3 Optical characterization of different planar gold structures

The metallic bowtie shape is widely harnessed as an antenna for different optical applications due to the highly confined plasmonic mode in the gap as discussed in the theory section. Thus, it is important to determine the wavelength dependent field enhancement. Especially in surface-sensing [207] or fluorescence enhancement [161] it is important to tune the LSPR wavelength to the visible spectrum, which mainly requires that the size of the antenna is below 100 nm (on a glass substrate). Other main factors that influence the LSPR peak position are the angle between triangles and the gap size. To assess the applicability of the DALI fabricated bowties, individual bowties and STs were characterized by measuring the polarization dependent LSPR scattering spectra as shown in figure 3.3, where the STs are used as a control due to the aforementioned symmetric optical response.

The experimental and the already introduced simulated LSPR scattering spectra for the BOs are shown in figures 3.3a, 3.3c and 3.3e and for the STs in figures 3.3b, 3.3d and 3.3f. For the BOs, the LSPR peaks were located along the gap ($\lambda_{\text{max}}$ from 704 nm to 814 nm) and perpendicular to the gap ($\lambda_{\text{max}}$ from 650 nm to 700 nm) and, for the STs, the LSPR peaks were mostly located along the arms ($\lambda_{\text{max}}$ from 646 nm to 690 nm). It should be pointed out that most of the LSPR peaks are in the visible spectrum despite the high refractive index of the sapphire substrate ($n \approx 1.76$). The LSPR peak of the BO gap mode has higher intensity and is at longer wavelengths compared to the perpendicular mode, which has been reported earlier in literature and is in agreement with the theory [161, 163, 207]. In the case of STs, the peaks should overlap if the arms are symmetric, and asymmetric arms induce a slight displacement. These findings are also in good agreement with the FEM simulated data (dashed lines in figures 3.3a and 3.3b). Although the LSPR maxima of both STs and BOs are at similar wavelengths, the key difference is the maximum obtained field enhancement as shown in the insets of the figures 3.3a and 3.3b, where the gap mode of the BO has roughly four times higher field enhancement compared to the other ST or BO modes.

As discussed in the fabrication section, the BOs and STs have some variations in the physical dimension and the characteristic features, which will then influence the optical properties. For BOs, the perpendicular modes are roughly at a constant wavelength, but the gap mode peaks have larger variations. The size and the shape of the BO triangles are approximately the same for all of the samples, but the gap size and the angles are differing. As discussed in the theory sections, if the triangles are close to each other, the LSPR peak will blueshift as the gap between triangles increases, and when the angle between the triangles deviates from symmetric 180° bowtie case, the peak will redshift up to 40° angle. When comparing the different BOs, the BO with the LSPR peak at the longest wavelength (figure 3.3e) has also
FIGURE 3.3: The polarization dependent scattering spectra of the metallic bowties and STs. Arrows in the insets mark the linear polarization directions. (a),(c),(e) LSPR scattering spectra of metallic bowtie structures. The higher redshift of the gap mode peak in e compared to a and c is due to narrower gap. (b),(d),(f) LSPR scattering spectra of metallized cross structures. The dominant peak positions in b and d are along the arms, whereas in figure f they are between the arms.

the smallest angle shift (7° from the perfect bowtie alignment) and the smallest gap (5 nm) compared to the other BO samples in figure 3.3. As a comparison the sample in figure 3.3a has twice the gap and 25° angle shift. This would suggest that the gap size has overall larger impact on the LSPR maxima than the angle shift, hence the redshift in the figure 3.3e.
Most of the STs had the LSPR maxima along the arms, which is expected from the theory sections. However, for some samples the maxima were between the arms as shown in figure 3.3f. The exact reason for this is unknown. However, there are several possible factors that can explain this. The ST in the figure 3.3f is slightly more rounded than the other samples in figures 3.3b and 3.3d, which might cause disk-like qualities, and, as discussed in the theory part, the maxima would then be at the elliptical axes, that are not necessary along the arms. Also, the height profile of STs might not be flat but rather granular, which can influence the optical properties of the sample. Despite these undesired varieties, the BO antenna covered sapphire substrates were successfully used in SERS to detect two common markers Rhodamine 6G and 2,2-bipyridine as shown in figure 3.4, meaning that the DALI method is robust enough to produce functioning metasurfaces.

**Figure 3.4:** The SERS spectra of Rhodamine 6G and 2,2-bipyridine on bowtie metasurface (inset). The flat spectra under the SERS spectra are the Raman signals recorded by the same settings but at a position without bowties.
3.2 Electric field guided DNA and AuNP based nanoactuator

This chapter involves fabrication and characterization of reversibly controllable nanoactuator assembly, where 80 nm AuNPs functionalized with biotinylated single stranded DNAs are immobilized on chimeric avidin coated gold surface. The chimeric avidin and biotin binding scheme was used, since the avidin-biotin interaction is one of the strongest non-covalent bondings \( (K_a 10^{15}M^{-1}) \) [208]. This assembly was used to study the folding properties of a hairpin-DNA strand by moving the charged AuNPs using electric field, which also stretched the hairpin-DNA at the same time. The detection of the AuNP motion is done by tracking the localized surface plasmon resonance of the AuNPs.

One of the main challenges is to induce and detect motion for a nanoparticle via electric field, since e-field manipulation is typically done for large assemblies of nanoparticles, where the collective force induces motion. This technique is feasible, if the charge of the particles is high enough. The technique could be also extended to study other proteins and biomolecules and besides the conformational studies the nanoactuator motion can be utilized in applications, e.g., surface enhanced Raman spectroscopy and fluorescence enhancement, where generally the optical properties of such probes cannot be adjusted after the fabrication or if it is possible, then the process is irreversible.

3.2.1 Assembly and operation of the DNA-AuNP actuator

The nanoactuators have had many different implementations ranging from polymer brushes to enzyme-based biosensors. Typically, these sensors consist of a substrate (sensor surface) and a probe, that is immobilized to the substrate. The actuator may require manipulation of the probe using solution flow, electric or magnetic fields or optical trapping.

One of the key features or challenges in such a system is the attachment scheme between the probe and the substrate. To assess the efficiency of our attachment scheme, we divided the assembly of our actuator in several parts as shown in figure 3.5a-c: The first step was the binding of neutral, cysteine-tagged chimeric avidins on the gold substrate, then surface passivation of the substrate using blocking agents and finally the immobilization of the AuNPs functionalized with biotinylated ss-DNA.

This assembly was used first to characterize folding properties of single stranded DNA with varying lengths (3 nm, 8 nm and 15 nm), and these results were then applied to study folding properties of hairpin-DNA (see appendix table A.1 for DNA sequences). The lengths of 8 nm and 15 nm were chosen, since they correspond to open (15 nm) and folded (8 nm) conformations of the hairpin-DNA. These DNA
coated particles were fabricated using the salt-aging method (see appendix Pub.V).

**Figure 3.5:** Sketch of different DNA-AuNP actuator assembly steps. (a) Binding of cysteine-tagged chimeric avidin to the gold surface. (b) Passivating rest of the surface using blocking agent. (c) Immobilization of biotinylated AuNPs. (d)-(f) Depending on amount of biotin-avidin binding, distance between AuNP and gold surface varies ($d_1$ vs $d_2$). By applying electric field, AuNP can be moved away from the surface ($d_3$) or brought close to the surface ($d_1$).

The nanoactuator operation involves motion of the charged AuNP using electric fields as shown in figures 3.5d, 3.5e and 3.5f and the simultaneous detection of the localized surface plasmon resonance (LSPR) of the AuNP. The electric field is applied to the liquid medium surrounding the actuator by biasing the sensor surface and the counter electrode above it. The distance between the gold surface and the AuNPs heavily influences the LSPR scattering spectra of the AuNPs as discussed in the theory section, which can be therefore used to track the AuNP position.

One vital feature in the operation and immobilization of the DNA-AuNP probe is the amount of bonds between the chimeric avidin coated gold surface and biotinylated-AuNPs. It has been shown [209] that the attachment and detachment of nanoparticles from surfaces depends on the binding geometry and surface density of the receptor (avidin) and its ligand (biotin). This would mean that AuNPs with high amount of biotin-avidin bonds are very tightly bound to the sensor surface and less probable to detach from the surface (figure 3.5d versus figure 3.5b), but, on the other hand, have less degree of motion available, which can be detrimental for the applicability of the actuator. To assess this, we are varying the surface density of the biotinylated DNAs by substituting them with short blocking-DNAs and then characterizing the motion of AuNPs with different biotin densities under influence of electric field.
Attachment of proteins and biotin-AuNPs to sensor surfaces

The surface attachment of chimeric avidin and blocking agent (BSA or SH-PEG) was characterized using RA-SPR, which is sensitive technique to characterize protein, biomolecule and, to some extent, nanoparticle immobilization as discussed in the theory section. The experiment was carried out by first flushing the gold surface with PBS buffer followed with 16 min injection of the chimeric avidin solution (75 µg/ml) diluted in PBS buffer. After the injection, the gold surface was flushed with PBS buffer and the next compound was injected for 16 min.

![RA-SPR curves](image)

**FIGURE 3.6:** The RA-SPR curves showing the attachment of chimeric avidin and blocking agents to the gold surface and subsequent immobilization of AuNPs functionalized with biotinylated-DNAs. (a) RA-SPR curve for immobilization of AuNPs functionalized with 15 nm linker DNA (upper) or 8 nm linker DNA (lower). (b) Hairpin-DNA-AuNP immobilization with (lower) or without (upper) extra biotin passivation. The avidin attachment follows similar pattern as in a and it is therefore cut from the graph. The green dotted and dashed lines indicate positive SPR shift for the non-biotin-passivated sample and negative shift for the biotin-passivated sample, respectively. (c) RA-SPR sensor surface after AuNP immobilization in figure b (upper curve) without biotin passivation. (d) RA-SPR sensor surface after AuNP immobilization in figure b (lower curve) with biotin passivation. (e) Plain sensor surface before any attachments.

The binding of chimeric avidin and surface passivation of the gold surface can be seen as a positive angle shift of the SPR resonance in figures 3.6a and A.1: the injection of chimeric avidin and blocking agent is followed by a linear rise in
the resonant angle, which saturates after 3.5 - 4.5 min for avidin and ∼1 min for the blocking agent. This is expected, since the chimeric avidin and both BSA and SH-PEG are DPG materials that only increase the refractive index and thus also the resonant angle. The saturation of each compound indicates, that the surface is mostly covered by the compound(s) and the equilibrium between association and dissociation has been reached. The blocking agent saturation is also quicker than the avidin saturation. This is reasonable since the surface is already covered by the avidins and the blocking agents are much smaller than the avidin and thus bind more rapidly to the surface.

For AuNP immobilization, we observed that the AuNP functionalized with 15 nm DNA strands had overall higher positive shift compared to the AuNPs functionalized with 8 nm DNA strands (see figure 3.6a). As discussed in the theory section, this difference comes most probably from the coupling effects between AuNP and the gold surface, where longer DNA linkers have higher positive shift due to domination of the mass-contribution over the coupling effects. The small negative shift at the beginning of the AuNP injection and at the end of the injection is due to the bulk effects.

The hairpin-DNA-AuNP had also a small positive shift in the SPR signal as shown in figure 3.6b (the two green dotted lines) indicating binding of the AuNPs. By passivating the avidins bound to the surface with free biotin before AuNP injection, the corresponding shift was negative (the two green dashed lines in figure 3.6b), which means that AuNPs are not binding efficiently and rather compounds are dissociating from the surface. This was further confirmed by the dark field images in figure 3.6c-e, where the non-biotin-passivated surface shows larger amount of bound AuNPs compared to the biotin-passivated surface, which is closer to the plain sensor surface shown in figure 3.6e. In addition, the hairpin-DNA-AuNP shift is more comparable to the shift of the 8 nm DNA strand than to the shift of the 15 nm DNA strand, which means that the hairpin-DNA is mostly in a folded state. The results together indicate, that the attachment scheme between the surface bound avidin and the biotinylated-AuNPs is functioning as intended.

Assessment of interactions between hairpin-DNA-AuNP and chimeric avidins

It was concluded in the last section, that the biotinylated-AuNPs are attaching to the chimeric avidin coated gold surface. However, the SPR measurements do not specify the degree of the bonding between the two, which can affect the motion of the AuNPs as shown in figure 3.5. To characterize this, we minimized the number of biotins on the hairpin-DNA-AuNPs by substituting part of the hairpin-DNA with a shorter blocking-DNA. This was done during the DNA adsorption on the AuNP surface by mixing the hairpin-DNA with blocking-DNA from ratio of 1:0 (pure hairpin-DNA) to 0:1 (pure blocking-DNA). These different AuNP batches were characterized with dynamic light scattering by measuring the initial hydrody-
namic diameter $D_{ini}$ (see appendix figure A.3), which was found to overall decrease as the amount of hairpin-DNA was decreasing due length difference between the hairpin-DNA and the blocking-DNA.

Next, we tested the binding efficiency of each batch by aggregating them with chimeric avidins in solution, where the hydrodynamic diameter $D_{final}$ should increase due to aggregation as shown in figure 3.7a. The aggregation process was then characterized by plotting the relative increase of the hydrodynamic radius $D_{rel} = (D_{final} - D_{ini}) / D_{ini}$ as show in figure 3.7b, where increase in the hydrodynamic diameter should be more pronounced for samples with higher biotin density.

![Figure 3.7](image)

**Figure 3.7:** Characterization of the binding efficiency of chimeric avidins and the hairpin-DNA-AuNP. (a) Schematic view of the chimeric avidin and biotin-AuNPs aggregation process. (b) The relative increase in diameter $D_{rel}$ versus hairpin-DNA to blocking-DNA ratio, where the size of the aggregated species decrease overall as amount of hairpin-DNA decreases.

It was observed, that the plain AuNPs had 20% increase in the hydrodynamic diameter when mixed with avidins, which is most probably due to either the non-specific binding of the chimeric avidin to AuNPs or buffer related bulk effects. Also, the pure blocking-DNA-AuNPs had similar increase, which indicates that the DNA strands themselves do not cause aggregation. The lowest mixture of hairpin-DNA and blocking-DNA (1:999 or 0.1 %) showed still significant increase (30 %) compared to the control samples. If assuming that the 20 % increase for control samples is due to bulk effects and there are no dimer forming in the 0.1 % sample, then the increase from 20 % to 30 % would correspond to roughly a size of one avidin layer (see appendix Pub.V for calculations).

As the amount of hairpin-DNA was increased, the relative hydrodynamic diameter also increased until ratio of 1:1. After this, the relative hydrodynamic diameter started to decrease, which indicates that the aggregation process is hindered. This is reasonable, since too high surface density of biotins does not allow correct orientation between the chimeric avidin and biotins and thus the binding is hin-
dered [210]. Since the aggregation is still happening at 0.1% ratio, this ratio was selected for further studies and we fabricated AuNP functionalized with ssNDA (3 nm, 8 nm and 15 nm) with the same ratio and, as a control sample, purely hairpin-DNA functionalized AuNPs were fabricated as well.

Simulations of the LSPR of AuNP coupled to gold surface

The AuNP close to a conductive surface was introduced in the theory section, where the detection of AuNP position and hence the motion can be tracked by measuring the LSPR scattering spectra of the AuNP. Since we cannot directly correlate position (distance $d$ in figure 3.8) of our nanoactuator to the LSPR spectra experimentally, the coupling depended LSPR spectra of AuNP close to a Au-surface was solved using Finite Element Method (FEM) in Comsol as show in figure 3.8. In the experiments, we used unpolarized light, so both TM- and TE-polarized light were used in simulations.

**Figure 3.8:** (a) The simulated TM polarized and (b) the simulated TE polarized LSPR scattering spectra of AuNP close to a gold surface. (c) The simulated LSPR peak versus the distance $d$ plot, where the resonance of the AuNP is redshifting as the distance is decreasing due to strong plasmonic coupling with the surface. There are also secondary peaks forming after 4 nm due to in-plane dipole-dipole interactions.
For both polarizations, it was observed that the main LSPR peak shifts from 570 nm to 660 nm, when the distance $d$ between the particle and surface changes from 20 nm to 1 nm. Also, there is a secondary peak appearing around 550 nm, when distance $d$ is less than 4 nm. As explained in the theory section, this is due to interaction between the real particle and a conductive surface induced imaginary mirror particle. The main LSPR peak is related to the parallel dipole excitation of the spherical nanoparticle, which experiences redshift as the distance $d$ is decreased.

The secondary peak corresponds to the in-plane dipole-dipole interaction, which has similar behavior but starts at shorter wavelengths. Both of these interactions create strong electric fields, that are confined between the particle and the gold surface (see figures 2.14e, 2.14f and A.3a-d). The distance $d$ versus the LSPR peak maxima is plotted in figure 3.8c, where it can be seen that the sensitivity of the coupled system increases as the distance decreases. We used average values between the TM and TE polarized curves to correlate the distance to the LSPR maxima in the experiments due to the use of unpolarized light.

### 3.2.2 Electric field manipulation

The results of the preliminary tests were combined to construct the final nanoactuator assembly. The AuNP immobilization and the consecutive measurements were done in a sample holder with a liquid flow cell (see appendix figure A.2), which was designed so that the liquid could be pumped in and out, while a biasing voltage could be applied between the gold surface and the ITO glass counter electrode above it. The immobilized AuNPs could be observed at all times though the ITO glass.

Typical immobilization experiment was done by first treating the hydrophilic Au-surface on silicon chip with chimeric avidins and BSA, connecting the surface to the holder, sealing the surface inside a chamber with the ITO glass, pumping 50 µl of solution containing the biotinylated AuNPs using ISMATEC tubing pump and waiting 15-90 min until enough particles were immobilized. The surface was never allowed to dry during the sample preparation and measurements. Then the chamber was flushed, contacts with the ITO and the gold-surface were established with external circuit and the large scale motion was analyzed for both the ssDNAs and the hairpin-DNA functionalized AuNPs (ratio 0.1 %). Also, single particle motion was recorded for the hairpin-DNA-AuNPs (both 0.1 % and pure hairpin-DNA).

**Large scale analysis of the nanoactuator motion under influence of electric field**

The large-scale measurements were carried out to assess the degree of controllability and to characterize the average particle motion, that is influenced by the conformation and structure of the anchoring molecules. The measurements started by sweeping the bias voltage from negative to positive and back in steps, and between
each step the system was let to stabilize for 1 min before taking dark field images of the samples (see appendix figure A.6). These images were then processed to extract the RGB data of each particle with respect to the bias voltage. The data was further converted into Hue (H) values (see appendix), because the conversion between the wavelength data and the Hue representation is relatively easy, since the visible spectrum can be presented as a linear scale of Hue from 0° to 360°. However, the exact conversion depends on the measurement system, and we needed to calibrate the conversion by measuring simultaneously the LSPR scattering spectra and the RGB values of several different colored particles and plotting the H values versus the LSPR wavelength curve (see appendix figure A.7). As a result, the LSPR wavelength can be connected to the distance $d$ between the particle and the gold surface as shown in figure 3.8c.

It was found out that $H = 0° - 20°$ (wavelength = 600-620 nm, see figure A.7) roughly corresponds to the situation, where particles are close to surface ($\leq 5$ nm or less from figure 3.8c), and the H value over 60° (wavelength > 580 nm, see figure A.7) corresponds to case, where particles are far away from the surface ($\sim 20$ nm from figure 3.8c). The 5 nm limit is of importance, since it corresponds to the thickness of the avidin layer [211]. So if considering the full particle motion, i.e., from close to surface to far away and back, which relates to DNA unfolding and stretching, the minimum shift in the Hue is about 40°. To characterize this motion, we only selected for further analysis the particles that had at least one Hue shift over 40°, when the voltage switched several times from negative to positive side or vice versa.

The motion of particles in respect to the bias voltage and with the above threshold for the Hue changes was evaluated for the different ssDNAs (3 nm, 8 nm and 15 nm) and the hairpin-DNA functionalized AuNPs as shown in figures 3.9 and 3.10. These particles could be roughly categorized into four different groups: the particles in group 1 were pushed with negative voltage away from the surface ($\sim 100°$) and pulled towards the surface using positive bias voltage (orange histogram in figures 3.9 and 3.10), the particles in group 2 behaved opposite to group 1 in respect to the bias voltage (blue histogram), the particle in group 3 got stuck eventually far away from the surface (violet histogram) and the particles in group 4 got stuck close to the gold surface (green histogram). The black histogram shows overall data of the particles that had at least one 40° or larger shifts.

The reason for different behavior for group 1 and group 2 is not exactly clear, but it can be partially explained by the charge distribution of the used biotinylated-AuNPs (see appendix figure A.4), since there exist both negatively and positively charged particles in the 8 nm ssDNA and hairpin-DNA samples, which both have also significant portion of the particles in group 2 as shown in figures 3.9c and 3.10a. The group 2 is missing for 15 nm and 3 nm ssDNA samples, since both samples do not have a significant amount of positively charged particles (see appendix figure
Figure 3.9: The histogram data of the large scale motion of (a) the 15 nm ssDNA, (b) the 3 nm and (c) the 8 nm ssDNA-AuNP samples.
FIGURE 3.10: (a) The histogram data of the large scale motion of the hairpin-DNA-AuNP sample. (b)-(e) Illustration of hairpin-DNA-AuNP position under different bias voltages. The histogram data in figures b, c, d and e depicts the first (V= 0 V), third (V= -0.1 V), fifth (V= -0.2 V) and eighth (V= +0.1 V) histogram starting from the bottom in figure (a) (orange histogram). In the absence of electric field and for small field $\vec{E}_2$ the hairpin is closed (hybridized) and the particle is close to surface ($H_1 \approx 0^\circ$, indicated by the dotted line). When high enough field $\vec{E}_3$ is applied, the hairpin unfolds and the particle is moved far away from the surface ($H_2 \approx 100^\circ$, indicated by the dashed line). When opposite field $\vec{E}_4$ is applied, the particle is brought close to surface and the hairpin can fold back. Compared to the case a of plain ssDNA linker, a clear quantization/discretization to the folded and unfolded hairpin states (shown as the dotted and dashed lines) is visible instead or smooth drift of a Gaussian distribution.
A.4). Other possible explanation is the double-layer formation on the AuNP or the gold surface induced by the free ions in the solutions, which can affect the overall charge of the particles. These speculations still leave much room for interpretation and the AuNP behavior under electric field should be studied further to fully assess the situation.

The voltage dependent behavior of the 15 nm and 8 nm ssDNA-AuNP are shown in figures 3.9a and 3.9c, where the orange and blue histograms for 8 nm ssDNA-AuNP sample and the orange histogram for 15 nm ssDNA-AuNP sample show that the position of the ssDNA-AuNP distribution (Gaussian) is shifting mainly in a continuous manner as the voltage is swept. This is expected for a nanoactuator anchored via a flexible linker under thermal fluctuations. The position of the ssDNA-AuNPs with 3 nm linkers seemed to just disperse implying that the linker is too short to allow free movement of the particle and the observed motion of the particle might be caused by irreversible conformational changes in the chimeric avidin platform.

In contrast, the motion of hairpin-DNA sample seemed to fluctuate between 0° (close to the surface) and 100° (far away from the surface), when the biasing voltage was swept from negative to positive values and vice versa. This behavior is quite opposite compared to the 15 nm and 8 nm ssDNA-AuNP samples. This implicates that the unfolding of the hairpin has a certain voltage threshold, which has to be exceeded in order to push the particle away from the surface. When pulled towards the surface the hairpin refolds back, and thus we observe quantized fluctuation motion of the hairpin-DNA-particles.

Initially, the 15 nm and 8 nm ssDNA and hairpin-DNA functionalized AuNPs can be manipulated using e-fields, but eventually the collective motion was lost as seen in the two upmost histograms in the figures 3.9 and 3.10. The amount of movable particle was, e.g., for the hairpin-DNA-AuNPs 6.5% in group 1 and 5.1% in group 2 (see appendix Pub.V for more details), and most of the particles were unmovable and located near the gold surface (see appendix figure A.8) meaning that there are still a lot of contacts between the chimeric avidins and the biotinylated AuNPs.

**Electric field manipulation of individual hairpin-DNA-AuNPs**

The LSPR scattering spectra of individual hairpin-DNA-AuNPs (both 0.1% and pure hairpin-DNA) were also analyzed under influence of electric fields. During the large scale analysis, the most promising particles were selected for analysis (see appendix for experimental details). The results of the measurements are shown for both samples in figures 3.11, A.9 and A.10, where the figures 3.11a and 3.11b shows the LSPR scattering spectra of particles A and B with 0.1% hairpin-DNA, which had larger shifts in the LSPR peak compared to the particles C and D in figures 3.11c and 3.11d.
**Figure 3.11:** Manipulation of individual AuNP by electric field. (a),(b) E-field dependent LSPR scattering spectra of 0.1% hairpin-DNA particles A and B, when voltage is swept from positive to negative side. The bolded lines have the corresponding bias voltages listed next to them. The purple and the blue lines indicate 530 nm and 660 nm peaks, respectively. (c),(d) E-field dependent LSPR scattering spectra of pure hairpin-DNA particles C and D, when voltage is swept from positive to negative side. (e),(f) DF images of the particle A under negative (e) and positive (f) bias voltages. (g),(h) Similar DF images for particle B as in e and f.

Voltage steps between each curve in figure 3.11a are 0.05 V in the first sweep from positive to negative voltage (starting from the bottom of the graph) and the subsequent sweeps have 0.1 V voltage step. Voltage steps are 0.1 V in figure 3.11b.
and 0.5 V in figures 3.11c and 3.11d. The shifts could be also observed as color changes in the dark field images as shown in figures 3.11e and 3.11f for the particle A and in figures 3.11g and 3.11h for the particle B.

Notably, particles A and B needed lower biasing voltage of ±0.5 V to have a significant movement of the LSPR peak compared to the voltage requirement of ±3 V for particles C and D. This is reasonable, since particles C and D have higher amount of biotin groups on surface of the particle and thus there are more anchoring points between the surface and the particle compared to the particles A and B, which have higher degree of motion.

The main scattering peak of the particles A and B are typically around 570-585 nm, when they are pushed with negative voltage and when pulled with positive voltage, the LSPR peak shifts to 600-640 nm. From the simulations, the 570 nm peak corresponds to distance $d$ of 18 nm and the 600-640 nm peaks to 2-5 nm distance above the gold surface. In addition, there are secondary peaks at 535 nm and 660 nm for particles A and B, when they are pushed with negative voltage. Based on FEM-simulations, these peaks should be related to the short distances between the gold surface and the particle, and they should not be present when a particle is pushed away from the surface. The averaging time during the experiments was relatively long (3-5 s), so we observe the average position of the measured particles in respect to the gold surface. This indicates that, when pushing the particles with less hairpin-DNA away from the surface, they are fluctuating on and off the surface and thus we have both the main peaks and the less pronounced secondary peaks.

For particles C and D, the main scattering peaks were located at 590 nm and 623 nm (pushed away) and at 620 nm and 643 nm (pulled toward). In this case, the motion of the particles is well-defined and more rigid compared to the particles A and B and there are no secondary peaks observed during the particle C and D measurements. Again, the different behavior is due to different amount of biotin-avidin bonds. For particle C, the peak shifts would correspond to motion from 7 nm above the surface to distance of 2.5 nm and, for particle D, the shift would be from 3 nm to 1 nm. These results suggest, that range of particle motion is heavily influenced by the biotin and avidin density, and by changing the densities one can tune the motion of the particle and the available wavelength range.
Chapter 4

DNA and AuNP based single electron transistor

This chapter contains the fabrication and the electrical characterization of a pearl-like linear assembly consisting of TX-tile based self-assembled DNA structure and gold nanoparticles, where we demonstrate that this assembly could be used as a single electron transistor. The TX-tile structure was chosen, since it has quite small size (55 nm in length), which makes it suitable to build confined structures such as SET, and its conductivity has been proven to be minimal in dry conditions \[85\]. After the fabrication process, the assembly was trapped between a fingertip-electrode structure using dielectrophoresis, and the I-V- and differential conductance characteristics of the trapped assembly was measured. Since the trapped, plain assemblies showed only non-conducting behavior, we had to further process them by chemically growing the assemblies larger to reduce the air gaps within the trapped assembly-electrode system. After the chemical treatment, few assemblies showed the desired Coulomb blockade behavior. We investigated the conditions to observe the Coulomb blockade by characterizing the tunneling resistance of the trapped and chemically enhanced assemblies.

4.1 Fabrication of a linear, pearl-like three nanoparticle chain on DNA template

The linear TX-tile structure consisting of B-tile, A-tile and B-tile (B-A-B or BAB, appendix Pub.I) was fabricated using previously established protocols \[85\]. The structure was slightly modified from the original to have single "sticky end" overhangs protruding from each tile. These overhangs were used as anchoring points to attach AuNPs functionalized with complementary single stranded DNA as shown in figure 4.1a. These "sticky ends" were modified to the existing BAB structure by cutting one strand in each tile into two parts and extending these parts to protrude from the
structure. Here, a special care was taken to ensure that the "sticky ends" were facing the same direction. The "sticky end" to "sticky end" distance on the formed BAB structure is 14 nm and by attaching 10-12 nm particle the distance between the particles would be roughly 2-4 nm, which starts to be in the range of optimal tunneling junctions [212–215]. The thiolated ssDNAs at the ends of the BAB are used to anchor the BAB-AuNP assembly to the fingertip electrode structure during trapping.

Figure 4.1: (a) Schematic view of the pearl-like BAB-AuNP assembly. Three nanoparticles are attached to the BAB structure (A-tile, B-tile, A-tile) via ssDNA anchors (red and green lines). The air gaps form tunnel junctions with capacitances C. (b) An AFM image of fabricated linear BAB self-assembled structures in dry conditions. The inset shows the blue circled BAB structures, where the height profile is shown on the right plot. Reprinted with the permission from [216]. Copyright 2016 American Chemical Society.

The fabrication of BAB structure started with Kinase-Ligase treating the used DNA strands 1-14 (except the strand 7, see appendix table A.3 for the DNA strands sequences). The treatment was carried out by first mixing 0.6 µl of T₄ poly-Kinase, 27.6 µl of T₄ Ligase, 6.9 µl of [tris-Acetate-EDTA] (TAE) buffer and 0.9 µl of TAE with 0.5 M Magnesium Acetate (MgAce) together. We added 1.5 µl of the Kinase-Ligase mixture to 10 µl solutions each containing one of the DNA strand 1-6 and 3 µl to 20 µl solutions each containing one of the DNA strands 8-14, where the end concentration...
of MgAce was 12.5 mM. These DNA strand solutions were incubated at 37 °C for 1 h. After this, all the strand solution were mixed together (total volume 200 µl) and 60 µl of the solution containing DNA strand 7 in TAE / 12.5 mM MgAce buffer was added.

The mixture was divided into four separate 1.5 ml PCR-tubes and the solutions were heated to 90 °C, incubated for 30 s and then slowly cooled down to 20 °C with ramping rate of 0.01 °C/s. Next, the solutions were combined and the final product was Ligase-treated by mixing 40 µl of T₄ Ligase with similar TAE and MgAce concentration to the 260 µl of the final BAB solution and incubating the solution 2 h at room temperature. The fabricated BAB structure can be seen in figure 4.1b, where the average length of the structure is 50-60 nm and the height is 1-2 nm, which correspond to the theoretical size 55 nm of the BAB structure and the height of the a DNA double helix [85].

The pearl-like BAB-AuNP assemblies were formed using the BAB structure and two different AuNPs, that attached separately to the "sticky end" extension protruding from tile A and B (see figure 4.1a). These AuNPs were labeled as AuNPₐ for tile A and AuNPₜ for tile B, and the functionalization of the AuNPs were carried out using the salt-aging method [131, 217, 218]. The average diameter of the particle were 10-15 nm (LSPR at 520 nm, see appendix Pub.I). The fabrication process of the assemblies was done by mixing solution containing BAB with solutions containing two different AuNPs in ratio of BAB:AuNPₐ:AuNPₜ = 1 : 1 : 2, the MgAce concentration was adjusted to 7-8 mM, the mixture was heated up to 45 °C and slowly cooled to 21 °C with the ramping rate of 0.0025 °C/s. An example of the results is shown in figure 4.2.

The fabrication yield of the BAB-AuNP assemblies (trimers) was 19-45 %, size of the AuNPs was 4-7 nm and the typical length of these assemblies is 50-100 nm, which corresponds quite well to the theoretical size of the BAB-AuNP assembly. For the yield analysis, we included all the structures that were under 110 nm, since any larger structures would most probably correspond to a case, where two BAB are already linked together. For the size variation it should be mentioned, that the tip related convolution in the lateral resolution of the AFM makes the structures to appear larger than they are, so the 100 nm size is quite reasonable. The average size of the AuNPs in the trimer assemblies is smaller than the average diameter of the AuNPₐ or AuNPₜ (10-15 nm) and the fabrication process frequently resulted also in formation of dimer BAB-AuNP assemblies, which is possible due to Coulombic repulsion between the charged AuNPs, i.e., particles needed to be smaller to attach all three. This is further indicated in figure 4.2 by the bending and curving of the linear chains of AuNPs.

The origin of the issue is the single DNA strand attachment scheme, since particles have quite high range of motion available during the fabrication and they try to minimize the repulsion by maximizing the distance between each other, and
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hence the bending. This can be also reason for smaller particles, since they would be more separated from each other. This could be solved by adding multiple binding sites to each tile, which has been done quite frequently in other studies \cite{219,220}. However, this would be quite difficult for the BAB structure, since one would need to cut more DNA strands from each tile, and the cutting process could destabilize the whole structure.

We further highlighted the importance of the annealing process by either doing the fabrication with faster ramping rate (0.01 °C/s) or just incubating at room temperature for 3 h or 14 h. In these cases only few linear chains were found and mostly particles and the BAB structures were located separately (see appendix Pub.I). This can be attributed to the DNA hybridization: after annealing at high temperatures the poorly formed, partially hybridized BAB-AuNP assemblies will dissociate first and the bond with highest dissociation energy (trimers) will form first, when the temperature is lowered. At lower temperature, the partially hybridized BAB-AuNP assemblies are not dissociated fully, which will lead into loosely bound particle that can come off at any point. This temperature dependent hybridization process is also quite sensitive to amount of "sticky end" bindings, and by increasing the amount of binding site one could reduce the temperature and the ramping rate. It should be noted here that I tried to utilize gel electrophoresis to isolate trimers from other products, but this resulted in separation of AuNPs from BAB structure (data not shown) most probably due to the single ssDNA attachment scheme.

\textbf{FIGURE 4.2:} AFM images of fabricated linear, pearl-like DNA-AuNP assemblies. (a) Overall image of the fabricated assemblies. The scale bar is 200 nm. Green circles highlight some of the three AuNP chain structures. (b),(c) Zoomed images with cross sections of individual DNA-AuNP assemblies. Figure adapted with the permission from \cite{216}. Copyright 2016 American Chemical Society.
4.2 Dielectrophoretic trapping of the DNA-AuNP assembly

In order to study the electrical properties of the pearl-like BAB-AuNP assembly, we needed to connect it to an external circuitry. This was achieved by trapping the assemblies between fingertip-electrodes using dielectrophoresis. A typical trapping experiment was performed as following: 12.5 µl of BAB-AuNP sample was mixed with 37.5 µl of 6 mM Hepes, 2 mM NaOH, 1 mM MgAce buffer (buffer A) and then filtered using 0.45 µm centrifuge filter for 6 min at 2000 rcf. The filtered solution was diluted with the buffer A until the estimated concentration of BAB-AuNP assemblies was under 10 pM based on the theoretical concentration of the BABs. Fingertip-electrode structure on a silicon oxide chip was placed inside a shielded box and the electrodes were connected to a function generator via 100 MΩ front resistor. Then 10 µl of the diluted BAB-AuNP solution was pipetted on the gap region of the electrode structure (see figure 4.3a). For the trapping, we used sinusoidal voltage with frequency of 12.5 MHz, amplitude of 1 Vpp and trapping time was varied between 5-10 min. After trapping, the electrode was dried using N₂ flow and outcome of the trapping was confirmed using AFM in dry conditions. The figures 4.3b-d show images of typical trapped assemblies.

![AFM images of trapped DNA-AuNP assemblies](image)

**Figure 4.3**: (a) AFM image of fingertip-electrode before trapping. (b)-(d) AFM images of trapped DNA-AuNP assemblies. The trapped structures in (c) and (d) are labeled as sample 1 and sample 2.

We mainly managed to trap trimer structures, which is reasonable since the trapping process favors larger structures. This was also the reason for filtering the samples, since we wanted to remove possible larger aggregated structures, which are present in the fabrication as show in figure 4.2. The figure 4.3d shows an image of trapped BAB-AuNP assembly, where the three nanoparticles can be seen as bumps...
indicated in the cross section by dashed, orange lines. The size of the trapped trimers is also larger than in figure 4.2 (7-12 nm versus 4-7 nm), which is again reasonable due to DEP favoring of larger structures.

4.3 Electrical characterization of the DNA-AuNP chain assembly

4.3.1 Measurements setup

The current-voltage and the differential conductance characterization was performed using setup illustrated in figure 4.4. Different measurement chambers were used for different temperature ranges. For room temperature and normal humidity measurements, we placed the fingertip electrode with the trapped sample inside a shielded box (see appendix Pub.I for more details), where the contacts were made by pressing steel needles on the contact pads of the electrode. For low temperature measurements (4.2 - 77 K), the sample was glued to a home-made sample stage (dipstick) and aluminum wires were bonded to the contact pads of the electrode structure using F&K Delvotec 5430 bonder. Then the dipstick was immersed first to liquid nitrogen and then to liquid helium in a cryogenic dewar.

In both temperature ranges, the chambers with the samples were placed inside an electromagnetically shielded room prior to the measurements and they were connected to the preamplifiers as shown in figure 4.4. To adjust the temperature from 4.2 K to 10 K, temperature gradient inside the dewar was utilized by raising the holder with the sample above and beyond the liquid helium level and monitoring the temperature using a Cernox CX-1030 thin film sensor (Lake Shore Cryotronics) located next to the sample. The DC-voltage and the AC-sinusoidal voltage were remotely controlled using a home-made, battery-powered voltage box connected to the computer via National instruments PCI interface card (NI PXI-8335 MIX-3) in NI-chassis (NI-8335) and multifunction data acquisition card (National instruments NI-PXI-6251). The data was recorded using the same data acquisition card and Labview program (National Instruments).

For the I-V-measurements, we used Stanford Research System SR560 voltage preamplifier and SR570 current preamplifier. The sensitivity of the current preamplifier was $10^{-9}$ A/V and 3 Hz low pass filtering with 6 dB attenuation slope was used to remove external noises for both current and voltage preamplifiers. In general, the measurements were carried out by sweeping the voltage from -3 V to +3 V and back with $\sim 1.5$ mV steps and 1-1.5 s settling time as well as 2000 point averaging after each step.

In differential conductance measurements, the AC-voltage and the AC-current were recorded using Stanford Research System SR830 DSP Lock-in Amplifiers, that were in series connected to the voltage and the current preamplifiers as shown in
**Figure 4.4:** The electric measurement setup used in the single electron transistor characterization.

In this case, both preamplifiers had 3-100 Hz band pass filtering and both lock-in amplifiers had time constant of 3 s and sensitivity of 100 mV \(_{\text{max}}\). The applied sinusoidal AC-voltage had peak-to-peak voltage of 4 mV at 13 Hz frequency. Typically, the differential voltage and differential current were recorded by similarly sweeping the voltage from -3 V to +3 V and back.

### 4.3.2 I-V-characterization of the DNA-AuNP assembly

The I-V-characterization of sample 1 (figure 4.5a) and 2 (figure 4.5d) after trapping is shown in figure 4.5c and 4.5f (black lines). If the sample was acting as a single electron transistor, one would expect similar behavior as shown in figure 2.22, with non-
conducting and conducting regions. However, we observed only non-conducting, $10^\Omega$-range behavior. This is most probably due to too large air gaps between the particles, since the size of the particle is less than 10 nm after trapping, which would correspond to higher than 2 nm tunnel junctions.

To improve the tunneling probability, we used chemical gold enhancement kit (Nanoprobes) to grow the AuNPs and the electrode structure large to shrink the air gaps. This was achieved using stepwise growth scheme, where in the first step we used higher growth rate to increase the height of the sample roughly 10 nm. In the following steps, the growth rate was slowed down so that the height increase was 2-3 nm per step. Both growth processes were accomplished by mixing the four reagents of the kit (enhancer, activator, buffer and initiator) as following: 3 µl of

\[ \text{Figure 4.5: } \text{(a) AFM images of trapped BAB-AuNP assembly (sample 1) before and (b) after gold growth. (c) I-V-characteristics of sample 1 before (black line) and after (green) gold growth. (d) AFM images of trapped BAB-AuNP assembly (sample 2) before and (e) after gold growth. (f) I-V-characteristics of sample 2 before (black line) and after (green) gold growth. Figure reprinted with the permission from [216]. Copyright 2016 American Chemical Society.} \]
12× diluted enhancer was mixed with 3 µl of activator and incubated for 5 min. Then 3 µl of initiator and 3 µl of 12× diluted buffer were added to the mixture and 10 µl of the final solution was added to the electrode sample for 30 s incubation. After incubation, the sample was rinsed with 60 µl of MilliQ water several times and dried using N₂ flow. The difference in the growth rates was achieved by mixing 3 µl of 5-10 nm AuNP (C_{AuNP}=0.46 nM) to the final solution to compete with the reduction reaction.

To characterize the gold growth process and to determine the point for the Coulomb Blockade effect, we calculated the resistance of the sample after each growth step by fitting a current versus voltage curve in equation 4.1 that takes into account charging currents induced by the capacitive elements [22] (see figure 4.6a).

\[ I = \frac{V}{R} + I_0 \alpha \frac{1 - \alpha^n}{1 - \alpha} \]  

(4.1)

where \( I_0 \) is the maximum charging current at the bias transients, \( \alpha \) is a constant including the ratio of the stabilization time of the measurement and the time constant of the charging current, \( n \) refers to the \( n^{th} \) measurement point and \( V_n \) is the corresponding voltage. The results for sample 1 and sample 2 are shown in figure 4.6b, where the resistance overall decreases with each growth step and under 100 M\( \Omega \) the Coulomb blockade is observed as shown in figures 4.5c and 4.5f (green lines). It is hard to exactly predict from the resistance curves when gold enhanced BAB-AuNP assemblies start to exhibit Coulomb blockade, but on average, 2-4 growth steps with slower growth rate after the one faster growth step were required to achieve the Coulomb blockade. Typically, the result was grainy structures as shown in figures 4.5b (sample 1) and 4.5e (sample 2). The yield of the structures displaying the Coulomb blockade was 12%.

The I-V-characteristics of sample 1 and 2 in figure 4.5c and 4.5f shows the Coulomb blockade region even at room temperature. The threshold voltages were -0.5 V and +0.25 V for the sample 1 and -1.9 V and +1 V for sample 2. If assuming that the island of the SET consist of three separate nanoparticle, then by using equations 2.42 and 2.43 the threshold voltage of the three particle island is 0.36 V, which is in a close agreement with the threshold voltages of the sample 1 but not with the sample 2. The higher threshold voltage of sample 2 can be due to the granular structure, since the formed grains could form separate islands themselves. Then the structure would not necessary consist of just three nanoparticles but several more particles that each would increase the threshold voltage as shown in equation 2.43.

To estimate the overall composition of the sample 2, we assumed that the size of the contributing BAB-AuNP structure was 50-100 nm (\( \sim \) electrode gap size), which consist of \( n \) island (AuNPs), the distance \( d \) between nanoparticles is roughly 1 nm and the contributing BAB-AuNP chains consist of \( n \) linearly and equally spaced particles. Then by varying the particle diameter \( a \) and \( n \), we solved the possible
compositions using equation 2.42 and 2.43 that would correspond to the threshold voltage of 1 V. The end results was that 6-8 particles with 8-11 nm diameter was required to meet the criteria, which is close to the observed gold growth of the sample 2 (10-20 nm) in figure 4.5e making this a plausible explanation.

This has implications that the Coulomb blockade might not originate from the original BAB-AuNP assembly but rather from the grainy outcome of the gold enhancement process. To verify this, we repeat the trapping and the gold growth for plain BAB structures, which in most cases resulted in the electrode structure with non-existing gap (resistance = kΩ - TΩ, see appendix Pub.I). However, for one plain, trapped BAB structure we could observe the Coulomb blockade. It should be noted that the key advantage of the BAB-AuNP trimers is that it acts as a starting point for the gold growth, which has higher probability to form the correct isolated construction, where the Coulomb blockade can be observed even at room temperature.

Both samples showed strong fluctuation and sudden jumps in the current, which can be due to thermal effects, e.g., thermal hopping. To reduce or eliminate these effects, we cooled the sample 1 down to 4.2 K and measured the I-V-characteristics and the differential conductance (see next section) in various temperatures between 4.2 K and the room temperature as shown in figure 4.7. As temperature is lowered, the thermal fluctuations in the current are clearly decreasing, but there are still sudden jumps in the current (red circles in figure 4.7), which now seems to happens between specific conducting states. Also, the curves at 77 K (orange and violet curves in the inset) show the current rapidly switching between two different I-V-characteristics resembling random telegraph-like noise. Most probably both of these effects are due to random fluctuations in the background charge, which
can be considered as quick manipulation of the gate voltage of the SET [212,213,215].

4.3.3 Differential conductance characterization

The differential conductance of the sample 1 was measured at four different temperatures (4.2, 5.2, 5.9 and 10.2 K) as shown in figure 4.8, where the Coulomb blockade can be seen as a sharp and clear plateau in the conduction near zero voltage. The differential conductance $dG$ curves seems to fluctuate outside the blockade region, which can be due to different resistances at different junctions or due to different electronic states within single nanoparticle of the chemically enhanced assembly. Also, the threshold voltage seems to drastically change as shown in figure 4.8a, even in a constant temperature. This is again most probably due the changes in background charge, since the main factors, that influence the threshold voltage, are the
gate voltage and the temperature, and we have two different differential conduction curves for consecutive measurements at same temperature in figure 4.8a (black and red lines). This background charge induced gating effect further indicates that the trapped and gold enhanced BAB-AuNP assemblies are acting as a SET.

**Figure 4.8:** The differential conductance of the BAB-AuNP assembly (sample 1) at (a) 4.2 K, (b) 5.2 K, (c) 5.9 K and (d) 10.2 K. The red and black lines in figure a represent two consecutive measurements at 4.2 K, where the changes in the threshold voltage are most probably due to changes in the background charge. Figure adapted with the permission from [222]. Copyright River Publishers, 2017.
Chapter 5

Conclusions and outlook

The main goal of this thesis concerns producing different plasmonic and electronic structures or assemblies using DNA and gold (nanoparticles), since both materials offer unique approaches to bottom-up fabrication and the interfacing between the two is well-established. Although they have been widely utilized over many decades due to the parallel, mass scale fabrication of millions of produced copies, the applications in electronics and plasmonics still remain elusive and the work in this thesis focuses on bringing forth those innovations that allow the DNA and gold (nanoparticles) to be more widely applied in creation of, e.g., metasurfaces or nanoprobes.

One of the primary constraints in both electronic and plasmonic applications has been the metallization and the nanopatterning schemes of DNA, where the shape or resolution of produced assemblies has been fairly limited. To tackle this, we have developed a new novel DALI method to produce metasurfaces that were successfully demonstrated to function, e.g., as a SERS enhancer. The resolution of the DALI method could be scaled down to sub-10-nm, which rivals the conventional electron beam lithography and has significantly higher variability compared to the chemical methods. However, the method has currently two main limiting factors: the HF wet etching and the flexibility of the DNA platform. The HF etching mainly constrains the choice of metals and substrates, but the DALI methods still covers quite extensively number of metals and semiconductors. The flexibility of the DNA platform could be seen as missing arms in the case of CDLs and angle variety of the bowties, and these defects will influence the optical properties of the metasurfaces. This emphasizes that it is of highest paramount to correctly design the platform to minimize undesired rolling and twisting. Also in some applications, the random orientation of the structures after deposition is not desirable and thus the future development of the DALI method should concentrate on improving the deposition step and redesigning the layer composition to replace the HF etching with more subtle chemical etching.

Second paper in this thesis was devoted to realize electric field guided, AuNP
and DNA based actuator and we used this assembly to analyze the conformation changes of hairpin-DNA. It was discovered that the hairpin-DNA behavior under electric field resembled fluctuation between two binary states when compared to the behavior of ssDNA linkers, which indicates that the opening and folding of the hairpin-loop sets extra constrains to the motion of the hairpin-DNA. Besides DNA, we are confident that this actuator scheme could be expanded to study other biomolecules and proteins in the future, where the control of the actuator could be established using, e.g., pH, magnetic particle and magnetic fields or combination of several different techniques. For example, the probe scheme could be utilized to study the behavior of Influenza hemagglutinin (HA) glytoprotein inside cells, where the conformation of HA depends on the pH of the cell.

Also, we assessed the overall properties and applicability of the actuator from two different perspectives. First, one main advantage of our actuator assembly is the reversibly tunable optical properties at the post-fabrication state, which could be useful diagnostics, e.g., for real-time detection of different fluorophores. Although some methods in the past have been able to modify LSPR wavelength of the AuNP probe after fabrication by, e.g., altering the dielectric function of the substrate, these changes are typically irreversible.

Second, the motion and degree of controllability was investigated by altering the amount of biotin-avidin attachments between the particles and the gold surface. High amount of biotin-avidin bindings forces the particle close to surface, where the motion of the particle under electric field is quite limited but at the same time less prone to fluctuations. When the amount of bindings is reduced, the range of the motion is more extensive but also the fluctuation increase as was seen in the individual LSPR scattering measurements. These findings implicate that the surface immobilization scheme plays a crucial role in the operation of the actuator, and by tuning the amount of biotins or avidins one can tune the system to incorporate the desired optical or mechanical response. Other factor, which could be used to tune the behavior of the actuator but was not taken into account in this thesis, is the size of the AuNPs. This has direct impact on the optical properties, where the LSPR wavelength can be further tuned, and it most probably affects the motion as well, since the size and the mass have huge impact on diffusive motion of the suspended objects.

In the final work, we utilized more traditional DNA hybridization methods to construct DNA and AuNP based assembly that was demonstrated to act as a single electron transistor. Dielectrophoresis trapping was employed to trap these assemblies between electrodes to characterize their electrical properties. The DNA-AuNP assemblies initially only exhibited non-conducting behavior, which could be attributed to the large air gaps at the junctions. This problem was solved by growing the AuNPs larger using chemical enhancement kit, after which few structures showed the Coulomb blockade behavior. We also characterized the growth mecha-
nism to determine the point, where the Coulomb blockade was observable, by mea-
suring the resistance of the trapped sample after each growth step. Here, it was
discovered that the Coulomb blockade became observable after the resistance of the
trapped assembly was reduced from few $T\Omega$ to under $100 M\Omega$.

Although, we were missing the gate voltage dependent measurement, which
would have been the ultimate proof for assemblies to function as SETs, the tem-
perature independent fluctuation and oscillation in the I-V-characteristics and the
changing differential conductance curves suggest that the random fluctuations of
the background charges are influencing the trapped BAB-AuNP system. This can be
considered as a gating effect, which implies that the trapped assemblies are acting as
SETs. For any future implementations in fabrication of nanoelectronics, the design of
the DNA platform and the ”sticky-end” attachment scheme should be improved so
that the gold growth is not anymore required. One way to achieve this could be uti-
lization of DNA origami structures with multiple anchoring points, where particle
to particle separation of 3 nm or under has been already achieved.
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Appendix A

Solution for electrostatic potential in Quasistatic approximation

The electrostatic potential outside (\(\Phi_{\text{out}}\)) and inside (\(\Phi_{\text{in}}\)) of a spherical gold nanoparticle is solved from Laplace equation 2.22 and they have general form of

\[
\Phi_{\text{in}} = \sum_j A_j r^j P_j(\cos(\theta)),
\]

\[
\Phi_{\text{out}} = \sum_j \left( B_j r^j + C_j r^{-(j+1)} \right) P_j(\cos(\theta)),
\]

where \(\Phi_{\text{in}}\) and \(\Phi_{\text{out}}\) follow the Legendre Polynomial formula due to the azimuthal symmetry \([150, 151]\), \(\vec{r}\) is the position vector and the coefficients \(A_i, B_i\) and \(C_i\) are set by the boundary conditions, when \(r \to \infty\) and \(r = a\). We are using the spherical coordinates in all of the derivations. The simplest condition to start with is the limit \(r \to \infty\), since in this limit the electric field is assumed to be constant in respect to \(z\)-coordinate as shown in figure 2.12a. Since \(|\vec{E}| = \text{constant}\) and \(\vec{E} = -\nabla \Phi\), then \(\Phi_{\text{out}} \to -E_0z = -E_0 r \cdot \cos(\theta)\), when \(r \to \infty\) and \(z = r \cdot \cos(\theta)\) from figure 2.12a. The constants \(B_j\) can be also solved from equation A.2 at the limit \(z \sim r \to \infty\)

\[
\Phi_{\text{out}} = \sum_{j=0}^{\infty} \left( B_j r^j + C_j r^{-(j+1)} \right) P_j(\cos(\theta)) = -E_0 r \cos(\theta),
\]

\[-E_0 r \cdot \cos(\theta) = B_0 + B_1 r \cdot \cos(\theta) + \sum_{j=2}^{\infty} \left( B_j r^j + C_j r^{-(j+1)} \right) P_j(\cos(\theta)).\]

\[B_1 = -E_0, j = 1.\]

\[B_j = 0, \forall j \neq 1.\]

In the above derivations, the Legendre Polynomials \(P_0 = 1\) and \(P_1 = \cos(\theta)\) and only \(j = 1\) term is non-zero, since only the first order terms are present both
sides of the equation. The boundary conditions at \( r = a \) require that tangential components of the electric field \( \vec{E} \) are equal and normal component of the displacement field \( \vec{D} \) are equal for \( \Phi_{in} \) and \( \Phi_{out} \). By solving the tangential conditions we can derive relation between \( A_j \) and \( C_j \) as following:

\[
E_{in/out} = -\nabla \Phi_{in/out} = - \left( \frac{\partial}{\partial r} \hat{r} + \frac{1}{r} \frac{\partial}{\partial \theta} \hat{\theta} + \frac{1}{r \sin(\theta)} \frac{\partial}{\partial \phi} \hat{\phi} \right) \Phi_{in/out}(r = a)
\]

\[
-\frac{1}{a} \frac{\partial}{\partial \theta} \Phi_{in}(r = a) = -\frac{1}{a} \frac{\partial}{\partial \theta} \Phi_{out}(r = a),
\]

\[
\frac{\partial \Phi_{in}(r)}{\partial \theta} = \frac{\partial}{\partial \theta} \left( \sum_j A_j r^j P_j(\cos(\theta)) \right) = \sum_j A_j r^j \frac{\partial P_j(\cos(\theta))}{\partial \theta},
\]

\[
\frac{\partial \Phi_{out}(r)}{\partial \theta} = \frac{\partial}{\partial \theta} \left( \sum_j (B_j r^j + C_j r^{-(j+1)}) P_j(\cos(\theta)) \right),
\]

\[
\frac{\partial \Phi_{out}(r)}{\partial \theta} = \sum_j (B_j r^j + C_j r^{-(j+1)}) \frac{\partial P_j(\cos(\theta))}{\partial \theta},
\]

Since \( P_0(\cos(\theta)) = 1 \) and \( P_1(\cos(\theta)) = \cos(\theta) \), then above equation simplify into

\[
\frac{\partial \Phi_{in}(r)}{\partial \theta} = \frac{\partial}{\partial \theta} \left( \sum_j A_j r^j \right) \frac{\partial P_j(\cos(\theta))}{\partial \theta} = B_1 \cdot a \cdot \frac{\partial P_1(\cos(\theta))}{\partial \theta},
\]

\[
A_1 \cdot a \cdot \frac{\partial P_1(\cos(\theta))}{\partial \theta} + \sum_{j=2}^{\infty} A_j a^j \frac{\partial P_j(\cos(\theta))}{\partial \theta} = B_1 \cdot a \cdot \frac{\partial P_1(\cos(\theta))}{\partial \theta} + \sum_{j=1}^{\infty} C_j a^{-(j+1)} \frac{\partial P_j(\cos(\theta))}{\partial \theta}.
\]

Since above equation must hold for all \( \theta \) \([150]\), then \( A_j = C_j = 0 \), when \( j \neq 1 \), and the equation above simplifies into

\[
\sum_{j=2}^{\infty} \left( A_j \cdot a^j - C_j \cdot a^{-(j+1)} \right) \cdot \frac{\partial P_j}{\partial \theta} + (A_1 \cdot a - B_1 \cdot a - C_1 \cdot a^{-2}) \cdot \frac{\partial P_1}{\partial \theta} = 0,
\]

\[
A_1 = B_1 \cdot a + C_1 a^{-2},
\]

\[
A_1 = -E_0 + C_1 a^{-3}.
\]

The condition for the normal component of the displacement field \( \vec{D} \) in equation \([2.5]\) can be used to solve the coefficients \( A_1 \) and \( C_1 \), where the other coefficients \( A_j \) and \( C_j \) coefficient are assumed to be zero.
\[ \vec{D}_{\text{in}}(r = a) = \vec{D}_{\text{out}}(r = a), \]
\[ \Rightarrow \epsilon_0 \epsilon_m \nabla \Phi_{\text{in}}(r = a) = \epsilon_0 \epsilon_d \nabla \Phi_{\text{out}}(r = a), \]
\[ \frac{\partial}{\partial r} (\epsilon_m \Phi_{\text{in}}(r = a)) = \frac{\partial}{\partial r} (\epsilon_d \Phi_{\text{out}}(r = a)), \]
\[ \frac{\partial \Phi_{\text{in}}(r)}{\partial r} = \frac{\partial}{\partial r} (A_1 r P_1(\cos(\theta))) = A_1 \cdot \cos(\theta), \]
\[ \frac{\partial \Phi_{\text{out}}(r)}{\partial r} = \frac{\partial}{\partial r} ((B_1 \cdot r + C_1 r^{-2}) P_1(\cos(\theta))) = (B_1 - 2 \cdot C_1 \cdot r^{-3}) P_1(\cos(\theta)), \]
\[ \Rightarrow \frac{\partial \Phi_{\text{out}}(r)}{\partial r} = -E_0 \cdot \cos(\theta) - 2 \cdot C_1 \cdot r^{-3} \cdot \cos(\theta), \]
\[ \epsilon_m A_1 \cdot \cos(\theta) = -E_0 \epsilon_d \cdot \cos(\theta) - 2 \epsilon_d \cdot C_1 \cdot r^{-3} \cdot \cos(\theta), \]
\[ \Rightarrow \epsilon_m A_1 = -E_0 \epsilon_d - 2 \epsilon_d \cdot C_1 \cdot r^{-3}, \]
\[ \Rightarrow \epsilon_m (-E_0 + C_1 a^{-3}) = -E_0 \epsilon_d - 2 \epsilon_d \cdot C_1 \cdot r^{-3}, \]
\[ \Rightarrow C_1 = \frac{E_0 \epsilon_m - \epsilon_d}{a^3 \epsilon_m + 2 \epsilon_d}, \quad (A.3) \]
\[ \Rightarrow A_1 = -E_0 + C_1 a^{-3} = -\frac{3 \epsilon_d E_0}{\epsilon_m + 2 \epsilon_d}. \quad (A.4) \]

By substituting the coefficients \( A_1 \) and \( C_1 \) from equations \( A.3 \) and \( A.4 \) and \( B_1 = -E_0 \) into equations \( A.1 \) and \( A.2 \), the final forms of the \( \Phi_{\text{in}} \) and \( \Phi_{\text{out}} \) are

\[ \Phi_{\text{in}} = -\frac{3 \epsilon_d}{\epsilon_m + 2 \epsilon_d} E_0 r \cdot \cos(\theta), \]
\[ \Phi_{\text{out}} = -E_0 r \cdot \cos(\theta) + \frac{\epsilon_m - \epsilon_d}{\epsilon_m + 2 \epsilon_d} E_0 a^3 \frac{\cos(\theta)}{r^2}, \]
Nanoactuator experiments

DNA strands for nanoactuator experiments

The thiol-modified DNA strands were purchased from Integrated DNA technologies (IDT, Coralville, Iowa, USA) and the strand sequences are shown in table A.1.

**TABLE A.1:** The sequences of the different DNA strands.

<table>
<thead>
<tr>
<th>Strand</th>
<th>DNA sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>hairpin-DNA</td>
<td>/5BiosG/AAAAAAAAAAAAAATACCCGCGGT-TTTGCCCGGGGTAAAAA/3ThioMC3</td>
</tr>
<tr>
<td>DNA-s15nm</td>
<td>/5BiosG/ACACACACACACACACACACACACACACACACACACACACACACACAC/3ThioMC3-D/</td>
</tr>
<tr>
<td>DNA-s8nm</td>
<td>/5BiosG/ACACACACACACACACACACACACACACACACACACAC/3ThioMC3-D/</td>
</tr>
<tr>
<td>DNA-s3nm</td>
<td>/5BiosG/ACACACACACACACACACAC/3ThioMC3-D/</td>
</tr>
</tbody>
</table>

Additional SPR data

**FIGURE A.1:** Chimeric avidin, BSA and biotin-AuNP immobilization on gold surface.
(a) The binding of chimeric avidin and the blocking agent (BSA) was detected as a positive shift in the resonant angle. (b) The SPR characterization of the assembly steps for chimeric avidin, SH-PEG and 8 nm linker DNA coated AuNP immobilization. The binding of chimeric avidin and blocking agent (SH-PEG) is detected as a positive shift in the resonant angle but, for the 8 nm linker DNA coated AuNPs, the overall shift is negligible due to the plasmonic coupling between the surface and the AuNPs. The dark field images of the arbitrary, plain gold surface (left inset) and the channel after the AuNP deposition (right inset) show still that the AuNPs are binding to the surface.
Sample holder in the nanoactuator experiments

The sample holder used in the nanoactuator measurement is illustrated in figure A.2h together with the different preparation stages of the experiment in figures A.2a-g. Initially, new aluminum contacts were established on the holder using aluminum tape (figures A.2a and A.2b). Next, an aluminum contact was added for the hydrophilic, gold coated silicon chip, which was glued to the contact using silver paste and varnish (figure A.2c). The silver paste was only added to the backside gold contacts and it was circled using the varnish. This was followed by addition of the TCEP-treated chimeric avidin solution and the solution was incubated for 30 min (figure A.2d). The incubation was followed by washing the surface with 60 µl
of PBS three times and addition of 0.5 mg/ml BSA solution, which was then incubated for 30 min. The following washing step was done similarly as before except using 0.1 mM NaPhos and 1 mM NaCl buffer (pH 7.6).

After BSA incubation and washing, the surface was not allowed to dry and ITO cover glass was fixed on top of the surface using scotch tape (figure A.2e). To acquire smoother flow through the channels, the both fluid channels were wetted using the same NaPhos and NaCl buffer (figure A.2f). We placed the holder in the microscope and ISMATEC tubing pump (ISM597D) was connected to the output channel. The AuNPs were immobilized on the BSA-chimeric avidin coated surface by injecting 50-100 µl of biotin-AuNP solution (c = 7.7-22.3 pM) to the input channel and waiting 15 to 90 min until enough particles were bound to the surface (figure A.2g). Then excess particles were washed away by pumping ∼4 ml of the same NaPhos and NaCl buffer through the chamber.

**Hydrodynamic diameter of hairpin-DNA and ssDNA coated AuNPs**

BECKMAN Coulter N5 submicron Particle size Analyzer was used to measure the the hydrodynamic diameter of the hairpin-DNA functionalized AuNPs. The measurement started by first washing three times the 4 ml cuvettes with ddH$_2$O. The water was filtered before using 0.1 µm pore size syringe filter. Next, 10 µl of the sample was mixed with 4 ml of ddH$_2$O, bubbles on the cuvette walls were removed and the cuvette was placed inside the analyzer. Thermally stabilization time was 5 min, and after the stabilization the average hydrodynamic diameter was measured for 5 runs, which each lasted 120 s. The results are shown in figure A.3

![Figure A.3](image-url) **Figure A.3:** (a) The initial hydrodynamic diameter of different batches of hairpin-DNA functionalized AuNPs in respect to the ratio of hairpin-DNA and blocking-DNA. (b) The polydispersity index for the same samples as in a.
Zeta potential of the hairpin-DNA and ssDNA coated AuNPs

The zeta potentials of different DNA coated AuNPs were measured using Zetasizer Nano ZS (Malvern Instruments, Worcestershire, UK). Typical experiment included diluting the sample 400× using 10 mM NaPO₄, 1 mM NaCl buffer in disposable folded capillary cells (count rate 20-107 kcps), placing the cell into Zetasizer and measuring the zeta potential at 20°C temperature for 60 s. The results are shown in figure A.4 where the positive and negative peaks are listed in the table A.2.

**Table A.2:** The charge composition of the biotin-AuNP samples.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Neg. Peak (mV)</th>
<th>Pos. Peak (mV)</th>
<th>Neg. AuNP (%)</th>
<th>Pos. AuNP (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>hairpin-DNA</td>
<td>-27.3</td>
<td>+20.8</td>
<td>94.2</td>
<td>5.8</td>
</tr>
<tr>
<td>DNA-s15nm</td>
<td>-48.6</td>
<td>-</td>
<td>99.1</td>
<td>0.9</td>
</tr>
<tr>
<td>DNA-s8nm</td>
<td>-35.1</td>
<td>+24.0</td>
<td>96.5</td>
<td>3.5</td>
</tr>
<tr>
<td>DNA-s3nm</td>
<td>-36.9</td>
<td>-</td>
<td>98.7</td>
<td>1.3</td>
</tr>
</tbody>
</table>

**Figure A.4:** The charge distribution of (a) 0.1% hairpin-DNA-AuNP sample, (b) 3 nm ssDNA linker sample, (c) 8 nm ssDNA linker sample and (d) 15 nm ssDNA linker sample.
Additional simulation data for AuNP-Au-surface coupled system

**Figure A.5:** (a) The field enhancement of the AuNP-Au-substrate system for TM polarization, when the excitation wavelength is 565 nm and the distance $d$ is 20 nm. (b) The field enhancement of the AuNP-Au-substrate system for TE polarization, when the excitation wavelength is 580 nm and the distance $d$ is 20 nm. (c) The field enhancement of the AuNP-Au-substrate system for TE polarization, when the excitation wavelength is 545 nm and the distance $d$ is 3 nm. (d) The field enhancement of the AuNP-Au-substrate system for TE polarization, when the excitation wavelength is 615 nm and the distance $d$ is 3 nm.
Analysis immobilized biotin-AuNPs from the dark field images

During the measurements, after each voltage step an optical image of the surface-immobilized AuNPs was taken as shown in figure [A.6] The images were post-processed by adjusting the brightness and the contrast to remove the background. The RGB data of the particle in the images were next analyzed using ImageJ-software by creating Region-Of-Interest (ROI) maps, where particles were selected by drawing circular ROI areas around them and assigning number for each particle. The surface defects were left out of the ROI maps at this point. We defined the maps for each sample separately and the RGB values of the particles were traced from first image (deposition) to last image. The RGB data was converted then to HSV data using equations [A.5] and [A.6] [223, 224].

\[
\begin{align*}
M &= \max (R, G, B) \\
\min &= \min (R, G, B) \\
C &= M - n
\end{align*}
\]  
\[ (A.5) \]

\[
H = \begin{cases} 
60^\circ \cdot \left( \frac{G-B}{C} \cdot \text{mod}6 \right) \\
60^\circ \cdot \left( \frac{B-R}{C} + 2 \right) \\
60^\circ \cdot \left( \frac{R-G}{C} + 4 \right)
\end{cases}
\]  
\[ (A.6) \]
FIGURE A.6: (a)-(f) DF images of surface immobilized 0.1 % hairpin-DNA-AuNPs before deposition and under different voltage biasing. The movable (changes color) particles are highlighted with the orange circles.
FIGURE A.7: The Hue versus the LSPR wavelength calibration curve.
FIGURE A.8: The overall histogram data of the AuNPs bound on gold surface. The numbers above the histograms indicate the number of analyzed particles. (a) Hairpin-DNA-AuNP sample. (b) 3 nm, (c) 15 nm and (d) 8 nm ssDNA-AuNP samples.
Additional data for individual AuNP manipulation experiments

**Figure A.9:** Additional spectra of the manipulation of individual AuNP by electric field. (a) The LSPR scattering spectra of pure hairpin-DNA-AuNP. The voltage step between each curve is 1 V. (b) The LSPR scattering spectra of 0.1% hairpin-DNA-AuNP. The voltage step between each curve is 0.5 V.
**FIGURE A.10:** Additional spectra of the manipulation of individual AuNP by electric field. (a)-(d) The particles in a and c have a double peak, when pulled with positive, and single main peak, when pushed with negative voltage. The particle in d has a single main peak, when pushed with negative and pulled with positive voltage, and a small hump at 535 nm indicated by orange line, when pulled with positive voltage. The particle in b has double peak with negative voltage and single peak with positive voltage. The voltage steps are 0.5 V in figure a and c, 1 V in figure b and 0.5 V to 1 V in figure d.
Single electron transistor experiments

TX-tile DNA strand

The thiol-modified DNA strands were purchased from Integrated DNA technologies (IDT, Coralville, Iowa, USA) and the TX-tile strand sequences are shown in table A.3.

<table>
<thead>
<tr>
<th>Strand</th>
<th>DNA sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>$AuNP_A$</td>
<td>AAGAAGAAGAAGAAG</td>
</tr>
<tr>
<td>$AuNP_B$</td>
<td>TTTTTTTTTTTTTTT</td>
</tr>
<tr>
<td>BAB-ssDNA-1a</td>
<td>TTCTTCTTCTTCTTCTTCTCGTTTC-GGAACCTGACTCCTAAATCAGCA</td>
</tr>
<tr>
<td>BAB-ssDNA-1b</td>
<td>ATCTCCATTGACAGGTCAAGCAGTATAGCCGAGATCCTGTCATACCCAGAATGGGACACTAGTTGGAACATTC</td>
</tr>
<tr>
<td>BAB-ssDNA-2</td>
<td>GGAAGTCAAATCTGGACTGTCGTAGTTGACAGATCCTGTCATACCCAGAATGGGACACTAGTTGGAACATTC</td>
</tr>
<tr>
<td>BAB-ssDNA-3</td>
<td>TGGAGCGACATG</td>
</tr>
<tr>
<td>BAB-ssDNA-4</td>
<td>AGATAACATAGAAAGACACTTGAAGAATCAGTACGAACACGAGATCCTGTCATACCCAGAATGGGACACTAGTTGGAACATTC</td>
</tr>
<tr>
<td>BAB-ssDNA-5</td>
<td>ATTGATGATACTACGGCTACTCAGTACGACGCTGCATACCCAGAATGGGACACTAGTTGGAACATTC</td>
</tr>
<tr>
<td>BAB-ssDNA-6</td>
<td>TGGACATCCTTGTCTTTATTACGTCGACTGTCGCTGTCGCTCCA</td>
</tr>
<tr>
<td>BAB-ssDNA-7</td>
<td>GGAAGTCAAATCTGGACTGTCGTAGTTGACAGATCCTGTCATACCCAGAATGGGACACTAGTTGGAACATTC</td>
</tr>
<tr>
<td>BAB-ssDNA-8</td>
<td>ATCTCCATTGACAGGTCAAGCAGTATAGCCGAGATCCTGTCATACCCAGAATGGGACACTAGTTGGAACATTC</td>
</tr>
<tr>
<td>BAB-ssDNA-9</td>
<td>AGATAACATAGAAAGACACTTGAAGAATCAGTACGAACACGAGATCCTGTCATACCCAGAATGGGACACTAGTTGGAACATTC</td>
</tr>
<tr>
<td>BAB-ssDNA-10</td>
<td>TGGACATCCTTGTCTTTATTACGTCGACTGTCGCTGTCGCTCCA</td>
</tr>
<tr>
<td>BAB-ssDNA-11e</td>
<td>TGGACATCCTTGTCTTTATTACGTCGACTGTCGCTGTCGCTCCA</td>
</tr>
<tr>
<td>BAB-ssDNA-12e</td>
<td>TGGACATCCTTGTCTTTATTACGTCGACTGTCGCTGTCGCTCCA</td>
</tr>
<tr>
<td>BAB-ssDNA-13e</td>
<td>TGGACATCCTTGTCTTTATTACGTCGACTGTCGCTGTCGCTCCA</td>
</tr>
<tr>
<td>BAB-ssDNA-14</td>
<td>TGGACATCCTTGTCTTTATTACGTCGACTGTCGCTGTCGCTCCA</td>
</tr>
</tbody>
</table>

Fabrication of fingertip electrodes

Fabrication started by cutting a silicon dioxide wafer (oxide thickness = 300 nm) into smaller chips with area $\sim 0.5 \text{ cm}^2$. After cutting, the chips were washed in heated acetone path, then sonicated in isopropanol for 30 s and finally dried using $N_2$ flow.
Next 100 nm PMMA layer was spin coated using 950 PMMA A2 resist and Bictec model-Sp100 spinner, where the speed was 2000 rpm and the spinning time was 60 s, and the chips were baked for 5 min at 160 °C.

Fingertip-electrode pattern (see appendix Pub.I) was exposed to the PMMA-coated chips using Raith E-line ebeam writer, where the acceleration voltage was 20 kV. The exposed areas were developed in isopropanol-MIBK-solution (volume ratio 3:1) for 30 s and the reaction was stopped by placing the chips to isopropanol path for 30 s. The chips were dried using $N_2$ flow and cleaned from PMMA leftovers in reactive ion etcher (RIE, Oxfords instruments Plasmalab80plus) using oxygen plasma (15 W, 10 s exposure time). After this, the Jyväskylä self-made UHV e-beam evaporator was used to evaporate first a 2 nm titanium adhesion layer and then a 20 nm gold layer. As a final step, the PMMA was removed by keeping the chips in acetone path overnight, gently blowing acetone on the surface of the chips using a syringe while still immersed, sonicating chips in isopropanol for 30 s and then finally drying the chips using $N_2$ flow. Digital Instruments Dimension 3100 atomic force microscope was used to analyze the results.
DNA assisted lithography experiments

Additional field enhancement images for plasmonic structures

**Figure A.11**: (a) The field enhancement of the cross structure at 685 nm excitation wavelength, where the highest FE is at the tips of the short arm. (b) The field enhancement of the cross structure at 700 nm excitation wavelength, where the highest FE is at the tips of both arms.

**Figure A.12**: Additional field enhancement images of cross structure. (a),(b) Top and side view of field enhancement of rod structure on a sapphire substrate, where the excitation wavelength is at 515 nm.