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ROBUSTNESS OF THE GAUSSIAN CONCENTRATION INEQUALITY

AND THE BRUNN-MINKOWSKI INEQUALITY

M. BARCHIESI AND V. JULIN

Abstract. We provide a sharp quantitative version of the Gaussian concen-
tration inequality: for every r > 0, the difference between the measure of the
r-enlargement of a given set and the r-enlargement of a half-space controls the
square of the measure of the symmetric difference between the set and a suitable
half-space. We also prove a similar estimate in the Euclidean setting for the
enlargement with a general convex set. This is equivalent to the stability of the
Brunn-Minkowski inequality for the Minkowski sum between a convex set and a
generic one.

1. introduction

In recent years there has been an increasing interest in the stability of concentration type
inequalities (see [5, 3, 7, 8, 9, 10, 12]). In this paper we establish sharp stability estimates
for the Gaussian concentration inequality and the Brunn-Minkowski inequality.

The Gaussian concentration inequality is one of the most important examples of concentration
of measure phenomenon, and a basic inequality in probability. It states that the measure of the
r-enlargement of a set E is larger than the measure of the r-enlargement of a half-space H having
the same volume than E. Moreover, the measures are the same only if E itself is a half-space.
We recall that the r-enlargement of a given set E is the Minkowski sum between the set and
the ball of radius r. We refer to [14, 15] for an introduction to the subject.

A natural question is the stability of the Gaussian concentration inequality: can we control the
distance between E and H with the gap of the Gaussian concentration inequality (the difference
of the measures of the enlargements of E and H)? We measure the distance between E and H
by the Fraenkel asymmetry which is the measure of their symmetric difference. We prove that
the gap of the Gaussian concentration inequality controls the square of the Fraenkel asymmetry.
This extends on the stability of the Gaussian isoperimetric inequality [1]. Our proof is based on
the simple observation that the r-enlargement of a half-space H can never completely cover the
r-enlargement of the set E (see Lemma 2). This fact, which is essentially due to the convexity
of the half-space, enables us to directly relate the problem to the stability of the Gaussian
isoperimetric inequality.

Our approach can be also adapted to the Euclidean setting for the enlargement with a given
convex set K. The Euclidean concentration inequality can be written as the Brunn-Minkowski
inequality in the case of the Minkowski sum between a convex set and a generic one. Our interest
in refining the Brunn-Minkowski inequality is motivated by the fact that it is one of the most
fundamental inequalities in analysis. We refer to the beautiful monography [13] for a survey on
the subject. As for the Gaussian concentration inequality, also in the Euclidian case we prove
that the concentration gap controls the square of the asymmetry. As a corollary we obtain the
sharp quantitative Brunn-Minkowski inequality when one of the set is convex.
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2 M. BARCHIESI AND V. JULIN

In order to state our result on the Gaussian concentration more precisely, we introduce some
notation. Throughout the paper we assume n ≥ 2. Given a measurable set E ⊂ R

n, its Gaussian
measure is defined as

γ(E) :=
1

(2π)
n

2

ˆ

E
e−

|x|2

2 dx.

Moreover, given ω ∈ S
n−1 and s ∈ R, Hω,s denotes the half-space

Hω,s := {x ∈ R
n : 〈x, ω〉 < s},

while Br denotes the open ball of radius r centered at the origin. We define also the function
φ : R → (0, 1) as the Gaussian measure of Hω,s, i.e.,

φ(s) :=
1√
2π

ˆ s

−∞
e−

t
2

2 dt.

The concentration inequality states that, given a set E with mass γ(E) = φ(s), for any r > 0
one has

γ(E +Br) ≥ φ(s+ r), (1)

and the equality holds if and only if E = Hω,s for some ω ∈ S
n−1. We have used the notation

E +Br = {x+ y : x ∈ E, y ∈ Br}

for the r-enlargement of the set E. In other words E+Br is the set of all points which distance
to E is less than r. In order to study the stability of inequality (1) we introduce the Fraenkel
asymmetry, which measures how far a given set is from a half-space. Given a measurable set E
with γ(E) = φ(s) we define

αγ(E) := min
ω∈Sn−1

γ(E△Hω,s),

where △ stands for the symmetric difference between sets.
Here is our result for the stability of the Gaussian concentration.

Theorem 1. There exists an absolute constant c > 0 such that for every s ∈ R, r > 0, and for

every set E ⊂ R
n with γ(E) = φ(s) the following estimate holds:

γ(E +Br)− φ(s+ r) ≥ c

(

es
2
e−

(|s|+r+5)2

2

)

r α2
γ(E). (2)

The result is sharp in the sense that α2
γ(E) cannot be replaced by any other function of αγ(E)

converging to zero more slowly. Previously in [3, Theorem 1.2] a similar result was proved with
α4
γ(E) on the right-hand side. Another important feature of (2) is that the dimension of the

space does not appear in the inequality. Finally we remark that since the left-hand side of (2)
converges to zero as r goes to infinity, so the right-hand side has to do.

Moving on the Euclidean setting, we assume K ⊂ R
n to be an open, bounded, and convex set

which contains the origin. The Euclidean concentration inequality states that for a measurable
set E with |E| = |K| it holds

|E + rK| ≥ |(1 + r)K| (3)

for every r > 0. Note that since K is convex, it holds K + rK = (1 + r)K. This is a special
case of the Brunn-Minkowski inequality which states that for given two measurable, bounded
and non-empty sets E,F ⊂ R

n such that also E + F := {x + y : x ∈ E, y ∈ F} is measurable,
it holds

|E + F |1/n ≥ |E|1/n + |F |1/n. (4)
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The concentration inequality (3) follows from the Brunn-Minkowski inequality by choosing F =
rK. However, when F is convex then (3) is equivalent to (4). We define the Fraenkel asymmetry
of a set E with respect to K as the quantity

α(E) = inf
x∈Rn

|(E + x)△sK)|, where s = (|E|/|K|)1/n.

Here is our result for the stability of the Euclidian concentration.

Theorem 2. There exists a dimensional constant cn > 0 such that for every r > 0 and for

every set E ⊂ R
n with |E| = |K| the following estimate holds:

|E + rK| − |(1 + r)K| ≥ cn max{rn−1, r} α2(E)

|E| . (5)

Also in this case the quadratic exponent on α(E) is sharp. This result was recently proved
in [10] in the case when K is a ball.

Finally we use Theorem 2 to prove a sharp quantitative version of the Brunn-Minkowski
inequality (4) when F is convex. Let us define

α(E,F ) := inf
x∈Rn

|(E + x)△sF |, where s = (|E|/|F |)1/n .

Corollary 1. Let E,F ⊂ R
n be two measurable, bounded and not empty sets. Assume that F

is convex. Then,

|E + F |1/n − |E|1/n − |F |1/n ≥ cn min{|E|, |F |}1/n α2(E,F )

|E|2 . (6)

This result was proved in [11, Theorem 1.2] (see also [12, Theorem 1]) in the case when both
the sets are convex. In [3, Theorem 1.1] the above result was proved with α4(E,F ). For two
general sets the best result to date has been provided in [8] (see also [9]), but it is not known if the
exponent on the asymmetry is optimal. The sharp stability of the Brunn-Minkowski inequality
for general sets is one of the main open problems in the field. Also the optimal dimensional
dependence in inequality (6) is not known.

2. The Gaussian concentration

In this section we provide a proof of Theorem 1. The symbol c will denote a positive absolute
constant, whose value is not specified and may vary from line to line.

Let us recall the definition and some basic results for the Gaussian perimeter. For an intro-
duction to sets of finite perimeter we refer to [16]. If E is a set of locally finite perimeter, its
Gaussian perimeter is defined as

Pγ(E) :=
1

(2π)
n−1
2

ˆ

∂∗E
e−

|x|2

2 dHn−1(x),

where Hn−1 is the (n − 1)-dimensional Hausdorff measure and ∂∗E is the reduced boundary
of E. If E is an open set with Lipschitz boundary, then

Pγ(E) =
√
2π lim

r→0+

γ(E +Br)− γ(E)

r
. (7)

In particular, from the concentration inequality (1) one obtains the Gaussian isoperimetric
inequality: given an open set E with measure γ(E) = φ(s),

Pγ(E) ≥ e−
s
2

2 ,

and the equality holds if and only if E = Hω,s for some ω ∈ S
n−1 [2]. On the other hand, it

is not difficult to see that the isoperimetric inequality implies the concentration inequality (1).



4 M. BARCHIESI AND V. JULIN

Figure 1. In dark gray the set E ∩Hω,s, in light gray the set Hω,s \ E, and in
yellow the set E \Hω,s.

Figure 2. In blue the set Hω,s+r \Hω,s, and in red and yellow the set (E +Br) \Hω,s+r.

Our proof of Theorem 1 is based on the robust version of the Gaussian isoperimetric inequality:
for every s ∈ R and for every set E ⊂ R

n of locally finite perimeter with γ(E) = φ(s) it holds

Pγ(E)− e−
s
2

2 ≥ c
e

s
2

2

1 + s2
α2
γ(E). (8)

This estimate has been recently proved in [1, Corollary 1] (see also [4, 6, 17, 18]). Note that
letting r → 0 in (2) we obtain (8) by (7) (with a slightly worse dependence on s). Therefore
since the exponent on the Fraenkel asymmetry in (8) is sharp (see [4]), also the exponent in (2)
is sharp.

First we need a simple lemma, which proof is a modification of [3, Lemma 2.1].

Lemma 1. Let r > 0 and let E be a measurable set. Then

γ(E +Br) ≥ γ(E) +

ˆ r

0
Pγ(E +Bρ) dρ.

We need also a second lemma, which is a crucial point in the proof of Theorem 1. The lemma
states that the r-enlargement of a half-space Hs cannot completely cover the r-enlargement
of the set E, as depicted in Figures 1-2. This simple geometric fact is essentially due to the
convexity of the half-space and therefore it is not suprising that a similar result holds also in
the Euclidian case for the enlargement with a given convex set K (see Lemma 4 in the next
section).
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Lemma 2. For every ω ∈ S
n−1, s ∈ R, r ∈ (0, 1], and for every subset E ⊂ R

n such that

γ(E) = φ(s) the following estimate holds:

γ((E +Br) \Hω,s+r) ≥
e−s+

5
γ(E \Hω,s).

Here s+ = max{s, 0}.

Proof. We split the set E in two parts: E+ := {x ∈ E : 〈x, ω〉 ≥ s + r} and E− := E \ E+. Of
course

(E+ +Br) \Hω,s+r ⊃ E+ \Hω,s+r = E+. (9)

On the other hand, E− +Br ⊃ E− + r′ω for any r′ ∈ (0, r) and

γ((E− + r′ω) \Hω,s+r′) =
1

(2π)
n

2

ˆ

(E−+r′ω)\Hω,s+r′

e−
|x|2

2 dx

=
1

(2π)
n

2

ˆ

(E−)\Hω,s

e−
|x+r

′
ω|2

2 dx

≥ 1

(2π)
n

2

e−
(3+2s+)

2

ˆ

(E−)\Hω,s

e−
|x|2

2 dx

≥ e−s+

5
γ(E− \Hω,s),

since |x+ r′ω|2 ≤ |x|2 + 3 + 2s+ in E−. Therefore, letting r′ → r, we have

γ((E− +Br) \Hω,s+r) ≥
e−s+

5
γ(E− \Hω,s). (10)

Finally, from (9) and (10) we get

γ((E +Br) \Hω,s+r) =γ((E+ +Br) \Hω,s+r) + γ((E− +Br) \Hω,s+r)

≥γ(E+) +
e−s+

5
γ(E− \Hω,s)

≥e−s+

5
γ(E \Hω,s).

�

Proof of Theorem 1. Let us first show that we may assume

γ(E +Br) ≤ φ(s+ r + 1). (11)

To this aim we first estimate

φ(s+ r + 1)− φ(s+ r) =
1√
2π

ˆ s+r+1

s+r
e−

t
2

2 dt ≥ 1√
2π

e−
(|s|+r+1)2

2 . (12)
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On the other hand

αγ(E)

2
≤ φ(−|s|) = 1√

2π

ˆ ∞

|s|
e−

t
2

2 dt

=
1√
2π

(

ˆ |s|+1

|s|
e−

t
2

2 dt+

ˆ ∞

|s|+1
e−

t
2

2 dt

)

≤ 1√
2π

(

e−
s
2

2 +

ˆ ∞

|s|+1
te−

t
2

2 dt

)

≤ 1√
2π

(

e−
s
2

2 + e−
(|s|+1)2

2

)

≤ 2√
2π

e−
s
2

2 .

(13)

Assume now that (11) does not hold. Then we have by (12) and (13) that

γ(E +Br)− φ(s+ r) ≥ φ(s + r + 1)− φ(s+ r)

≥ 1√
2π

e−
(|s|+r+1)2

2

≥ c es
2
e−

(|s|+r+1)2

2 α2
γ(E).

Hence if (11) does not hold then (2) is true.
Because of the non-monotonicity of the quantity γ(E +Br)− φ(s+ r), we have to divide the

rest of the proof in several steps. We first prove the theorem when r ∈ (0, 1]. We divide this
part of the proof in two cases.
Case 1. We first assume that for all ρ ∈ (0, r] it holds

γ(E +Bρ)− φ(s+ ρ) ≤ ε e
s
2

2 e−4|s|α2
γ(E), (14)

where ε > 0 is a small number to be chosen later.
We define an auxiliary function f : (0, r) → R by

f(ρ) := Pγ(E +Bρ)− e−(s+ρ)2/2.

Then by Lemma 1

γ(E +Br)− φ(s + r) ≥ 1√
2π

ˆ r

0
f(ρ)dρ.

Therefore in order to prove (2), it is enough to estimate f(ρ). Let us fix ρ ∈ (0, r). Let ρ̂ > 0
be such that γ(E +Bρ) = φ(s+ ρ̂). Note that by the concentration inequality ρ̂ ≥ ρ. Moreover
(11) implies that ρ̂ ≤ 2.

Let ωρ ∈ Sn−1 be a direction that realizes minω∈Sn−1 γ((E + Bρ)△Hω,s+ρ̂). By the stability
of the Gaussian isoperimetric inequality (8) and by Lemma 2 we have

f(ρ) =

(

Pγ(E +Bρ)− e−
(s+ρ̂)2

2

)

+ e−
(s+ρ̂)2

2 − e−
(s+ρ)2

2

≥ c
e

(s+ρ̂)2

2

1 + (s+ ρ̂)2
γ((E +Bρ)△Hωρ,s+ρ̂)

2 − e−
(s+ρ̂)2

2 − e−
(s+ρ)2

2

≥ c
e

s
2

2 e−2|s|

(1 + s2)

(

γ((E +Bρ) \Hωρ,s+ρ)− γ(Hωρ,s+ρ̂ \Hωρ,s+ρ)
)2 − e−

(s+ρ̂)2

2 − e−
(s+ρ)2

2

≥ c
e

s
2

2 e−2|s|

(1 + s2)

(e−|s|

10
αγ(E)− γ(Hωρ,s+ρ̂ \Hωρ,s+ρ)

)2
− e−

(s+ρ̂)2

2 − e−
(s+ρ)2

2 .
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By the definition of ρ̂, by (14) and by (13) we have

γ(Hωρ,s+ρ̂ \Hωρ,s+ρ) = γ(E +Bρ)− φ(s + ρ)

≤ ε e
s
2

2 e−4|s|α2
γ(E) ≤ e−4|s|

20
αγ(E)

when ε is small enough. We use (14) to estimate

e−
(s+ρ̂)2

2 − e−
(s+ρ)2

2 = −
ˆ s+ρ̂

s+ρ
te−

t
2

2 dt ≥ −(|s|+ 2)

ˆ s+ρ̂

s+ρ
e−

t
2

2 dt

= −
√
2π (|s|+ 2) (γ(E +Bρ)− φ(s+ ρ))

≥ −ε
√
2π (|s|+ 2)e

s
2

2 e−4|s|α2
γ(E).

Therefore by the previous three estimates we have

f(ρ) ≥ c
e

s
2

2 e−3|s|

(1 + s2)
α2
γ(E)− ε

√
2π (|s|+ 2)e

s
2

2 e−4|s|α2
γ(E).

≥ c e
s
2

2 e−4|s| α2
γ(E)

when ε is small enough. Thus we have the claim (2) in this case.

Case 2. In this case we assume that there is ρ ∈ (0, r] such that

γ(E +Bρ)− φ(s+ ρ) ≥ ε e
s
2

2 e−4|s|α2
γ(E). (15)

Let ρ̂ > 0 be such that

γ(E +Bρ) = φ(s + ρ̂).

The concentration inequality implies

γ(E +Br) ≥ φ(s+ ρ̂+ r − ρ). (16)

Note that (11) gives ρ̂ ≤ 2. We may therefore estimate

φ(s+ ρ̂+ r − ρ)− φ(s + r) =
1√
2π

ˆ s+ρ̂+r−ρ

s+r
e−

t
2

2 dt =
1√
2π

ˆ s+ρ̂

s+ρ
e−

(t+r−ρ)2

2 dt

≥ c e−s+
ˆ s+ρ̂

s+ρ
e−

t
2

2 dt = c e−s+(φ(s + ρ̂)− φ(s + ρ)).

We deduce from (16), from the definition of ρ̂ and from (15) that

γ(E +Br)− φ(s + r) ≥ c e−s+(γ(E +Bρ)− φ(s+ ρ)) ≥ c ε e
s
2

2 e−5|s|α2
γ(E),

which proves the claim (2).

We are left to prove the claim (2) when r > 1. Since we have already proved the result for
r = 1 we have that

γ(E +B1)− φ(s+ 1) ≥ c e
s
2

2 e−6|s|α2
γ(E).

The rest of the proof is the same as in the Case 2 above. Let ρ̂ ≥ 1 be such that

γ(E +B1) = φ(s+ ρ̂).

The concentration inequality implies

γ(E +Br) ≥ φ(s + ρ̂+ r − 1).
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Note that (11) and the above inequality give ρ̂ ≤ 2 and we may estimate as before

φ(s+ ρ̂+ r − 1)− φ(s+ r) =
1√
2π

ˆ s+ρ̂+r−1

s+r
e−

t
2

2 dt

≥ c e−(|s|+1)(r−1) e−
r
2

2

ˆ s+ρ̂

s+1
e−

t
2

2 dt

= c e−(|s|+1)(r−1) e−
r2

2 (φ(s + ρ̂)− φ(s + 1)).

The four estimates above yield

γ(E +Br)− φ(s+ r) ≥ c es
2
e−

(|s|+r)2

2 e−(5|s|+r) α2
γ(E)

and the claim (2) follows. �

3. The Euclidean concentration

In this section we provide a proof of Theorem 2. The symbol cn will denote a positive constant
depending on n, whose value is not specified and which may vary from line to line.

The proof of Theorem 2 is based on the quantitative Wulff inequality provided in [11]. Let
us briefly introduce some notation. We set

||ν||∗ = sup
x∈K

〈x, ν〉, ν ∈ S
n−1

and define the anisotropic perimeter for a set E with locally finite perimeter as

PK(E) =

ˆ

∂∗E
||ν||∗ dHn−1,

where ∂∗E denotes the reduced boundary of E. When E is open with Lipschitz boundary we
have

PK(E) = lim
r→0

|E + rK| − |E|
r

.

The result in [11] states that for every set E of locally finite perimeter with |E| = |sK| it holds

PK(E)− PK(sK) ≥ cn
|K|

1

sn+1
α2(E). (17)

The following lemma is the counterpart of Lemma 1 in the Euclidean case.

Lemma 3. Let r > 0 and let E be a measurable set such that |E + rK| < ∞. Then

|E + rK| ≥ |E|+
ˆ r

0
PK(E + ρK) dρ.

Similarly to Lemma 2, the measure of E \K is increasing along the growth.

Lemma 4. Let E ⊂ R
n be a measurable set such that |E| = |K|. Then for every r > 0 it holds

|(E + rK) \ (1 + r)K| ≥ |E \K|.
Proof. Let r0 ≥ 1 be such that |E ∪K| = |r0K|. Then

|E \K| = |E ∪K| − |K| = (rn0 − 1)|K|. (18)

By the concentration inequality (3) it holds

|(E ∪K) + rK| ≥ |(r0 + r)K|.
Since [(E + rK) \ (1 + r)K] ∪ (1 + r)K = (E ∪K) + rK, one has

|(E ∪K) + rK| − |(1 + r)K| = |(E + rK) \ (1 + r)K|.
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These together yield

|(E + rK) \ (1 + r)K| ≥ |(r0 + r)K| − |(1 + r)K|
= ((r + r0)

n − (1 + r)n)|K| ≥ (rn0 − 1)|K|,
where the last inequality follows from the fact that t 7→ ((t+ r0)

n − (1 + t)n) is nondecreasing.
The claim then follows from (18). �

Proof of Theorem 2. By scaling we may assume that |K| = 1. Let us first prove the claim
when r ∈ (0, 1]. We may assume that |E + rK| ≤ |3K|. Indeed if |E + rK| > |3K| then

|E + rK| − |(1 + r)K| > |3K| − |2K| = 3n − 2n ≥ 3n − 2n

4
α2(E).

Let us define f : (0, r) → R,

f(ρ) = PK(E + ρK)− PK((1 + ρ)K).

By Lemma 3 we have that f(ρ) < ∞ for almost every ρ. By the concentration inequality (3) it
holds |E + ρK| ≥ |(1 + ρ)K| for every ρ ∈ (0, r). Let us fix ρ < r and let ρ̂ ≥ ρ be such that
|(1 + ρ̂)K| = |E + ρK|. Then by |E + rK| ≤ |3K| we have ρ̂ ≤ 2. By the stability of the Wulff
inequality (17) and recalling that PK(λK) = nλn−1|K| for every λ > 0, we have

f(ρ) = [PK(E + ρK)− PK((1 + ρ̂)K)] + [PK((1 + ρ̂)K)− PK((1 + ρ)K)]

≥ cn

(

inf
x∈Rn

|((E + ρK) + x)△(1 + ρ̂)K|
)2

+ n
(

(1 + ρ̂)n−1 − (1 + ρ)n−1
)

.

We estimate the last term by

(1 + ρ̂)n−1 − (1 + ρ)n−1 ≥ (1 + ρ̂)n − (1 + ρ)n

2 + ρ+ ρ̂
≥ 1

5
(|(1 + ρ̂)K| − |(1 + ρ)K|) .

Thus it holds

f(ρ) ≥ cn

(

inf
x∈Rn

|((E + ρK) + x)△(1 + ρ̂)K|
)2

+
n

5
(|(1 + ρ̂)K| − |(1 + ρ)K|)

≥ cn

(

inf
x∈Rn

|((E + ρK) + x) \ (1 + ρ̂)K|
)2

+ c (|(1 + ρ̂)K| − |(1 + ρ)K|)2

≥ cn

(

inf
x∈Rn

|((E + ρK) + x) \ (1 + ρ)K|
)2

,

where the last inequality is a simple consequence of

|((E + ρK) + x) \ (1 + ρ)K| ≤ |((E + ρK) + x) \ (1 + ρ̂)K|+ |(1 + ρ̂)K \ (1 + ρ)K|.
Now we use Lemma 4 and deduce that for every ρ ∈ (0, r) it holds

inf
x∈Rn

|(E + ρK) + x) \ (1 + ρ)K| ≥ α(E)

2
.

Hence we conclude that
f(ρ) ≥ cn α

2(E)

for every ρ ∈ (0, r) and the result follows by Lemma 3.
Let us assume r > 1. By the previous argument we have

|E +K| − |2K| ≥ cn α
2(E). (19)

By choosing cn small enough we may assume that cn α
2(E) ≤ 1. Thus we have the elementary

inequality 2n + cn α
2(E) ≥ (2 + cn α

2(E)/(n3n))n. Therefore, by (19) we have |E + K| ≥
|(2+cn α

2(E))K| for a possibly smaller cn. Using this estimate and the concentration inequality
(3) we get

|(E +K) + (r − 1)K| ≥ |(1 + r + cn α
2(E))K|.
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Thus we conclude that

|E + rK| − |(1 + r)K| ≥ |(1 + r + cn α
2(E))K| − |(1 + r)K| ≥ cn(1 + r)n−1α2(E).

�

Proof of Corollary 1. We may assume that |E + F | ≤ 3nmax{|E|, |F |}, since otherwise (6)
is trivially true. Let s > 0 be such that |E| = |sF |. The concentration inequality (3) implies
|E + F | ≥ |(1 + s)F |. Therefore,

|E + F |1/n − |E|1/n − |F |1/n = |E + F |1/n − |(1 + s)F |1/n

≥ 1

n|E + F |(n−1)/n
[|E + F | − |(1 + s)F |]

≥ cn

(

1

max{|E|, |F |}

)(n−1)/n

[|E + F | − |(1 + s)F |].

Assume first |E| ≥ |F |. By (5) with K = sF and r = 1/s we get,

|E + F |1/n − |E|1/n − |F |1/n ≥ cn

s|E|(n−1)/n

α2(E,F )

|E|

= cn |F |1/n α2(E,F )

|E|2 .

On the other hand when |F | ≥ |E|, the same argument yields

|E + F |1/n − |E|1/n − |F |1/n ≥ cn

sn−1|F |(n−1)/n

α2(E,F )

|E|

= cn |E|1/n α2(E,F )

|E|2 .

�
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