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ABSTRACT

Isomöttönen, Ville
Theorizing a one-semester real customer student software project course
Jyväskylä: University of Jyväskylä, 2011, 189 p.
(Jyväskylä Studies in Computing
ISSN 1456-5390; 140)
ISBN 978-951-39-4289-2 (nid.)
ISBN 978-951-39-4534-3 (PDF)
Finnish summary
Diss.

Project courses in software engineering education have, roughly speaking, as
long a history as the term software engineering itself — about 40 years. Sev-
eral project course models have been described in the literature, including the
research target of the dissertation, a one-semester course where students develop
software in small groups for real customers. The long history of the research field
constitutes a challenge for new research. The research approach of this disserta-
tion is theorizing in the sense of classical grounded theory. The motivation behind
this theorizing approach was the possibility of finding fresh viewpoints in a long-
established research field and a need to give structure to a research field in which
studies are often realized in the form of description. The dissertation consists of
two parts. The first part focuses on the course experiences of students. Here, the
theory that was developed proposes that students’ positive course experiences
are boosted when students are given a unique opportunity for a real-world expe-
rience. When realism is provided to students, who, as part of their professional
development, are in need of such exposure, not only are the students’ positive ex-
periences boosted but also their tolerance of negative experiences is increased. As
a result, the students’ overall course experience tends to become positive what-
ever the problems that arise during the course. This mechanism enables an ob-
jective evaluation of student feedback, and implies that the curricular position
of a course may play an important role in the nature of student feedback. The
latter part of the dissertation focuses on the operational issues in the running of
the course. The aim was to come to know how the course can be managed with-
out annoying project delays. The theory that was developed emphasizes that
implementation of the course must match the course context. The teacher is in
a key role in seeking to understand the connection between the course context
and the implementation of the course, as the teacher only can observe successive
projects. The teacher must share these operational considerations with students
to promote learning under intensive course work. Throughout the dissertation a
lot of attention is paid to theorizing as a research approach.

Keywords: Computing Education, Software Engineering Education,
Capstone Project, Grounded Theory
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1 INTRODUCTION

This dissertation aims to contribute to the several decades-long tradition of stu-
dent project studies in software engineering. Student project courses, often re-
ferred to as capstone projects when regarded as milestones in curricula, have been
studied not only for a long time but also in great quantity. It is widely agreed that
project courses are a means to impart a real-world basis to a curriculum. They
represent learning by doing, which in the case of John Dewey’s work dates back
to the early 1900s (Grant, 2002).

1.1 On the research area

The long project course tradition encompasses many landmarks worth mention-
ing. An early comment on imparting realism to computing education is found
in the ACM 1968 curriculum recommendation (Atchison et al., 1968), which pro-
posed a real programming experience for computing students in order to increase
students’ competence. As the first “special project course”, the historical review
by Tomayko (1998) refers to a graduate course instructed by Douglas T. Ross
at MIT in 1968 (Ross, 1989). According to Tomayko this was a practical project
course tailored to fit the academic teaching tradition. Another pioneer is Peter
Freeman who has reported experiences with project courses at the University of
California, Irvine, in 1970s. In (Freeman, 1976) he reports on a quarter-long (10-
week) course that allows students “to bring together several things they have
learned”. This integrative character of hands-on project work is now a well-
known goal/option for a project course (Fincher et al., 2001, p. 57). A lot of
work has also been done at the Software Engineering Institute (SEI), whose mate-
rials and the publication series SEI CSEE (which have evolved into the currently
active CSEE&T conference) report teacher experiences and present some taxo-
nomic frameworks on project course models. A real-world basis with real project
customers is clearly preferred in these studies, e.g. (Tomayko, 1987; Knoke, 1991;
Moore and Potts, 1994). Much later, the SE2004 recommendation (Press and Press,
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2004) advocated the inclusion of a significant real-world basis in the curriculum.
Project-based studies, capstone projects, and internships were given as a means
to implement this.

Despite the long tradition, it can be observed that papers highlighting project
courses and the real-world basis continue to appear in the literature. For example,
Bridgeman’s (2008) paper confirms that writing on student projects is active. His
paper reports on an active community in New Zealand. Generally, it is not dif-
ficult to find a very recent paper in which a project course model is described
(Mochol and Tolksdorf, 2009) or particular course design questions discussed
(Richards, 2009). It seems that practically oriented project courses continue to
attract researchers who often act on a “teacher as researcher” basis, as is also
the case in this dissertation. Tomayko (1998) has criticized the situation by not-
ing that the CSEE&T conference keeps receiving papers from isolated academics
who submit project studies as if they were something new. Such a comment hints
that the field may lack a mature research culture that properly addresses previ-
ous studies. In fact, the quality of software engineering education research has
been criticized in this respect (Lethbridge et al., 2007). If the field is continuously
studied, and in this manner, the literature is likely to become vast but also dis-
connected.

The paper by Bridgeman (2008) reports on a Google Scholar search (May
2008) with the key words “Capstone Projects”1: 1,110 responses were received.
I repeated the search (June 2009) and received 1,610 responses. The keywords
“Capstone Projects” + “Software Engineering” received 686 responses which seem-
ed a bit more manageable, but the words “Team Project” + “Software Engineer-
ing” then received 1,960 responses (June 2009). While such searches are of course
only rough approximations, it seems that the literature touching in someway on
the subject is vast, and it thus becomes a somewhat burdensome task to capture
and grasp all of it.

The vastness of the literature is probably explained by the fact that the soft-
ware project itself encompasses a myriad of themes that are worth studying, and
when this multifaceted concept/phenomenon is transferred into an educational
context, the number of themes that must be considered becomes multiplied as
well; see Clear (2001). The disconnectedness is demonstrated by the several
different terms employed when referring to project studies. To mention but a
few, the terms team project (Collofello and Ng, 1999), capstone project (Keefe and
Dick, 2004), classroom project (Shukla and Williams, 2002), and project-oriented work
(Melin and Cronholm, 2004) have been utilized. While these concepts have their
own nuances, they often cover overlapping educational concerns. Where a par-
ticular course or program level arrangement is stressed, a more specific concept,
such as software studio (Tomayko, 1996) and software factory (Tvedt et al., 2002), has
also been coined.

Given that the field has a long history and that it continues to attract teach-

1 Notice that the term capstone project particularly refers to a project course model that aims
to integrate students’ previous learning (Fincher et al., 2001) while it also appears to be
generally employed when speaking of student projects.
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ers, let us proceed to another aspect. With respect to project studies in software
engineering, one could reasonably argue that the academy follows the industry.
For example, in the late 1990s, project studies included recommendations such
as “require and evaluate design documentation before allowing coding activi-
ties” (Robillard and Robillard, 1998). The study compared academic practices
with those needed in the industry. Another example is the rise of Extreme Pro-
gramming (XP), which soon extended to academic projects, e.g. (Kivi et al., 2000;
Müller and Tichy, 2001; Dubinsky and Hazzan, 2002; Umphress et al., 2002; Hedin
et al., 2005). Perhaps a more topical issue is that distributed software business
gives rise to distributed student projects, e.g. (Last, 2003; Petkovic et al., 2006).
Project courses in software engineering have thus reflected changes in the indus-
try, and research has been activated along with such changes.

In a similar manner, it can be observed that project course studies follow
topics in general education. That is to say, project courses are being described
and analyzed in the context of educational concepts, of which problem-based
learning provides a good example (Newman et al., 2003).

1.2 Research target

This dissertation studies a semester-long real customer project course, offered at
the Department of Mathematical Information Technology, University of Jyväskylä.
This two decades-old course principally exposes students to a department-located
(local) software project as a substantial part of their master’s level studies.

In the light of the observations in Section 1.1, in particular the long project
course tradition and the recent changes in the software industry, the research
target of the dissertation is a challenging one. There is the challenge of justifying
a study on what some might call a thoroughly dissected educational innovation,
which again implies the challenge of making a genuine contribution.

1.3 Motivation and aim

Research on student project courses in software engineering sometimes differ-
entiates between course arrangements in a problematic manner, which is here
referred to as “juxtaposition”. In particular, I refer here to cases where a par-
ticular course arrangement or model is preferred (ranked) over some other ar-
rangement: e.g., real projects over toy projects, real customers over academic cus-
tomers, reverse engineering projects over from-scratch projects, large teams over
small teams, etc. This might occur because teaching is a sensitive issue. Teachers
defend what they do and deal with, and they tend to look at the brighter side
of the picture. This may also be a tradition in the research field, as it is a mode I
can retrospectively recognize in myself, having worked as a teacher-as-researcher
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during this dissertation process.
This dissertation does not argue for particular course arrangements. It at-

tempts to reveal what is going on in a particular set of arrangements. The theoriz-
ing put forward in the dissertation does not imply that other course arrangements
are worse. In general, when superiority is claimed, it probably holds only with
respect to a specific viewpoint. I will give an example. I have previously argued
for a small team size in student projects because this provides each student in a
group with a meaningful responsibility, hence reducing free riding (Isomöttönen
and Kärkkäinen, 2008). This is certainly not a new finding; see for example (Free-
man, 1976). On the other hand, Tomayko has criticized small teams since one
improperly attending student can spoil the project, and argues that large teams
better reflect industry practice (Tomayko, 1987, 1996). One can immediately rec-
ognize at least two viewpoints (concepts) that explain the advocacy of a particular
team size: amount of free riding and correspondence to real software engineering work.
Both of these viewpoints are important and thus there is no need to compare on
the grounds that one is superior to the other. Argumentation coupled with ex-
planation (knowledge gained by teacher reflection) is what teaching and the field
can benefit from. The action research community acknowledges the reflection of
teachers as an important tool in educational improvement, e.g. (Klafki, 1988, pp.
236, 243). In this spirit, the present dissertation attempts to focus on (holistic)
knowledge instead of juxtaposition.

To be more precise, this dissertation aims to lay out knowledge in the form
of theory. It was proposed in Section 1.1 that the project course literature is vast
and project courses are described with overlapping terms. By this I refer to the
descriptive nature of the literature, and argue here that the field needs its own
theory to complement the existing decades-long project course literature which
contains lots of results in the form of description. That is to say, research needs
to be able to generate analytic and reduced conceptualizations2 on relevant prob-
lems. Carefully constructed and sufficiently reduced conceptualizations provide
a rationale and a tool to design and improve course arrangements. They are easy
to remember and thereby make the field more accessible for practitioners. More-
over, such a theory orientation would enable computing education to be better
identified as a professional occupation, as opposed to a non-professional activity
that does not build upon its own theory (Carr and Kemmis, 1986, pp. 7–8).

The local motivator of the dissertation is the fact that the projects under-
taken during the history of the course have suffered from serious delays (San-
tanen, 2008), and that this dilemma needed to be resolved. Opinion on how to
interpret and manage such problematic situations has varied among the teach-
ers implementing the course. It is clear that, like other courses, the same task
necessitates a different effort from different students. This has been the argumen-
tation behind interpreting the time constraint loosely. Interestingly, this may be
a widely held opinion. Todd et al. (1995) noticed in their survey on engineering

2 Analytic conceptualization in this dissertation refers to the use of concepts that, in terms of
grounded theory, characterize entities rather than constitute entities themselves; see Section
3.1.4.
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capstone projects that respondents often stated that “students were expected to
complete the job regardless of how much time it took”. In this dissertation, the
one-semester period and a limit on maximum working hours were taken as fixed
constraints. This strict interpretation of the time constraints was a part of the re-
search strategy, as will be explained later, but it also relieves students from study
design problems, and, most importantly, it removes the ethical concern of using
inexperienced students as free labor. From this perspective one can identify an
emancipatory character in this dissertation. It should be noted here that it is un-
likely that project deadlines are walked over in the industry; project delays must
be somehow discussed and resolved. This industrial realism is in line with the
position taken here.

Yet another important motivating factor is that the industry needs people
who are able to work with limited resources (Begel and Simon, 2008), and thus
capable of working under stress (Vaughn, 2001). From this perspective, the one-
semester model, which is known to be a tight timescale for an educational soft-
ware project, is worth studying: real customer expectations and the one-semester
time constraint entail the potential to enhance students’ tolerance of uncertainty
and stress. However, short project courses with a real-world basis have been
accused of leading to problems (Bothe, 2001; Pierce, 1997). Many institutions pro-
vide software project courses that extend over several terms and suggest that a
realistic experience actually necessitates a project extending over several terms;
see Suri (2007). Obviously, the reasoning here is to be able to cover the whole soft-
ware life-cycle, but this kind of argumentation, if strongly put forward, looks like
juxtaposition. The strategy followed in this dissertation was not to put aside the
one-semester constraint but to come to know how this constraint can be satisfied.

In the light of these motivational aspects, the aim of this dissertation is
to provide analytic conceptualizations, viewpoints on and derived from a one-
semester real customer project model. This should help in implementing such a
course model. This is argued to be important both locally (with respect to the
emancipatory starting point, as discussed above) and in the context of project
course research and education (with respect to theory building and the needs of
the industry, as discussed above).

1.4 Research approach

The research approach of the dissertation is thus that of conceptualization which
I also call theorizing. For me, the latter term reflects on-going activity with the aim
of developing theories that are centered around specific themes.

There were no specific research questions. All the research in this disser-
tation started from my course development work principally carried out dur-
ing 2005–2008. This development work was basically interested in anything that
could mitigate the tension involved in terminating projects on time. This immedi-
ately led to a holistic research approach as opposed to a study of a single software
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project issue (e.g. requirements management, becoming a team, etc.). In this con-
nection, the dissertation consists of the two research themes that were arrived at.
A research process of this kind is recognized in the grounded theory literature
which suggests that research starts from a general area of interest, more specific
questions emerging from the data during the process of theory building (Adolph
et al., 2008).

The first research theme characterizes the overall impact of the course. It
proposes that the real-world basis inherent in the one-semester real customer
course setting has an enduring value for inexperienced students — whatever
problems arise during the course. I considered this a fresh viewpoint that needed
to be explicated. For me, this demonstrated that it makes sense to conceptualize
not only in the context of new research areas, but also within the ones that have
long been studied. Having a personal relation to the research context and trying
to make sense of the data at hand led me to this viewpoint which was then re-
fined in order to be able to generate explicit knowledge. This research theme is
based on the classical form of the grounded theory method (Glaser and Strauss,
1967).

The second research theme focuses on conceptual ideas concerning how to
manage the course. Here, the present research aimed at change that can overcome
the tension in project completion and thus avoid annoying project delays that risk
student rights. The focus of the study changed several times (efficient project set-
up, communication issues, process issues etc.), and finally certain parts of the
results that provided a holistic and sufficiently consistent operational view on
the studied course model were included in the dissertation. This theme is based
on action research (Lewin, 1946) complemented with conceptualization similar
to grounded theory, and is directly connected to the course development work
mentioned above. It must be noted that the present action research emphasizes
theory development and theory as the research outcome.

Both of the research themes thus draw on theorizing and are influenced by
classical grounded theory. In the educational ICT context, the classical grounded
theory method has been adopted by van Niekerk (2009). In her work, theory de-
velopment similarly takes place in the action-taking context where the researcher
teaches and the theorizing concerns the teaching. Her principal research method
reference is classical grounded theory. In my work I decided to refer to both
grounded theory and action research, as the theorizing concerning the second re-
search theme directly relates to action taking motivated by the need for a change.

It is particularly important to note that the theorizing approach adopted
here has an on-going nature. It can be characterized with the grounded theory
metaphors theory as a process and ever-developing. This has two major implications
for the manner of presentation in this dissertation:

• Throughout the study the manner of presentation is discussional, which is in
line with recommendations concerning theorizing-oriented research (Glaser
and Strauss, 1967, p. 32): a discussional manner demonstrates the on-going
nature of theorizing.
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• Contextualization of the present research is done in close relation to the
introduction of the research context, research methods used, and results.
Hence, there are no separate chapters that would serve as theoretical frame-
works at the beginning of the dissertation. In contrast, contextualization in
this study takes place through comparison. Comparison creates knowledge
and contextualization through comparison demonstrates the on-going na-
ture of the research approach.

Examples of the latter implication are given below.

• The research context in Chapter 2: an approach where the research context
is first described and then compared with the literature is chosen. It should
also be noted that because of the theory orientation of the present study,
taxonomy-like literature is preferred when discussing the research context:
taxonomies foreground the contextual features of course projects in relation
to educational goals.

• Research methods in Chapter 3: grounded theory concepts are first reviewed
after which the adoption of grounded theory in computing education re-
search and in this dissertation is considered in the light of the grounded
theory concepts. The theory orientation of the present action research is first
argued for in relation to the characteristics of the research setting and then
rationalized by finding similar approaches in the action research literature.

• Results (theories) in Chapters 4 and 5: selected parts of the literature are re-
viewed at the end of the results chapters, in the context of the local theories
presented. This arrangement allows for close comparison between the local
theories and the literature, and this also corresponds to the temporal order
in the research process: the local theories were developed first and then
viewed in the context of the literature. Here, the literature is viewed as data
and comparison between the local theory and the literature can advance
the local theory in a discussional manner, demonstrating the on-going na-
ture of the research approach. The inclusion of the literature in this way is
thus found in both the results chapters of the dissertation, within both the
theories that correspond to the research themes described above.

Similarly, at the end of each of the results chapters, I return to methodologi-
cal questions in a reflective manner. These reflectional sections advance the
methodological discussion of the dissertation and also serve as discussion
on validity. Having first read the theories developed (the results), I argue,
should help the reader in considering validity in the context of research
which is not based on controllability and repeatability but theoretical sensi-
tivity; see particularly Section 4.4.

To argue for this research approach, I refer to the original formulation of grounded
theory (Glaser and Strauss, 1967), which I see as legitimization of this kind of re-
search. To argue for the manner of presentation, as described above, I also refer to
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Piantanida et al. (2004). In pondering the essences of grounded theory, they sug-
gest that the traditional format of a research report is atheoretical. With this I can
easily agree from personal experience (Isomöttönen and Kärkkäinen, 2009). As I
mention later, research conducted with classical grounded theory appears to be
very implicit. Therefore, treating such a process in a mechanistic and a stepwise
manner of presentation feels like approximation and forcing. In saying this, I am
fully aware that this dissertation may appear “different” if viewed in the con-
text of a more traditional qualitative research process. The literature examining
the use of grounded theory suggests that theorizing is also a difficult approach
(Adolph et al., 2008; Suddaby, 2006).

While the above considerations underline theorizing as the dominant re-
search approach in this dissertation, the emancipatory characteristics of the dis-
sertation must also be acknowledged here. Tension in project completion and the
associated problem of project delays are a difficult state of affairs for students and
also for the Department. In the course of the dissertation I come to the conclusion
that students are not always aware of the causes of project delays or may live
with such a problem due to obligation, in order to be able to complete a substan-
tial mandatory course in the degree; there likely exists “silence” which should not
be overlooked. The emancipatory characteristics of this dissertation refer to this
issue and the associated necessity of change. However, my principal aim in this
dissertation is to develop theory that can be utilized to resolve the problem. It is
for this reason that I do not include much detailed discussion of the problem or
ground the dissertation in the critical tradition; see for example (Habermas, 1979;
Mezirow, 1981; Hart, 1990) — such a contextualization would suit the present
task but is left for future research. The emancipatory characteristics of this dis-
sertation are particularly present in the action research part (Chapter 5) — either
implicitly as a motivating factor or directly illustrated with examples from the
data. The emancipatory characteristics also have an impact on the manner of
presentation. Namely, I find myself writing in the form of taking positions; this
can be found, for example, in the concluding chapter of the dissertation.

Having stated all the above, I recognize that the approach taken and fol-
lowed can be viewed as having connections with several paradigms. Compared
to Guba’s and Lincoln’s (1994) taxonomy, the present aim of theorizing involving
systematicity and generalization, while not adhering to fixed conceptualizations,
savors of post-positivism. On the other hand, the need to provide an alternative
to the current state of affairs, i.e., to demonstrate how the one-semester model
can be managed without severe ethical drawbacks, has the value-loaded savor
of critical theory. Furthermore, the project model conceptualizations presented
in the dissertation have clearly evolved over time, and locally among the people
involved. I have had frequent dialog with both students (actual teaching situa-
tions) and the teacher colleagues (reflective discussions). Such a continuous and
gradual sophistication of knowledge savors of constructivism.

Above all, I found that I arrived at the position of a critical realist during this
research, which, I argue, provides a stance in which all of the present research can
be situated. The realist view of ontology differentiates between the domains of
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the actual, empirical, and real (Bhaskar, 1978), and research conducted on this
ground attempts to reveal the real mechanisms when explaining social processes
(Nash, 2005). In this connection, this dissertation is concerned with mechanisms
that were arrived at through theorizing effort.

1.5 The term ’theory’ in this dissertation

I proposed above that the field needs its own theory and emphasized theorizing,
on the grounds of critical realism, as the dominant research approach of this dis-
sertation. It is necessary here to discuss what I principally mean by theory in the
context of this dissertation. I speak of theory in the sense that is utilized when
speaking of (classical) grounded theories (Glaser and Strauss, 1967). That is to
say, a theory refers to a conceptualization which has a focus. It is positioned be-
tween every-day working hypotheses and grand theories. Such a theory already
has a life apart from facts, which means that it is no longer a description of events
but a more abstract construct. It is about concepts and their relationship. It may
be associated with the constructs such as a model, a typology, a pattern, etc.

A taxonomy of project course models would already resemble theory in the
sense described. A project course taxonomy is a conceptualization of a focused
area; see, for example, the project course taxonomy by Fincher et al. (2001) which
include entities such as “a project with a real client” and “a capstone project”.
Having such a taxonomy in mind helps in situating a project course description
found in the literature into a larger context. In the same way, patterns in stu-
dents’ perceptions or patterns in teachers’ and students’ conventions can be fore-
grounded as theory, and these would likely help in managing teaching. Theory
is thus not referred to as a grand theory, as a grand generalization, nor associated
with the term “literature” or “related work”. As I speak of theorizing with an on-
going property above, I similarly associate the on-going property with the term
theory; thus it is not viewed as a fixed generalization.

It should be noted that in Chapters 4 and 5, when I refer to the theory devel-
oped in the course of the dissertation, I frequently use the expression “the present
theory”.

1.6 The structure of the dissertation

Chapter 2 presents the study context, the one-semester real customer course Soft-
ware project TIES405, offered at the Department of Mathematical Information
Technology, University of Jvyäskylä (JYU/MIT). Chapter 3 introduces the re-
search methods used. Chapters 4 and 5 lay out the theories generated in the
research. Chapter 6 provides both a discussion and conclusions and seeks to syn-
thesize the conceptualizations offered in the results chapters.



2 STUDENT PROJECT COURSE AT JYU/MIT

This chapter describes the research context of the dissertation: the student project
course Software project TIES405 at JYU/MIT. The course code has changed dur-
ing the course’s history, but in the following the present code — TIES405 — is
utilized throughout. The chapter starts by outlining the background of TIES405
in Section 2.1. The present course arrangements are then detailed, starting from
Section 2.2. In order to position TIES405 into a larger context, the literature on
the taxonomy on project courses and project course arrangements is reviewed
and discussed in relation to TIES405 in Section 2.8. Summarizing comments
follow in Section 2.9.

2.1 Background

Santanen (2008) outlined the two-decades long history of TIES405. He divided
the course history into four periods and the present. The four periods are sum-
marized in the following.

During the initial phase 1988–1989, the course produced software for re-
search and teaching purposes. Project issues were sourced from the department’s
personnel and were oriented towards scientific computing needs. Customers or
end users were not necessarily involved. Project planning was not required nor
were there any regular project meetings. However, time logging was required
from students who themselves formed the project groups. The outcome of a
project consisted of a software product, a commented code, and a handbook doc-
umenting the software structure. The development process itself was not docu-
mented. The main learning goal was to enhance students’ programming skills.

Later, during 1990–1994, software was mainly developed for university units,
although some of the customers came outside the university. Software was de-
veloped for more real-world purposes, yet often to support teachers’ and stu-
dents’ work. Not every project included programming but produced user in-
structions or some reference material for students. More attention was given to
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team work and project management, as it was noticed that project success re-
lies on other than technical issues. The clientele became more diverse and it was
noticed that projects required specific technical supervision. Some of the groups
were provided with a specific workspace. As opposed to the first period, teachers
started to form groups based on course registration information. The outcome of
a project now also included a final report on both the project and the software
(in the same document), accompanied with some reflection. It can be concluded
from (Santanen, 2008) that the period was about taking steps towards a system-
atically and explicitly managed project course.

The latter two periods, 1995–2000 and 2000–2005, are more relevant to this
dissertation because the data mostly originate from the years 2000 and later. Since
these periods, the course was coordinated in an orderly manner and bills began
to be sent to the customers who were now more carefully screened to have a
real need for software. During 1995–2000, the inquiry of project topics became a
systematic process. Each student group was provided with a specific workspace
where they could work autonomously. Each group had both a corresponding
teacher and a technical supervisor. External customers (firms) and university par-
ticipants (teachers and students) agreed on responsibilities and constraints with
a project contract. External customers were billed for the projects. The course
started to pay attention to software processes and weekly project meetings were
arranged. The outcome of a project was no longer software-centered but all stu-
dent groups were expected to plan the project and prepare final reports. Along
with the new study subjects in the department, heterogeneity was increased in
the project participants.

Towards the present, during 2000–2005, project topics became more com-
plex and critical, and systematicity in how to coordinate the course was further
increased. Collaboration between project teachers was increased and system-
atized, and, as a result, teachers documented the management processes needed
in the course coordination. Inspections of project deliverables were also increased.
The outcome of a project included software, a project plan, a requirements spec-
ification, a software design document, final reports on both the project and soft-
ware, and often test case specifications, user instructions, and installation notes.
The students’ work was supported with lectures on version management, usabil-
ity, and immaterial rights. During this period, also customers from the public
sector were increasingly billed for projects.

Santanen (2008) stated that from its very beginning, TIES405 has been a
one-semester course employing a small 3–4 person team size and active instruc-
tion. These permanent course arrangements were soon complemented with real
customer collaboration, introducing real expectations into students’ course work.
Overall, roughly half of the project customers have been firms, one-tenth munic-
ipal and other public sector units, and the rest university units (Santanen, 2008).
For this wide range of customers the nature of the project topics has varied con-
siderably. Topics have been database-www applications, configuration software
for highly specific equipment used in customers’ processes, mobile phone appli-
cations, educational games, testing automation software, etc. The recessionary
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period cut down commercial customers at the beginning of the 2000, but the sit-
uation had improved within a year (Santanen, 2008). At the moment, the student
decline in computer science is observable in the course. The number of the groups
per semester has halved during the last five years. This decline is also due to the
fact that since autumn 2005, the course has been mandatory only for software
engineering majors. The following sections outline how the general TIES405
course management arrangements stand at the moment.

2.2 Goals

TIES405 exposes students to an “authentic software project with real customer”
experience, and in this setting, attention is paid to both the end product and pro-
cess. In the present form of the course, a software development component is
always included. According to Santanen (2008), the educational goal is to enable
students to accumulate experience and skills regarding project work, team work
and leadership, project management and quality, specification and design, im-
plementation and testing, written and oral communication, and documentation.
The student data analyzed in this dissertation confirms that students develop
and enhance the wide range of skills inherent in a software project. Straightfor-
wardly, as the goal has been giving students a realistic software project experi-
ence, the projects have followed the acknowledged phases of software develop-
ment work in an authentic team work context. It is acknowledged in the litera-
ture that project goals have a relation to the characteristics of the project. Fincher
et al. (2001) note that “function drives the form” and Clear et al. (2001) that
“given a lucidly enumerated set of course goals it should then be possible to char-
acterize appropriate and inappropriate capstone projects”. Burge and Gannod
(2009) present relations between different project types (cf. goals) and project-,
development-, and process -related dimensions. More generally, in the field of
education, it has long been acknowledged that the whole curriculum is seen as a
means to given ends (Tyler, 1949).

It is noted here that the collaboration with real customers introduces vari-
ation into the course context and the skills needed. Some groups work upon
customers’ existing software while some start from scratch. Some must conduct
a feasibility study at the beginning of the project, which introduces a slight re-
search character to the project. Some focus on software maintenance by import-
ing an outdated system to a new platform and adding new functionalities to the
system.

It is also noted that the present research introduced a change in the groups
supervised by the dissertation author. Appropriate learning goals became a ma-
jor concern in this dissertation, and a shift away from the emphasis on a realistic
experience and teaching of skills will be outlined in Chapter 5.
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2.3 Project stakeholders

Students. At JYU, students receiving a place at the university are directly accepted
for both bachelor’s and, the ensuing, master’s studies. Thus there is no clear di-
vision between a bachelor’s and master’s program but in practice the students
study a coherent, ideally five-year, “bachelor-master’s” program. In our depart-
ment, specialization in a particular subject (study line) takes place in the course
of master’s studies. Computer science students thus study a common bachelor
program which is directly followed by master’s level studies, with a choice of
four study lines: simulation & optimization, mobile technology, software engi-
neering, and teacher education. TIES405 was first positioned in the advanced
bachelor’s level studies, but was moved to the master’s level studies in autumn
2003. Project teachers noticed a slight effect on the student material, the subse-
quent project students tending to be a bit more experienced and mature.

In practice, the course enrolls students who are finishing computer science
courses at the bachelor’s level. These students have typically taken programming
courses, algorithms and data structures, basics of databases, basics of web tech-
nologies, object-oriented analysis and design, an introductory course on software
engineering, and some courses in math. At least half of the computer science
bachelor courses, including key programming courses, have to be completed be-
fore acceptance into the course. While the students have often some experience in
programming, majority of them have no or little previous software project experi-
ence. This inexperience is explicitly stated by the students in the course feedback
data.

The student teams are local and mostly consist of the department’s own
students. Software engineering majors have started to dominate the course, after
the course was made mandatory only for them. Some students still come from
the other study lines, and the students majoring in science — math, chemistry,
or physics — occasionally apply for the course. Some of these science students
are considering whether they would like to major in physics, chemistry, math, or
computer science, and attend the course to gain authentic experience in computer
science and software engineering.

The student teams consist of three to four students. Four is the preferred
team size for team experience and always used when possible. The team selects
one of its members as a team leader, but the responsibilities are shared so that the
team leader is not the only member in a responsible position. When the students
plan their project they are prompted to assign roles and responsibilities to all team
members.

Customers. The course solicits customers from both industry and the public
sector. Customers are usually sourced from the local area but a few projects have
been implemented in collaboration with a customer from another city. Customer
organizations have been of different sizes, from small one-man companies to big
software houses. The customers attend as real customers instead of merely issu-
ing a problem statement. Typically one or two customer representatives attend
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the project actively. External customers pay for the projects and recently in-house
customers are often billed as well. No technical knowledge or other experience
in software customership is expected. Demands and constraints on customership
are further described in Section 2.4 on project selection and contracting.

End users. Several projects have had direct contact with end users. Some-
times the end users attend the project actively, as a sub-group of customer rep-
resentatives, and sometimes a student group interviews end users during the
project to collect necessary information. Sometimes it is possible to utilize end
users in system testing. On the other hand, end users are often not available or
students work more as subcontractors basing their work on specifications that are
provided by the customer.

Teachers. Several teachers have supervised projects during the history of the
course. The course is coordinated by one corresponding teacher but each of the
participating teachers is responsible for the supervision of the project he/she is
assigned to. In this kind of authentic project work (cf. pre-packaged scheduled
project courses), all the teachers inevitably have their own viewpoints on soft-
ware engineering work and teaching in such a realistic context. A new teacher
is familiarized with supervision work through a semester-long pair-supervision
with more experienced project teachers. This arrangement familiarizes the new
teacher with the course context and enables the other teachers to efficiently share
tacit teaching knowledge with the newcomer. Such collaboration also allows for
different views among the teachers to be reconciled.

Technical supervisors. The course employs senior students as technical super-
visors. A technical supervisor is expected to know the tools and programming
language used in the project he/she is assigned to. Besides tool and program-
ming support, the technical supervisor is also responsible for code inspections.
The technical supervisors are paid hourly wages and receive three credits if they
return a reflective experience report on their own supervision process.

Technical consultants. Occasionally, specific technical expertise is needed in
a project. Sometimes one of the customer representatives attends the project par-
ticularly for this purpose. In some projects, senior students or personnel consult
on a project on specific technical issues or arrange an extra tutorial on request.

Computer support. Expertize in computer support is needed in the project
selection process at the beginning of each semester. The computer support per-
sonnel share their views on the project topics and collect the information needed
to prepare project computers with the appropriate software installations. Com-
puter support is available to students on request.

Interactions. The project stakeholders’ interactions are depicted in Figure 1.
All the primary stakeholders, the student group, teacher, senior student (tech-
nical supervisor), and customer representatives meet at least every other week.
Typically, a project meeting is arranged on a weekly basis although in the project
contract the minimum is usually set at “a meeting at least every other week”.
Meetings are not the only communication medium but informal communication
(face to face, email, phone) is also used. The students’ interaction with the cus-
tomer thus takes place in a realistic manner; it is not fixed or constrained. The
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FIGURE 1 Interactions between the project stakeholders

students are similarly expected to autonomously interact with the computer sup-
port.

Outside this research, the interaction between teacher and students has largely
consisted of review of the process deliverables. Along with the present research,
more emphasis was placed on students’ abilities when they enter the course and
on monitoring and managing the collaboration between the students and the cus-
tomer, as will be explored in Section 5.2.2 under the title “teaching as coaching”.

2.4 Project selection and contracting

The project and student selection processes are depicted in Figure 2. The project
selection process starts when the teacher in charge screens customers by con-
tacting local area organizations and inquiring after potential student project top-
ics, usually by email. The teacher then reviews the potential project proposals
and leads the initial negotiations with the potential customers. The initial ne-
gotiations are typically an iterative process that aims to clarify and refine the
customers’ needs. The proposals are reviewed to see whether they encompass
enough programming and involve a real purpose, whether the technologies in-
volved are such that the university can support the students’ work, and whether
the customer can allocate sufficient time for the project. At this stage, the project
contract template is introduced to the potential customers. Those proposals that
are initially judged as applicable are delivered to a working group consisting of
staff members.

The working group assembles for a project selection session at the beginning
of each semester. The group selects the project topics by voting on the customers’
proposals. In the selection session, the group further evaluates whether the pro-
posals are applicable for team work (e.g. that the work can be split between team
members), whether the proposals are interesting to students, whether a particu-
lar customer is known to bring about a risk (e.g. regarding commitment), and
whether the proposal can benefit all the stakeholders (e.g. the students and the
university can adopt up-to-date technologies). Taran et al. (2008) present a similar
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FIGURE 2 Project and student selection processes

project selection process, but with the addition that a project selection committee
evaluates the customers and project topics based on a matrix of attributes. Such
a visualization, a “matrix view”, helps to make a systematic comparison between
the proposals.

The student selection process starts with course registration (Figure 2). The
students apply for the course by filling in a form that collects information such
as study background, personal interests, and whether a student is going to be
working or have other intensive courses during the semester. One or more of the
project teachers analyzes the registration data to judge if all the registered stu-
dents are eligible for the course, i.e., they have a sufficient study background and
can allocate sufficient time for the project. The project teachers select the students
and inform both those accepted and those not accepted. After this the registra-
tion data of the accepted students is further analyzed regarding their skills (based
on study history and work experiences) and orientation (interests). Finally, the
students are allocated to projects by the working group, which also selects the
project topics in one and the same selection session (see Figure 2). When allocat-
ing students to the projects, the aim is build equally strong groups with plenty of
diversity and motivation; this is done on the basis of the students’ skills and study
orientation and a possible match between the project topics and the students’ in-
terests. If possible, friends are not placed in the same group. This strategy aims to
create a better communication challenge and experience of team development for
the students. The opposite strategy, i.e., allowing students to form groups based
on friendship, is also used in the field (Hagan et al., 1999).

The projects with external real customers necessitate a contract. It is nec-
essary to address the transfer of immaterial rights, and agree on responsibilities
and constraints in the educational setting. In TIES405, a formal and legally bind-
ing contract is used. The contract template is publicly available on the Web (in
Finnish)1. According to the template, immaterial rights (proprietary right, copy-
right, right to use, modify and deliver etc.) are transferred to the customer. The
customer directs payment to the department and can choose from two fixed-price
classes. The lower price class is for cases where the results can be archived pub-
licly and the higher for cases where the software and its related material is agreed
as confidential, and is not archived by the department and the students. In the

1 http://www.mit.jyu.fi/palvelut/sovellusprojektit/sopimus.html
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higher price class, those parts of the results that report on the students’ project
work (not the product) are nevertheless kept by the department, but checked to
ensure they do not include any confidential information. In both cases (price
classes) the university and the students have parallel rights to use those parts of
the project results that are not agreed as confidential. In addition to the fixed
payment, the customer is also obliged to directly provide any specific software
licenses needed in the project.

Several other issues are agreed in the contract, including software mainte-
nance (no warranty is given on students’ work and maintenance is left as the cus-
tomer’s responsibility), how to operate if disagreements are encountered, how to
manage changes, etc. Important in the agreement is the active collaboration and
problem domain specific supervision required from the customer. The contract
template maintained by the teacher in charge, Jukka-Pekka Santanen, is the result
of a continuous organizational learning process. It is principally shaped by the
experiences of project teachers.

The students are asked in advance (with the course registration form) if they
are willing to allow the transfer of immaterial rights. Open source topics are se-
lected when the students do not want to transfer their immaterial rights to the
customer. In these cases, the customers have typically been from within the uni-
versity.

A change that took place with the course development work was that the
students are now also asked in advance whether and what kind of nondisclosure
agreement (NDA) they are willing to sign if they are to work in a project which
necessitates NDAs. The students are advised to contact the teacher in charge if
any questions arise in providing these answers. Another change is that students
are liable for damage only if their malpractice is intentional. These issues are not
included in the results chapters of this dissertation.

2.5 Schedule, workload, and events

Each student spends typically at least 10+ hours, usually 15–35 hours, per week
on the project. The projects last around 16 to 17 weeks. In the autumn, the projects
start in the middle of September and end at the end of January. Christmas pro-
vides a break of about two weeks. The spring projects start at the beginning
of February and end at the end of May. According to the present contract model,
one additional month is reserved for negotiations if serious unexpected problems
occur. The fixed project termination deadlines are then the end of February (au-
tumn semester) and end of June (spring semester). The projects supervised in the
context of this research ended by the end of May (spring semester) and January
(autumn semester).

Each student is required to spend at least 200 hours but no more than can be
compensated with credits (400 hours). On top of this, compensation for the few
lectures, tutorials, and presentation rehearsals included in the projects is given in
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FIGURE 3 Events during one course offering

the form of a supporting course, entitled as Management, Communication, and
Tools in Software Project. The credits given depend on the hours spent, varying
from 10 to 15 for the project course, plus fixed three credits for the supporting
course. Recently, some of the supporting course resources have been dedicated
to a specific communication skills course. Overall, the workload arising from the
project and the supporting courses can be about 500 hours in total.

Figure 3 summarizes the events occurring during a single course. Because
the situation is real the actual dates of the meetings, lectures, tutorials, and pre-
sentations are not fixed but determined on the fly each semester. In addition to
what is described in the figure, students work autonomously with the projects on
daily basis. The lecture-like events are explained below.

Starting lecture The first event involving students is the starting lecture. In this
lecture students are informed as to which group they belong to, the cus-
tomer and the project topic they are to work with, and general information
on carrying out the course. The issues that the students will encounter at the
outset of the project are given specific attention while the students are also
given documented information regarding the whole project. After the start-
ing lecture, the students are given keys to the project rooms. They study
the short one-to-three page description of the project topic, the same project
proposal that was used in the project selection process, and prepare for the
first meeting with the customer.

Project lecture The students attend a mandatory project lecture which is arranged
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within two weeks after course start-up. The lecture focuses on software pro-
cesses, project management, and soft issues such as personality types. This
lecture is part of the supporting course.

Version management tutorial The students are expected to use the version man-
agement system. Usually within two weeks of course start-up, a short tuto-
rial is provided with hands-on support for adopting the system (SVN2).

Lecture on immaterial rights A lecture on immaterial rights is provided few weeks
after course start-up. Because the students working with external customers
sign a project contract and because the projects often deal with software li-
censes, information in these areas is given during the project course. This
lecture also forms part of the supporting course.

Usability day One day of the project is dedicated to usability. A usability expert
gives a lecture which is followed by group exercises. The lecturer also gives
detailed feedback on the user interfaces being currently developed in the
projects. This day is also part of the supporting course.

Presentations The students practice twice during the project how to give a project
presentation. Only the teachers and project groups attend these sessions,
which provide the students with a relaxed context in which to experiment
with presentations. The groups receive feedback on their presentations
from both the teachers and other groups. Often lively discussions follow.
The aim is to develop presentation skills towards the final project presenta-
tion which takes place at the end of the semester. The final session is public,
and it is advertised on the Web, in the university’s announcement section.
Project customers attend the affair. At the time of writing, the rehearsals of
the presentations were moved to form part of the supporting communica-
tion skills course.

Despite the few lectures, the course can well be characterized as a “project only”
model (see Section 2.8). Thus, the few lectures and tutorials provided in the mode
of project education are meant to advance the projects.

2.6 Project outcome

This section describes a typical project outcome which at the same time describes
the activities the students deal with during the project. Most projects are com-
pleted with the following deliverables which are handed out to the customer in a
single folder (everything printed) and on CD:

• Software: installable software delivered on CD. Because of the time con-
straint and the use of real (read: large) project topics, the software is often a
prototype.

2 http://subversion.apache.org
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• A source code listing: source code is reviewed several times during the
project and the final version is printed, often with class documentation (us-
ing e.g. JavaDoc).

• User instructions: a specific document and/or a part of the software.

• Installation notes: brief instructions on how to deploy the product; some-
times included in the software report.

• Project plan: includes project background, problem and objectives, orga-
nization and resources, process, schedule with milestones, team members’
responsibilities, management methods, and risks.

• Requirements specification: including use cases and/or functional and tech-
nical software requirements, and prioritization.

• Design plan: including user interface design, software architecture, classes,
data structures, etc.

• Project report: a reflective report on the conducted project; the issues ini-
tially written in the project plan are analyzed and personal experiences writ-
ten.

• Software report: a reflective report on the product. The product is de-
scribed, the solutions made during the project analyzed, and potential is-
sues for future development identified.

• Test plan, test case specification, and a test report: these may also be in-
cluded in the design plan and software report.

• Agendas and minutes of the project meetings which document all the deci-
sions and deviations during the project: students prepare the agendas and
minutes.

• Time logging listings: each student is expected to log time usage throughout
the project.

• Email listings: all email communication during the project — each project
use their own email list for communication between the project stakehold-
ers.

• A copy of the signed contract.

• Self evaluations. At the end of the projects the students return a self evalu-
ation (usually from one to three pages) in which they comment at least on
the group performance, their own performance, and performance of their
supervisors. These can be returned confidentially in which case they are not
included in the project results. The self-evaluations are read by a teacher af-
ter the teacher’s initial round of assessment. This enables account to be
taken of both the teacher’s and the students’ opinion in assessment.
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• Other: weekly progress reports presented in the meetings, minutes from
the usability session and presentation sessions, possibly end user interview
data, any material that the customer delivered during the project, etc.

The following is an extract from the paper by Clear’s et al. (2001), here given as a
reference for the variety of alternatives regarding project course deliverables.

• Project Deliverables

– What types of documents might be generated by a project?

* Documentation of team processes and decision making for the purpose
of internal management, e.g., schedules, testing plans.

* Documents produced for the instructor for educational or assessment
purposes.

* Documentation of events for historical purposes, e.g., personal activity
logs, meeting minutes.

* Documents recording agreements among the parties.

* Documents produced for formal submission to the project sponsor.

* Reflective documents, e.g., personal journals, evaluations.

– What specific work products are going to be required?

* A bibliography of sources and resources for the project under considera-
tion.

* A project statement or proposal outlining the problem to be solved and
the methodologies to be used.

* Lists of ideas that might be relevant to a proposed research problem.

* A timeline dividing the project into its constituent parts, showing dates
when these parts are to be completed and when associated deliverables
might be presented.

* Design documents. These may differ depending on the type of project
type. Examples include UML models, database schemas, flowcharts or
data flow diagrams, etc.

* Logs of administrative decisions, design changes, implementation deci-
sions, etc.

* Descriptions of attempted solutions with explanations of failure and as-
sessments of efforts.

* Individual participant logs and journals, possibly reflecting on process
oriented issues.

* The software or system developed by the project.

* Software or system documentation.

* Users’ and administrators’ tutorials, manuals, etc.

* A final project report documenting all aspects of the project from incep-
tion to completion.

– What project deliverables should be archived for future reference?
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TIES405 basically involves everything included above in one form or another
and during one semester. On top of this, customers attend the inspections of all
major work products (software, plans, specifications, and reports) and everything
is archived. The project semester is thus very demanding and intensive for the
students. Clear et al. (2001) state that it is unlikely that everything needs to be
archived. The rationale for the total archiving has here been that it lessens the risk
of disagreements, since the viewpoints and decisions are carefully documented
and maintained in projects that use a legally binding contract.

Because of the varying nature of real topics, the outcome is not totally fixed
across projects. Sometimes, at the end of a project, the participants negotiate
whether the customer prefers unused resources to be used to prototype new fea-
tures or to test the ones already developed, and hence, make the software more
stable. This affects whether, if any, testing-related documents are part of the out-
come. In very large projects, the project participants may notice that the prob-
lem at hand necessitates two subsequent projects for completion. The first of
such projects serves as a means to prototype and explicate complex business pro-
cesses3. This of course affects the outcome. Recently, there has also been a trend
towards the use of project management systems that enable the amount of tradi-
tional documentation to be reduced (Trac4).

The present research process introduced some change to the outcome of
projects. Towards the end of the study, the projects adopted short iterations (cf.
waterfall that is illustrated by the given outcome) and the requirements were
managed in electronic form throughout the project instead of preparing a require-
ments specification document. Moreover, the iterative projects used a whiteboard
for design so that the design plan then principally focused on initial views of the
architecture and the dynamic view of the software. These changes in software
process thus affected what deliverables, and particularly in what form, they are
produced.

2.7 Physical facilities

The layout of the project premises is given in Figure 4. The premises encom-
pass a shared area that was earlier accessible only to project students but is now
open to all the students of the faculty (the large empty area in the figure). The
project-specific rooms are found at the back of the premises (the lowest part in
the figure). Each room is equipped with personal computers and a whiteboard
and is lockable, as the projects deal with confidential customer material. The stu-

3 Comparison can here be made to Royce’s advice to “do it twice”: If the computer program
in question is being developed for the first time, arrange matters so that the version finally deliv-
ered to the customer for operational deployment is actually the second version insofar as critical
design/operations areas are concerned (Royce, 1970). Notice, however, that TIES405 project
proposals are intended to be stand-alone projects as opposed to an arrangement where
students attend to on-going project work.

4 http://trac.edgewall.org
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FIGURE 4 Project premises

dents attending the course are provided with the keys to enter the premises and
their own room as they wish. The project rooms often become the students’ home
bases.

A meeting room is found near the project premises, and the items of equip-
ment needed in customer meetings and end user interviews made available to
the students. These include laptops, video projectors, digital speech recorders,
and a digital camera.

These facilities aim to contribute to authentic team work and support the
students’ autonomy.

2.8 Comparison to project course models

This section compares TIES405 with the course models found in the literature.
TIES405 is essentially a department-located supervised course project, for which
the comparison will principally take place in the context of such a literature. This
leaves out the models that are more directly connected to working life (students
are paid and/or placed in real work places). Such models include cooperative ed-
ucation and student companies. Cooperative education models enable students
to alternate between school and work, and they thus acknowledge that learn-
ing takes place outside traditional university teaching; see for example (Huggins,
2009). Education in the form of student companies refers to a curriculum design
which allows students to run (or take part in running) service centers or busi-
ness, and advance their studies by such undertakings; see for example (Chase et



34

al., 2007; Neagle et al., 2010) and epiGenesys5.
Within this restriction, attention is given to survey and taxonomy-like liter-

ature references, thus to those references that particularly concern structuring the
research area. The section first illustrates how prevalent the described TIES405
arrangements might be in engineering education and then situates TIES405 in
CSE/SEE-specific taxonomies.

Prevalence of TIES405 arrangements

If software engineering education is regarded as a part of engineering education,
a survey on North American capstone courses (senior projects) in engineering
(Todd et al., 1995) serves as a relevant reference study. The survey studied how
prevalent the variety of project course arrangements are, and it received answers
from 360 departments. The results that were considered most relevant to this dis-
sertation are summarized below. I have boldfaced the keywords that correspond
to or are close to a TIES405 arrangement in order to demonstrate how TIES405
is positioned within the results. According to the survey,

• one semester was the most common timescale for a project (45 %). A two-
semester model was in second place (36 %), two quarters in third place (11
%), and one-quarter and three-quarter models shared fourth place (4 %).
The majority of the respondents were in the semester system, which is here
assumed to mean 15 weeks per semester, which is close to the TIES405’s
four-month period.

• The project-only model was in third place (26 %) after “class and project
in parallel” (48 %) and “class followed by project” (28 %). The “class only”
model scored 5 % and the category other 12 %. The category other refers
here to models where some classes are provided in parallel with the project
at the beginning of the course and the rest of the course is conducted as
“project only”.

• most often a capstone course was a team experience located in the sin-
gle department (83 %). The alternatives were the individual (32 %), inter-
department teams (21 %), and other (2 %).

• 59 % of the projects were obtained from external parties and 58 % from
the department, meaning that in many cases both sources were used. The
category other (e.g. scientific journals and sponsored research) scored 15 %.

• a small team was the most common team size (1–3 students: 38 % and 4–6
students: 49 %). A single-student model scored 6 %, 7–9 students per team
5 %, and 10+ students per team 2 %.

• in 48 % of the courses, students spent more than 7 hours per week on the
project. The other alternatives were 1–2 hrs (4 %), 3–4 hrs 22 %, and 5–6 hrs

5 http://www.genesys-solutions.co.uk/
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25 % ...Many comments were received on this question indicating that students
were expected to complete the job regardless of how much time it took.

• in 33 % of the courses sponsor collaboration took place on weekly basis.
Monthly collaboration scored 27 %, beginning & final 31 %, and other (va-
riety of patterns) 17 %.

• in projects where funding came from outside the university, 18 % indicated
that funding was based on direct payment to the university by the sponsor
company, 29 % that the sponsor directly funded project expenses, 28 % that
both of these were used, and 26 % that some other funding system had been
devised.

• those using industry-sponsored projects indicated that the industry spon-
sor retains intellectual property ownership in 40 % of their departments.
The alternatives were that the university owned the intellectual property
(32 %), and that the students owned it (33 %). Some other arrangement also
existed, or the issue had not been addressed at all (20 %). Ownership was
shared in many cases.

Some departments were grouped in the category of computer engineering but
whether a software development component was included in the project courses
in this category is not given. Thus, while these numbers from engineering edu-
cation are only indicative regarding computer science and software engineering
education, they are given here to demonstrate that the basic arrangements used in
TIES405 are not unique. Notice, however, that the prevalence of such arrange-
ments indicates wide acceptance.

TIES405 vs. CS/SE project models

Computer science and software engineering education research encompasses sev-
eral taxonomy-like studies. Shaw and Tomayko (1991) present undergraduate
project models in software engineering. Knoke (1991) adds a medium size project
in between the small and large scale project models given by Shaw and Tomayko.
Later, Fincher et al. (2001) identified eleven project forms in computer science in
their book dedicated to project course issues. Clear et al. (2001) provide a com-
prehensive list of issues that need to be addressed when devising a project course.
Bothe (2001) provides attributes to assess the degree of realism in the project ar-
rangements, and Burge and Gannod (2009) present dimensions for categorizing
capstone projects — also including realism-related attributes. The models and di-
mensions given in these studies overlap. In the following, I therefore focus, first
on one source, the project models given by Fincher et al., and then complement
this by discussing the degree of realism with reference to the other studies.

The models of Fincher et al. are summarized in Table 1. They actually start
with a smaller set of more abstract project forms which they call “project mod-
els”; however, for simplicity, I prefer to present all these eleven forms as “project
models”. Fincher et al. describe these models through so called composite case
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studies, i.e., they derived typical project course arrangements from their analysis
and from actual practices at over 50 institutions, and identified eleven models. As
the authors note, the list is not meant to be comprehensive, and each of the project
models involves a variety of ways in which the model can be implemented in
practice. Here, they demonstrate the variety of possibilities for devising a project
course in CSE/SEE. The models are reviewed and compared to TIES405. Note
that in the following the academic term is equal to 12 weeks.

TABLE 1 Project course models according to Fincher et al. (2001)

Model Individual/
group?

Year Assessment Pedagogic focus Specialities Key problem

final-
year
indi-
vidual

individual final (3
or 4)

usually focused
on deliverables

substantial, inde-
pendent software
development

student-
supervisor re-
lationship

supervising and
assessing many
different topics

second-
year
group

group (4–5
to 7–8)

2 usually individ-
ual, based on
deliverables

introduction to
group working
and a “complete”
system

group work assessing indi-
vidual perfor-
mance within
groups

taught
M.Sc.

individual post-
graduate

based on the dis-
sertation

demonstration of
subject mastery,
academic skills,
and the potential
for individual
contribution

original work is
expected

getting the stu-
dents to come
to terms with
what’s required

project
with
han-
dover

usually
groups of
3–6

2 or 4 individual and
peer

learning about
working with
other people’s
code

reliance of stu-
dents on others’
work and, in
competitive
version, the
economic envi-
ronment

finding and di-
viding a suitable
topic

research-
type

usually in-
dividual

2,3, or 4 based on deliver-
ables

developing criti-
cal thinking and
research skills

possible involve-
ment in research
program

topic scope:
identifying inter-
esting topics that
are small, well
defined, and “off
the critical path”

design
and
build

can be in-
dividual,
more often
groups of
3–5, or 4–7

any product oriented analysis, design,
and implementa-
tion of a software
system

“practicing the
craft”

getting the right
level of difficulty
of the topic

project
with in-
dustrial
in-
volve-
ment

can be in-
dividual,
more often
groups of
3–6

2,3, or 4 industry partner
and supervi-
sor, based on
deliverables

relevant exposure
to industry prac-
tice and concerns

direct input from
industry

industry proper-
ties must be bal-
anced with aca-
demic objectives

project
with
client

groups
of 3–5
(less often
individual)

2,3, or 4 group and indi-
vidual, based on
deliverables

developing the
professional
skills to work
as a contractor
for a real client
within realistic
constraints

external clients
who are not com-
puting specialists

screening the
clients

profes-
sional
bodies’
view

individual 3 usually product
based, perhaps
with attention
to professional
process and
issues

demonstrated of
sufficient profes-
sional technical
skill

accreditation is
based on prac-
tical, problem-
solving projects

identifying
projects of suffi-
cient depth and
breadth to meet
the accreditation
criteria

(Continues)
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TABLE 1 (Continues)

process-
based

group (typ-
ically 3–6,
up to 20
possible

2 or 3 cumulative, in-
volving interim,
non-technical
products

the process of
project work
and professional
activity

emphasis on pro-
cess

getting the stu-
dents to see the
point rather than
just of through
the motions

integra-
tive/
cap-
stone

individual final summative, final-
product-oriented

to integrate and
demonstrate the
skills and knowl-
edge acquired
previously

not just us-
ing informa-
tion learned
in disparate
courses/modules,
but also pulling
it together into a
coherent body

needs a prob-
lem that allows
demonstration of
skills; and needs
the students to
have those skills
to demonstrate

A final-year individual project is typically a part-time effort extending over 2–
3 terms, or alternatively a full-time one-term effort. Hours per week range from
6–35. The projects are research based, culminating and integrating, or apprentice-
ship-like build projects. They serve as a demonstration of competence, being ev-
idence for potential employers. The course model is often substantial, e.g., 10–33
% of the degree, and failing may mean failing the degree. The students typically
follow some acknowledged development methodology (waterfall, PSP), and the
main deliverables are a final report and software product. Other deliverables in-
clude presentations, software demonstration, plans and specifications, progress
reports, and surveys of the literature. Supervision of such individual project re-
quires an abundance of resources.

The viewpoint that a course serves as an evidence of competence is shared
with TIES405, which has been the course in the JYU/MIT curriculum that tes-
tifies to an authentic software project experience for subsequent employers. The
students are motivated to work and demonstrate their skills and commitment to
an external partner — the potential recruiter. This, however, is not a strong simi-
larity because TIES405 is more about completing an authentic customer project,
and, due to the course’s position as the only project course in the curriculum, i.e.,
the students have not previously taken project courses, it is more about accumu-
lating experience and developing and reinforcing the variety of skills needed in
a software project (particularly so outside the present research, see Section 2.2).

A second-year group project varies from 1–3 hours per week for 12–15 weeks,
to 12 hours per week for 24 weeks. The justification for the second year is that
first-year students lack programming and software engineering experience, while
the third year is reserved for more technically challenging individual projects.
The projects provide early exposure to team work and communication, i.e., the
courses serve as exposure to large-scale team work. They approximate the indus-
try practice, involving issues such as planning, scheduling, time management,
progress monitoring, client negotiations, and documentation. Supervision typ-
ically takes place on a weekly meeting basis, and sometimes supervisors act as
customers. Real industry partners may enhance the experience. Deliverables
include both individual (e.g. report, diary) and group deliverables. The latter
consist of software project products (software, plans, specifications, test docu-
mentation etc.). The projects are usually conducted in the scheduled laboratory
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or project classes.
TIES405 shares most of these characteristics. The difference is that the

course is not conducted in a scheduled pre-packaged manner, but in a realistic
situational manner. It is taken later than the second year of studies and involves
technically challenging topics and real customer expectations. It is more inten-
sive, requiring autonomous work from the students. As a master’s level course,
it seems to be a tougher version of the second-year group project.

A taught M.Sc. project typically takes half of the study time over two terms
(here 24 weeks), or full study time over one term. It is a culminating project
demonstrating a student’s mastery of a subject and its associated skills. An exam-
ple Fincher et al. give is that project students are expected to focus on a specialism
within the domain, perhaps an emergent area. The students are particularly ex-
pected to be capable of independent work. The students analyze an issue, find
a relevant topic, and then carry out the work to produce the deliverables, which
include interim reports and a dissertation. The project may take different forms
such as design and build, evaluation, theoretical analysis, and empirical study.
Industry may be involved as a customer. Typically, a supervisor oversees the
work but does not manage it, and an internal examiner assesses the deliverables
without other contact with the student. The students manage the study process
themselves, which creates a challenge for monitoring their work. As an individ-
ual project the course is labor intensive.

As TIES405 is now officially a master’s level course, usually a design and
build type of course expecting autonomous work from the students, other simi-
larities are difficult to identify. TIES405 in its present form is clearly a software
project course, not an individual effort on particular subject that is studied in a
research-like manner.

A project with handover is usually applied to group working, designed in
phases, and usually covers 8–12 weeks. A handover project is based on an at-
tempt to make an academic project relevant to an industrial environment, e.g.,
to be able integrate one’s code with others’ code, and deal with ambiguous and
incomplete specifications. Fincher et al. identify two forms of this model, com-
petitive and non-competitive. The requirement in both of these is to produce
a software component with specified interfaces, to be able to integrate a work-
ing system from the components. The phases usually include component design
and implementation, integration, and modification of a system. The students en-
counter the consequences of combining code written by different people. They
gain an experience of a project too large for one person. In the competitive version
students additionally compete to have their component integrated in the system,
which thus introduces economic and social issues into the model. The objective of
the model is to provide a realistic experience — at least by imposing environmen-
tal constraints. Much of the supervision effort goes into devising an appropriate
project, after which it can mainly be monitoring. The phases of the model (such
as design, implement, and prepare for sale) set the overall process for the stu-
dents, while the team structure and processes are left to the students to decide
on. Deliverables include a software component, demonstrations, documentation,
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and the integrated software system.
A similarity to TIES405 is the encountering of other developers’ work, i.e.,

being able to write code as a part of a larger project. TIES405 projects are suf-
ficiently large so that the work has to be divided and the students’ code depend
on the other team members’ code. Also, often some part of the product is built
using an existing component, e.g. an open source component with an appropri-
ate license from the customer’s perspective. In these respects TIES405 has some
handover characteristics. With real customers and authentic customer collabo-
ration, the TIES405 students have to frequently prepare and demonstrate their
in-progress work for the customers but they do not need to compete with the
other teams, as each team has its own project topic and customer. Overall, the
“handover” is not a fixed arrangement but is used in a realistic manner if it suits
the project’s purpose.

A research-type project, usually an individual project, is used at different
stages in the curriculum. The later it is devised the more is expected as an out-
come. The length of such a project varies from a half term to two terms. The
model follows the traditional research process of natural sciences, introducing
students to research methodologies, research standards, and a research discourse.
The objective is to develop skills of independent investigation by means of a su-
pervised project. More precisely, the students learn how to design research, how
to evaluate relevant related research, how to report research results, etc. The main
deliverable is the final report.

TIES405 is most of all a software project but occasionally some project top-
ics have had a research-project character such that the student team studies dif-
ferent options to meet the customer’s needs. The prototype produced suggests
the selected solution to the customer’s problem. Working with new technologies
tends to introduce this quality into a project. In fact, it is not rare that some com-
parison between a variety of options (technologies, platforms etc.) is made at the
beginning of a project, but research is in no way the principal focus of the course.

A design and build project is feasible at several levels and can be sized from
a small two-week assignment to a large scale project covering two terms. A com-
mon characteristics at all levels and with all sizes is the objective of designing
and building software that runs. The model simulates a traditional software
development team producing substantial software. Depending on the size and
emphases, different phases of the software life cycle may be included. The ob-
jective is to practice the craft and apply acquired skills and techniques. These
include analysis, design, implementation, using a structured method, planning
and executing testing, estimating, planning, and managing time. Projects may
be chosen by students from a list of assigned topics, or real customers may be
involved. Supervision depends on the size but often takes place on a weekly
basis. Students follow a prescribed development method or may choose among
established methodologies. Deliverables relate to those phases of the software
life-cycle that are included.

This seems to be a very generative characterization which many software-
centered courses match. TIES405 is very much a design and build project course.
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The aim is to produce working software, and, as described earlier, the emphasis
regarding what phases of the software life cycle are included, varies according
to the project topic and work process selected. While a TIES405 project typ-
ically starts from identification of requirements and ends after implementation
and rough system testing, projects involving re-developing a customer’s existing
system provide students with some maintenance experience. Use of short itera-
tions (adopted in the context of the present research) also allows rework during
the project, introducing some maintenance perspective.

A project with industrial involvement takes usually one or two terms (up to 24
weeks) and is substantial (an important part of the degree). Students are rendered
more employable by responding to the industry recommendation that students
must be exposed to software practices as they stand in industry. How far industry
is involved will vary widely. Industry partners may only provide project topics
or provide direct and active support to students. Industry’s interest is based on
a long-term value such as raising the company profile, creating links to research
centers, and recruiting. Industry partners act more as employers than customers.
The challenge of the model is to find suitable partners, particularly if they are to
contribute to teaching. The project topics originate from the industry partners.
The students are largely responsible for their own work and their team man-
agement. With active industry partners the role of supervision is mentoring and
overseeing the student-customer relationship. The typical structure consists of an
initial phase, a working phase, and a final phase. The initial phase includes the
presentation of the problem by the industry partner and meetings to agree on the
development methodology and the standards of practice. The working phase in-
cludes issues such as scheduled meetings, interim reports with feedback from the
partner providing an opportunity to clarify requirements, diagnosis of problems,
and email communication. The final phase includes presentation and report as
well as a response from the industry partner. The deliverables vary depending on
the problem. The outcome may simply be a report or it may encompass a proto-
type and software life cycle-related documentation. Usually a final presentation
is included.

TIES405 is close to this model, except in the role of the partner. In TIES405
the industry partner is an authentic customer, who is, also according to the con-
tract, required to attend actively and give students problem area-related infor-
mation and guidance. There are not few phases only, but customer collaboration
usually occurs in one-week cycles. As explained in Section 2.6, in TIES405, the
deliverables relate to software development phases, and software is included as
opposed to only preparing a final report. Final presentation is also included.

A project with a client is typically a small group size project designed to be of
feasible scale and scope. It usually takes one term and 3–12 weekly hours. The
project exposes students to work with real people who are not computing special-
ists. The students act as software and computing specialists, and are subjected to
the complex constraints of a real environment, including time constraints. The
emphasis is on communication skills, as the students need to elicit and compre-
hend customers’ needs. The principal objective of the model is thus to give the
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students a taste of the real world. The level of realism is sometimes increased by
setting up an explicit company structure, and a competitive element may be in-
cluded, as when several teams work for the same client. Sufficient technical skills
are required of the students to provide a genuine service for the clients. The stu-
dents must be provided with a relevant technical environment (tools). Agreement
on who owns intellectual property and copyrights has to be made in advance.
Also, agreements on maintenance have to be made. The options identified are
either that it is the client’s concern or the department establishes a maintenance
scheme.

Project issues are obtained by screening potential clients, and then negotiat-
ing with them. The project may take different forms such as IT audits or feasibility
studies, developing strategies, and product development. Students are selected
to work with particular clients by matching the skills and interests, based on stu-
dents’ preference voting, or the clients select the students based on student sub-
missions. Supervision includes guidance of students but also of the customer in
order to insure a productive interaction. It is about balancing between the client’s
requirements and academic objectives. It is necessary to arrive at a stationary tar-
get by pre-negotiating the issues before the project commences. Supervisors may
act as line-managers and suggest processes for the project. Usually is it about
hands-off supervision, allowing the students to take responsibility.

The client project assumes realistic roles with certain responsibilities within
the student team. The students usually manage themselves, with some super-
visor interaction. Clients present their requirements to the students which are
negotiated with the team leader who has the principal contact with the customer.
The students present the completed project to the client, with documentation,
and prepare a project report for academic purposes. Deliverables include the
outcomes of a software project (requirements specification, prototype, software
product, software documentation etc.). Some of the deliverables may be targeted
particularly to the academic side, e.g., reflections on experience and documen-
tation on team working. The real client project thus sets two directions for the
students’ work: the client and the academic department.

This project model is a close match with TIES405. There are some dif-
ferences in emphasis. For example, TIES405 is more intensive as the students
spend 15–35 weekly hours on their project during one semester (four months,
around 16 to 17 weeks)6. Moreover, based on the experiences with TIES405, a
“stationary target” is not possible in projects that develop new functionalities on
the basis of real expectations. Customers seldom have a really detailed view of
what they want; instead it must be clarified during the project, and, changes will
occur. The stationary context is not even a relevant expectation, agreed by James
(2005). Real project topics are also difficult if not impossible to pre-design to be
of a feasible scope. The scope is refined after the project commencement through
negotiation. Notice also that in TIES405 all the students in the group meet their
customer regularly, implying that those who have the best first-hand knowledge

6 Note the problem of delayed projects, which was one of the main motivators of this disser-
tation.
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on a particular subject can directly interact with the customer.
A project following the professional bodies’ view is devised as an individual

project. It can take place as a full-time task during one term or as part-time work
over two or more terms. It requires around 100–150 hours work from each stu-
dent, depending on the level of accreditation. The model is thus based on ac-
creditation promoting proficiency and professionalism. It is based on the criteria
for producing marketable engineers. Regarding such criteria, Fincher et al. re-
fer to the British Computer Society’s (BCS) and IEE’s view of computer science
education in the UK which are shaped by the Engineering Council’s Standards
and Routes to Registrations SARTOR 1997. BCS states that an accredited course
equips students with practical skills essential to begin a professional career. IEE’s
accredited course aims to insure that a chartered engineer may demonstrate an
acceptable level of competence. Professionalism is emphasized also so that the
supervisors are expected to be qualified by being members of an appropriate pro-
fessional body. The supervisor nurtures the growth of the student-as-practitioner.
Supervision is typically light-handed, taking place weekly, and may include some
monitoring and availability of a technical support.

According to the BCS’s criteria, the objective is to provide practical work in-
volving the production of an item of software. It involves structured engineering
work with the full software life-cycle, and has an integrative role. It must involve
the production of a competent report on the process and the product, including a
critical evaluation. Ideally, it must put the problem in context, survey the relevant
literature, and involve some novelty.

TIES405 does not seek any fixed and formalized competence for the stu-
dents. Thus, the emphasis is not on enhancing the views of particular profes-
sional bodies. Regarding the project outcome, some similarities can be found.
TIES405 expects the students to produce a careful report on both the project and
the product including, among other things, reflective evaluation on the decisions
made during the project, comparison of final outcome to that of planned, and re-
porting of personal experiences. As described in Section 2.6, basically everything
is documented (archived) in the projects.

A process based project typically lasts from two weeks to one term. A small
team size is typical, but according to Fincher et al., large teams containing up
to 20 students have been reported. Project scope and duration depend on the
place in the curriculum. Early projects are typically short while the later ones can
extend over two terms. The project model emphasizes the process rather than
exclusively the product. In the early curriculum, it is a means to bring home rele-
vant ideas early and prepare the students for a later more advanced project. In the
later stage the model can attempt greater realism. The model is basically an intro-
duction to team work and industry practice, with due attention to non-technical
aspects, and stress on the importance of reflection on practice. The project topics
are usually assigned since the demands they make for the students’ learning pro-
cess. Supervision usually takes place in groups because of the emphasis on the
team rather than the individual. Supervision is usually in the form of scheduled
meetings with the supervisor and the team. The role of supervision depends on
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the place of the course in the curriculum. In the early courses, the supervisor may
act as a client or a project leader, while in the later phase the role is more just an
advisory one.

Due to the emphasis on process, the project usually has fixed milestones
with particular outcomes assigned to them. The students are assigned to particu-
lar roles which may be rotated or fixed during the project. Reflection and critique
are typically included in the process but they are not necessarily assessed. Han-
dover elements may be included in order to promote communication. The deliv-
erables relate to the process, and include requirements specification, design docu-
ments, interface prototypes, etc. Moreover, process deliverables such as minutes
of the meetings, weekly records, work plans etc., are often included.

TIES405 puts lots of emphasis on process and management. Adopting
some form of process (cf. safety) is seen as necessary to work in a sufficiently
efficient manner. The students are expected to prepare agendas, write minutes,
report on weekly progress, write experiences into the project report, and return a
self-evaluation. Thus, in addition to software and the software-related documen-
tation, the process-related deliverables and reflection are an important part of the
course.

An integrative or “capstone” project assumes from 6 to 35 student hours per
week, depending on the intensity of the arrangement. The course is typically
substantial, an intensive full-time effort during one term or a half-time effort ex-
tending over two terms. It is meant to be a culminating project demonstrating
knowledge and skills acquired during a degree program. It aims to make learning
real by integrating theory and practice through authentic problems, processes,
and deliverables. Ideally such a course gives students a sense of what they have
learned as an integrated whole. While it typically is an individual demonstra-
tion of what has been learned, group projects are also used as capstone projects.
Capstone projects are typically final-year projects but can be used at any level of
a curriculum to integrate preceding studies. Early capstone projects tend to be
of smaller scope, focusing only on a specific part of the degree. Overall, the ar-
rangements vary a lot, e.g., a capstone project may be a design and build project,
a handover project, or a project with a client.

Project topics must be demanding and are typically assigned to ensure ap-
propriate coverage and complexity. Supervision is limited and strategic. A super-
visor may act as a consultant but rarely intervenes. Weekly individual meetings
are common. Students themselves usually run the integrative projects and aim to
show what they can do. They are expected to use and combine what they have
previously learned. The students thus need to consolidate their prior learning
into an interrelated whole. The project is a summative experience and the deliv-
erables are product-oriented.

While TIES405 drives both learning and reinforcing of new skills through
an integrative learning experience, the emphasis is more in an authentic customer
project experience than explicitly necessitating the coverage of what has been
previously studied. It should be noted that because of the course’s unique role in
the curriculum, it has perhaps been the most integrative course for students.
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FIGURE 5 Matches between TIES405 and the models of Fincher et al.: the darker the
background color, the better the match

To summarize, the above comparison of TIES405 with the models iden-
tified by Fincher et al. models shows how the boundaries between the project
models are difficult to draw, thus, in practice a project course may share some of
the characteristics of a variety of project models — as is the case with TIES405.
There are clearly at least two explanations for this. Firstly, TIES405, as an au-
thentic and intensive project course, simply covers many of the characteristics
given above, and secondly, since the context of such a realistic course is not fixed,
at least some of the projects conducted will match to a variety of characteristics.
The closest matches were with the “project with a client”, “project with industrial
involvement” and “process-based” types, but the second-year model, handover
model, and design and build model all shared important features with TIES405.
Notice that the design and build model could be seen as a best match, but as an
abstract and generative model it would not provide a very descriptive compari-
son for present purposes. Similarities to the integrative model where also found,
but this had mostly to do with the TIES405’s position in the curriculum. Fig-
ure 5 summarizes the matches between TIES405 and the Fincher’s et al. project
models. It is important to bear in mind the anecdotal nature and purpose of the
comparison.

Although a strict project course taxonomy is difficult to construct, such lit-
erature is very valuable as it suggests research tracks and separates the field into
dimensions that reflect real practice. The Fincher et al. models reveal the factors
that are stressed in the particular course alternatives, and this kind of taxonomy
proved capable of providing a best fit with TIES405 — the project with a client.

Degree of realism

Because real customership is identified as the dominant character of TIES405, I
will here review the degree of realism in project settings. This is an interesting
topic as it appears that when project teachers speak of real projects they may
actually mean very different things. The attributes for evaluating realism in the
project course, listed by Bothe (2001) and Burge and Gannod (2009), form the
basis of the following discussion. Table 2 depicts Bothe’s attributes such that
more realism is assumed in the right-hand column. The parts that could provide
a match to TIES405 are in boldface.
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TABLE 2 Attributes of realism in a project setting according to Bothe (2001)

Factors Attributes
requirements source academic - real demand
application domain system programs - other
client (customer) lecturer - non-comm. - commercial
goal project status prototype - product version
project priority low - high
deadlines no - yes
project size low - medium - large scale
phases (and documents) only selected phases - all phases
original requirement’s source academic - real demand
project requirement’s source academic - real demand
task class maintenance - reverse engineering

In TIES405, the requirements source is always a real demand whether the
customer is an internal or external organization. This is ensured during customer
screening and the initial negotiations with potential customers (see Section 2.4).
The application domain of the project directly depends on the customer’s branch of
business. This means that groups working in non-technical domains (collaborat-
ing with non-technical customers) better encounter the collision between techni-
cal and non-technical worlds.

Customers are either non-commercial or commercial, but never the project
teachers themselves. Generally, one can conclude from the literature that there is
a shared preference in the SEE community towards real project topics and cus-
tomers, but contrasting viewpoints have been stated as well (Aygün, 2004). It
should be noted that internal TIES405 projects have sometimes been very chal-
lenging because many different customer interests have been involved (repre-
sentatives from several university units), making decision making very difficult.
Teachers have also noticed that industrial customers tend to be better used to
effective decision making compared to university customers. Therefore, a non-
commercial customer does not necessarily constrain realism but rather introduces
certain kinds of challenges (cf. Table 2).

The project priorities have varied from low to high, with respect to whether
the project topics are on a critical path. Clear et al. (2001) suggest the rejection
of project topics on a critical path. My experience with TIES405 is that the ap-
propriate contract model together with the teachers’ responsibility/courage to
intervene prevent problematic situations (this issue is included in the results in
Section 5.2.2 under the title “teaching as coaching”).

TIES405 exposes students to work with deadlines. The course expects project
planning, including the setting of milestones, and the one-semester timescale it-
self is a major deadline. The project size is small or medium as to team size and
timescale, but the size of the problem is large, often leading to long future de-
velopment and maintenance, providing internship and job opportunities for the
students. Regarding the task classes, Bothe contrasts maintenance projects with re-
verse engineering projects. This does not characterize TIES405 where one of the
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most usual cases is a from-scratch project. Moreover, the phases and task classes
that are emphasized in TIES405 vary according to the particular demands of the
project.

Burge’s and Gannod’s realism-related dimensions for categorizing capstone
projects include the following:

• Customer Identity — external customers, particularly those with limited
technical expertise, add to the challenge and realism in a capstone project.

• User Identity — eliciting requirements from users with a different level of
technical expertise or who have a different domain vocabulary is a very
useful skill.

• Deliverable Audience — students need to develop deliverables focused on
the client and on future developers in order to meet the course outcomes
and learn how to support both audiences for their software.

• Other Deliverables — additional deliverables can be requested to ensure
that course outcomes are met if the deliverables required by the customer
are not sufficient.

• Project Type — most projects in industry are not developed from nothing;
however, maintenance/enhancement projects may not always involve suffi-
cient new requirements development to give them experience with require-
ments elicitation.

• Availability of Original Developer — often the original developer is un-
available to assist or has limited time available. Learning to cope with these
difficulties can be a valuable, if painful, learning experience.

• Number of Teams — multiple teams working on the same project is not as
realistic as having a single team fully responsible for creating a working
system.

These dimensions overlap with those given by Bothe. Regarding the customer
identity, user identity, project type, and availability of original developer, there is varia-
tion in TIES405’s arrangements. As to the project type, Burge and Gannod seem
to prefer projects that build from scratch. In my experience this creates a commu-
nication learning opportunity that arises from the necessity to elicit requirements
together with the customer.

Regarding the dimension of other deliverables, TIES405 projects do not usu-
ally lack requirements but are very intensive; see Sections 2.6 and 5.3.1. Regard-
ing the number of teams, in TIES405 each team works independently with its own
customer and project topic, aiming for a working system, and the anecdotal ratio-
nale is the same as that given by Burge and Gannod. The dimension of deliverable
audience likely relates to what Clear et al. (2001) called a conflict between the cus-
tomer’s dictates and a soundly engineered product (two purposes/audiences). I
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have noticed that this issue can arise with non-technical customers who may as-
sume that software functionalities are mature enough when first demonstrated.
Two audiences in this sense are acknowledged. For example, code inspections are
included and the project outcome includes a reflective software report in which
future development issues are identified (see Section 2.6).

It can be concluded in the light of the attributes identified by Bothe and
Burge and Gannod that TIES405 is a realistic context with some variation due
to the varying nature of real project topics. Intensity (see Section 2.6), contracting
(see Section 2.4), and the information that customers pay for their projects can
be assumed to make realism very apparent and concrete for students. Perhaps
TIES405 belongs to such a category of department-located project work models
which represents the closest option to the models where students are paid and/or
carry out their work (learn) at the facilities of employers; cf. cooperative learning
models and student companies mentioned at the beginning of this section.

2.9 Summary

The dominant characteristic of TIES405 is the collaboration with real customers.
Both the end product (software, plans, specifications, design artifacts, etc.) and
the process (roles, phases and tasks, scheduling, time logging etc.) by which the
product is produced are paid attention to. Real customer expectations imply the
first, and without the latter, i.e., the adoption of a sufficiently structured way of
working, it becomes a difficult task to achieve the former. This is, of course, just
an anecdotal rationale and summing up of the emphases in the course arrange-
ments.

I have noted the variation in TIES405 arrangements throughout the chap-
ter. Here one could identify a problem, as the project students inevitably en-
counter different things and a different degree of challenge. On the other hand,
assigning a real issue and a real customer to each project — sourced from sev-
eral real-life branches — enables students to notice how software is embedded
in society. There is also variation in the students’ work within a single group as
the students work in specific roles. Similar variation has been pointed out in the
literature (Daniels and Asplund, 1999; Hagan et al., 1999), both studies reporting
on collaboration with real customers.

In reviewing the project models of Fincher et al., I noticed that some of
the TIES405’s features are due to the course’s position in the curriculum as
the students’ first project study. In particular, important challenges arise from
this setting. The course is often a student’s first practical exposure to almost ev-
erything that is encountered, e.g., real problems, ill-defined requirements, real
expectations, customer interaction, formal meetings with agendas and minutes,
contracting, team work, process, project management, technical documentation,
presentations, programming in a team, and uncertainty in general. This implies
an “everything-is-new” starting point for the students. Because of this starting
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point and the focus on both the process and product, it is evident that the project
course semester is very intensive for the students.

I have previously noted that the course could be supported with a second-
year project course in order to lessen the several simultaneous challenges now
encountered in the course (Isomöttönen and Kärkkäinen, 2008). Correspond-
ingly, Clear et al. (2001) note that when the goals are set for a project course,
the course’s role in the curriculum should be considered to find out if adequate
support is available from the prior curriculum. This is not however the research
focus of this dissertation.

The chapter outlined TIES405’s arrangements and discussed these in re-
lation to the course models identified in the field. The literature references fore-
grounded a number of issues to be addressed when devising a project course. It
is evident that a dissertation on a software project course needs be restricted to a
certain area to achieve some depth in the study. The options recognized in this
dissertation were either to remain at the holistic level and study relationships at
that level, or to drill down through a certain course mechanism. The first op-
tion was chosen, but also restricted to a concern with student perceptions and
operational issues in the course.



3 RESEARCH METHODS

The aims and approach of the dissertation have so far been presented in the In-
troduction, and the research context described in Chapter 2. This chapter reviews
the research methods used in the dissertation. The dissertation has two results
chapters (Chapters 4 and 5) the research methods of which differ.

The research presented in Chapter 4 utilized Grounded Theory (GT), a re-
search method originating from sociology. The term grounded theory refers not
only to a research method, which here is a theory generation process, but also
to the theory that results from such a process. The original publication on the
method, Discovery of Grounded Theory (DGT), was written by the sociologists Glaser
and Strauss in 1967 (Glaser and Strauss, 1967). Basically, DGT was a conceptu-
alization of the method the originators had used when conducting and writing
up their own research (Glaser, 2004). Most of all, DGT introduced a research
method that yields theories that are systematically generated from the data, and
thus grounded. While it emphasized theorizing from qualitative data, it also in-
troduced the use of quantitative data. GT should thus be seen as a method for
theorizing social reality in which different types of data on the same subject can
be utilized, although it is usually applied in the qualitative domain.

The primary research method underlying the results in Chapter 5 can be
described as action research, which was first popularized by Lewin (1946). The
action research method is commonly seen as appropriate when addressing local
problems. Ellis and Kiely (2000) characterize it as a cyclical process whereby
knowledge is created in and for action. The cycles, consisting of planning, action,
and analysis of action, can be repeated so that the previous cycle informs the next
one. Action research types of inquiry have been referred to by many different
names (e.g. emancipatory research) and many definitions have been proposed.
In educational contexts, action researchers study their own educational practices
with the aim of improving their understanding of these (Carr and Kemmis, 1986,
p. 180).

In order to give an overview of how these research methods were used in
this dissertation, the relationship between action research and grounded theory is
depicted in Figure 6. The action research process is associated with my teaching
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FIGURE 6 Relationship between action research and grounded theory

and course development work, and its results are largely based on teacher reflec-
tions on the projects supervised during the course development work. In contrast
to this, the grounded theory processes (see Figure 6) were developed separately
from teaching, the analyses focusing on student course experiences documented
in project reports. These two research methods were thus employed in parallel.

However, towards the end of the dissertation process, these two kinds of
research activities (action-related course development work and theorizing from
the textual data) were observed to have a methodological connection. This arose
from the theorizing aim of the dissertation. That is, I noticed that when develop-
ing my reflections on action research into a theory, a GT-like comparison in an in-
tuitive way entered the action research process as well. Both of the research meth-
ods of the dissertation can thus be associated with theory development, bearing
in mind that in the other case this is directly connected to the action-taking con-
text.

The two methods are also connected by the results. As depicted in Figure 6,
there were altogether three grounded theory themes (processes) that were devel-
oped in the course of the dissertation (the order of the grounded theory processes
refers to the temporal order of their completion, GT-C, marked with a dotted
line, was never completed into a stand-alone theory). Chapter 4 is dedicated to
one of these themes (GT-B: enduring value of realism). The other two GT pro-
cesses are referred to or presented in the action research part of the dissertation
(Chapter 5) because, as subject matters, they fit the theorizing conducted in the
action research context. Therefore, they can be integrated into the theory devel-
oped through action research. In addition, in Section 3.4 GT-A (communication
barrier) is used to demonstrate how GT was applied in this dissertation.

The remainder of the chapter is organized as follows. The chapter starts by
outlining the main ideas and methods introduced in DGT (Section 3.1). I pur-
posely start by referring to this original work on grounded theory because it fur-
nishes all the basic GT concepts. After this, in Section 3.2, the main differences
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between the two subsequent grounded theory approaches are foregrounded. The
originators, Glaser and Strauss, took different directions after publishing DGT,
and these directions became the two main GT approaches. After the GT basics
and the nuances, a review on GT usage in computing education research is given
in Section 3.3. A set of computing education studies is analyzed so that the GT
principles presented in Sections 3.1 and 3.2 provide the reference base for the
analysis. The review, suggesting that it is difficult to see genuine theory gen-
eration and finished grounded theories in the field, supplies the motivation for
carefully explicating the GT approach followed in this dissertation. This is done
in Section 3.4 which provides background information on why a particular GT
approach was selected, and illustrates the use of grounded theory principles in
detail.

An overview of action research is given in Section 3.5. The role of action
research in this dissertation is described in Section 3.6. This explains how the the-
orizing aim affected the research and the presentation of its results, and outlines
the main phases of the action research conducted. The reader should pay special
attention to the nature of the present action research as described in Section 3.6.

Section 3.7 describes the data sources of the dissertation and explicates how
these relate to the use of GT and action research, i.e., how the data and the results
chapters of the dissertation interrelate. The chapter concludes with a summary of
the use of the research methods in Section 3.8. The summary presents the timeline
of the research and locates the research methods used and the data along this
timeline, giving a more detailed view of the overall research process than that
outlined in Figure 6.

3.1 Discovery of Grounded Theory

This section outlines the general idea, the analysis method, and other key as-
pects of theory generation introduced in DGT. It should be first noted that, in the
context of grounded theory, the process of theory generation has an implicit com-
ponent: the grounded theory literature often speaks of theoretical sensitivity of
a researcher (Glaser, 1978). In this connection, the present section, and also the
subsequent sections, emphasize the methodological ideas of grounded theory as
opposed to laying out prescriptive data analysis techniques.

3.1.1 General idea of DGT

Perhaps the idea uppermost in DGT was that the adequacy of a theory should
not be separated from the process by which it is generated (Glaser and Strauss,
1967, p. 5). This meant a strong linkage between a theory and its process of
generation, and differed from what Glaser and Strauss described as logico-deduc-
tive theories. Such theories could be based on abstract ideas that needed to be
tested and verified (Glaser and Strauss, 1967, p. 10):
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Currently, students are trained to master great-man theories and to test them
in small ways, but hardly to question the theory as a whole in terms of its
position or manner of generation.

In contrast to logico-deductive theories, DGT preferred emergent ones. A ground-
ed theory consists of categories and properties of the categories, both of which are
concepts1. DGT suggested that concepts and their integration are to be based on
emergence, thus discovered from data (Glaser and Strauss, 1967, p. 37).

Emergent concepts were preferred over borrowed ones to solve the prob-
lems of richness, fit, relevance, and forcing: emergent concepts, discovered in
the data, allow the generation of a rich theory that fits the empirical situation,
whereas borrowed concepts require justificatory explanation, may turn out irrel-
evant, and create a risk of forcing. In fact, DGT suggested that theory generation
should be started by ignoring the literature (borrowed concepts) until analytic
categories are found. This reduces the chance that external conceptions about the
research target would contaminate the theory being developed.

Another key aspect highlighted in DGT was the on-going nature of theory
development. This was supported with metaphors “theory as a process” and
“ever-developing” (Glaser and Strauss, 1967, p. 32) which emphasized generation
as opposed to research aiming for fixed conceptualizations. It should be noted
that theory as a process does not mean that a grounded theory is never so com-
plete that it can be reported on. Because it is “ever-developing”, GT puts forward
conceptual hypotheses. Those conceptual hypotheses that the analyst is confident
with, as a result of careful analysis, are finally written out as a GT.

Overall, DGT popularized a method for theory development that is essen-
tially a process, thus has an on-going nature, and is based on emergence. This
was called grounded theory, which refers both to the method and the resultant
theory. As the benefits of grounded theories, DGT points out that such theories
can be expected to suit their supposed uses (Glaser and Strauss, 1967, pp. 1,3)
and become readily understandable to both sociologists and laymen (Glaser and
Strauss, 1967, p. 1). Theories based on emergence were argued less likely to be
completely refuted by more data or replaced by another theory, whereas logico-
deductive theories were argued more likely to lead a follower astray (Glaser and
Strauss, 1967, p. 4).

It is important to note that DGT, and subsequent writings by Glaser and
Strauss, usually speak of grounded theory as a method, without addressing foun-
dational issues. In this sense, the value of grounded theory is associated with the
methodological manifesto described above (the fit and the usefulness of an emer-
gent theory). It is easy to observe in the literature that DGT, and subsequent work
by Strauss and Glaser, are being interpreted in order to address the foundations
of the method. In this connection, DGT has been subjected to a great deal of

1 Concepts as categories and properties in the context of DGT points to the fact that certain
concepts (properties of categories) further characterize certain other concepts (categories).
Therefore, categories can be seen as stands-alone concepts compared to properties. See
(Glaser and Strauss, 1967, p. 36).
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criticism, which, for example, concerns whether grounded theory constitutes a
scientific method; see discussion by Haig (1995).

3.1.2 Constant comparative method

DGT introduced a constant comparative method as a means to generate grounded
theories. Roughly speaking, this was about generating theory from similarities
and differences in data, thus by comparison. In this process, a theme that emerges
as relevant is taken as the main theme of the theory being developed, and then
the rest of the (comparison) process can focus on refining this theme into a coher-
ent theory. In the light of the observation that grounded theory is essentially a
comparative theory development process, it is noted here that grounded theory
has been successfully adopted within many disciplines, including education, see
(Haig, 1995).

DGT identified four overlapping stages (or tasks) in its comparative theory
generation process (Glaser and Strauss, 1967, p. 101-116). These are

• comparing incidents2 applicable to each category

• integrating categories and their properties

• delimiting the theory

• writing theory

“Overlapping” above means, in short, that the analyst should jointly code and an-
alyze. Thus, the analyst collects data and codes systematically, but also analyzes
the data at the same time in order to allow the analysis to affect the data collection
and coding. With the systematic coding, GT aims to be rigorous, as those meth-
ods that try to quantify qualitative data and then test hypotheses, while it also
allows theory generation in which separating data collection, coding, and analy-
sis is not reasonable. The constant comparative method does not guarantee that
two analysts will achieve the same results, and in this sense, it is about theory
generation which is affected by the skills and sensitivities of the analyst (Glaser
and Strauss, 1967, p. 103). The stages of the method likely start in a given order,
but they can continue in parallel until the theory generation is terminated. The
four stages are explained as follows.

Stage 1. The basic defining rule of comparison is that, in coding an incident,
the analyst compares the incident with previous incidents coded in the same cat-

2 An incident refers to a data segment meaningful for the development of a theory (my in-
terpretation of GT literature). What constitutes an incident depends on the context of com-
parison. A certain topic can be discussed meaningfully at several points in the context
of one human response (e.g. an interview), in which case comparison should take place
within this one response (e.g. an interview), as opposed to only between different human
responses (e.g. between different interviews). On the other hand, I want to refer here to
Chapter 5, where I illustrate comparison between broad reflections on the operational be-
havior of project groups (between the use of an iterative, incremental, or waterfall process).
In terms of grounded theory, I consider these group behaviors as data incidents.
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egory. This happens within the same and different comparison groups. The sec-
ond rule of comparison says that the analyst should stop coding and record a
memo on his/her ideas. The latter underlines the necessity to capture the fresh
theoretical ideas that the comparison evokes.

Stage 2. Integration means the discovery of how concepts and their sub-
concepts interrelate, and hence, result in a unified whole. As coding proceeds,
the analyst compares, not only incidents with some other incidents, but with the
properties of the category that resulted from the initial comparison of incidents
(Glaser and Strauss, 1967, p. 108). This leads to integration. The constant process
of comparison is said to lead naturally to the discovery of integration.

Stage 3. According to DGT, delimiting the theory is forced through the con-
stant comparison. Theory becomes solidified, modifications become fewer and
the emphasis turns to clarification and reduction. Delimiting takes place with
regard to the theory and categories. The theory can be presented with fewer cate-
gories as the analysis may yield concepts that seem overlapping and can be gen-
eralized into a higher level concept. The analyst can be more focused restricting
the work to certain parts of the findings. The categories identified seem to have
obtained all of their meaningful properties and new findings only add unneces-
sary detail to the theory (see theoretical saturation in Section 3.1.3). DGT states that
the analyst starts to achieve two major requirements of a theory: parsimony of
variables and formulations, and scope in the applicability to wide range of situ-
ations while the theory remains close to data (Glaser and Strauss, 1967, p. 111).
Grounded theory literature has later adopted term core category/variable in order
to explain how the theory becomes delimited around one theme; see Section 3.2.4.

Stage 4. Writing a theory means the process of transforming the coded data,
notes, and a theory into a systematically written form. As the stages overlap, one
may continue to do further analysis and return to the data to include illustrations
in the text when writing a theory. DGT says that the discussion in the research
notes provide the content behind the categories which become the major themes
in the theory (Glaser and Strauss, 1967, p. 113). An example of writing GT is the
way in which Glaser and Strauss (1964) arranged the main categories as section
titles in their grounded theory on social loss.

3.1.3 Theoretical sampling and saturation

In a GT process, a potential theory starts to emerge as soon as the coding and anal-
ysis take place. Theoretical sampling means that the (initial) theoretical frame-
work being generated guides the process of data collection, coding, and analysis.
In other words, the decision about what data should be utilized is controlled by
the emerging theory. As the analyst finds an initial theory, it needs to be fur-
thered. All the relevant properties of the categories need to be found, and the
relations between the concepts clarified. The theoretical saturation of a category
means that the category seems to have obtained all the relevant properties. At
that point of saturation, the analyst starts to see similar indicators in the data
over and over again.
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Theoretical sampling and saturation are closely related to the integration
and delimiting of a theory. Theoretical sampling together with joint data collec-
tion and analysis is said to facilitate the integration of a theory: ...the integration
of the theory is more likely to emerge by itself (Glaser and Strauss, 1967, p. 109).
Correspondingly, as categories become theoretically saturated, the theory is un-
dergoing delimitation (Glaser and Strauss, 1967, p. 111).

3.1.4 Sensitizing and analytic concepts

DGT (1967, p. 38) emphasizes two joint features of concepts. Concepts should be
both sensitizing and analytic. “Sensitizing” means that the concept enables the
formation of a meaningful picture of the entity it describes. It enables sensing of
the empirical level of the phenomenon. An analytic concept is more profound
than just a word underlined in the data. The level of abstraction of an analytic
concept is raised compared to raw data. It characterizes the entity rather than
being the entity itself. It is potentially meaningful in the given social context,
even if the findings later indicate new angles or even a change in the research
target.

These characterizations of a concept provide a concrete guideline to create
an analytic substantive grounded theory which may be furthered to create a for-
mal grounded theory (see the next section).

3.1.5 Substantive vs. formal theory

DGT differentiates between two types of grounded theories (Glaser and Strauss,
1967, p. 32-33). A substantive theory is grounded in the research on a particu-
lar substantive (empirical) area whereas a formal theory addresses more abstract,
conceptual area of research. Both are middle-range theories, grounded to data,
and fall between the minor working hypotheses of every day life and all-inclusive
grand theories. When generating substantive theory, comparison is made within
one substantive area. An example from DGT is that when studying a status pas-
sage, such as in dying, the substantive area is dying, and the comparison is made
in the context of dying. When generating a formal theory, one can focus on the
status passage in general. Then the comparison is made between different sub-
stantive areas in order to create understanding of the status passage without a
particular connection to a specific substantive case.

A substantive theory is suggested to provide a strategic link in generating
a formal theory (Glaser and Strauss, 1967, p. 79). Thus, an analytic conceptu-
alization that is derived by starting with a substantive objective, may provide a
conceptual hypothesis which becomes a research interest when a formal theory
is generated. One can here consider the first results chapter of the dissertation.
The core category (see Section 3.2.4) puts forward a mechanism that explains stu-
dents’ course experience from a one-semester real customer project course model.
This is first advanced with a comparison to the literature on several different
course contexts and curriculum levels (see Section 4.2), and then discussed as a



56

potentially interesting hypothesis (worth studying) with respect to any curricu-
lum that includes realistic learning contexts (see Section 4.3).

3.2 Glaser vs. Strauss

This section sheds light on the differences between the two major grounded the-
ory approaches that emerged after DGT. Glaser published Theoretical sensitivity
(Glaser, 1978), which is a continuation and elaboration of the methdological man-
ifesto started in DGT. Strauss took a different stand and published a more proce-
duralized view of GT with Juliet Corbin in 1990 (Strauss and Corbin, 1990), titled
Basics of Qualitative Research: Grounded Theory Procedures and Techniques. These
represent the two major approaches to GT, sometimes called Glaserian and Straus-
sian approaches.

Basically, Glaserian approach is the method introduced in DGT (thus see
Section 3.1), but the formulation of the method became more explicit and thor-
ough. For example, the delimiting of theory around one theme is explained with
the term core variable, which refers to a matter problematic (relevant) for the
people the theory concerns. Relating categories with each other is supported
by theoretical codes which represent the manners of how concepts might relate
with each other within a theory. Memoing and the emphasis on the researcher’s
thought process are highlighted, as was the case in DGT. Straussian grounded
theory is a more mechanistic one, as interpreted in the literature (Adolph et al.,
2008). It is laid out as a sequence of coding procedures that should be strictly
followed. These procedures are called open, axial, and selective coding, and as-
sociate with the tasks of extracting concepts and grouping them into categories,
relating categories with each other, and finally selecting one main theme among
the findings to present a focused theory.

It is important to be aware of these two approaches and their differences to
avoid confusion when applying the method. Researchers have noticed this prob-
lem in their first experiments with GT (Adolph et al., 2008). Glaser published a
response to Strauss’ and Corbin’s work in 1992 (Glaser, 1992). This response, ti-
tled Emergence vs forcing, explains the differences between the two GT approaches,
chapter by chapter. In the following, I discuss the differences I considered most
important and illustrative.

3.2.1 Induction vs. deduction

Strauss and Corbin (1990, p. 111) propose that the analysis is about continuous
interplay between inductive and deductive thinking. Hypotheses are deduced
and then verified. Glaser (1992, p. 71) argues that induction is not about proving
or disproving a hypothesis with data but about figuring out from the patterns in
the data what concepts and hypotheses emerge.
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3.2.2 Thought process vs. mechanical process

Strauss and Corbin introduced a set of rules and models for generating concepts
and integrating them. Coding is a systematic and precise set of procedures that can’t
be done haphazardly or at the whim of the researcher. In order for the emerging theory
to be grounded, as well as valid and reliable, the procedures must be followed just as
carefully as those that govern good quantitative studies (Strauss and Corbin, 1990, p.
46). This appears to be an attempt to explicate theory generation as a mechanical
process compared to Glaser’s emphases. Glaser (1992, p. 76) says that the mech-
anistic approach based on a set of rules leads to creating, which then involves
testing/verification.

Glaser calls for theoretical sensitivity on the part of the analyst. As stated in
Section 3.1.2, in DGT, the analysis was advised to be terminated in order to catch
the fresh ideas discovered in the data. Glaser (1978, p. 7) continues this in his
Theoretical Sensitivity by emphasizing the thinking required in the analysis.

I find myself agreeing with Glaser, and consider the viewpoint of discov-
ering vs. creating very illustrative. Serious thought efforts are needed to under-
stand what is being discovered, i.e., what the emergent theory is. In contrast,
creation is associated with deduction, produces a model of reality with mecha-
nistic rules, which then requires verification to see whether the model — created
not discovered — matches reality.

3.2.3 Paradigm model vs. emergence of theoretical codes

An illustrative example of the differences between the approaches is how the
authors suggest the relation between the concepts is to be discovered. Strauss
and Corbin present a single model called the paradigm model for relating sub-
categories to their categories, whereas Glaser gives eighteen families of theoreti-
cal codes that can help in putting a theory together, and notes that codes continu-
ally emerge and enter sociology from other fields. Glaser also says that other the-
oretical codes can be developed in order to avoid being trapped into “pet” codes,
see (Glaser, 1978, p. 82). In (Glaser, 1992, pp. 62-63) he criticizes the Strauss and
Corbin single model approach by arguing that GT cannot be developed in terms
of a single predefined model as this would force the data to fit the model and
restrict the analysis to thinking of data only in terms of a single model.

According to Strauss and Corbin (1990, p. 99) the paradigm model is a
sequence of causal condition, phenomenon, context, intervening conditions, ac-
tion/interaction strategies, and consequences. An example the authors use is a
broken leg (causal condition) leading to pain (phenomenon) with certain proper-
ties (context), which again leads to certain actions, e.g., go for emergency help,
and finally to a pain relief (consequence). An intervening condition, for exam-
ple, might be a long distance to go for emergency help, i.e., a general condition
related to action strategies. The authors say that in axial coding — the process
of relating sub-categories to categories — each category is developed in terms of
the paradigm model (Strauss and Corbin, 1990, p. 114). A code similar to the
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paradigm model is included in Glaser’s coding families, see (Glaser, 1978, p. 74).

3.2.4 Selective coding and core category

Selective coding refers to how a grounded theory can become focused on a cer-
tain theme. Strauss and Corbin (1990, p. 116) say that selective coding is the pro-
cess of selecting a core category, relating it to other categories, validating those
relationships, and filling in the categories that need further refinement and de-
velopment. Relating a core to other categories is suggested to be done in terms of
the paradigm model; see Section 3.2.3.

Glaser (1992, p. 75) speaks of core variables which relate to basic social
processes in the phenomenon under study. According to Glaser, selective coding
is about arrival at and selection of such a core category in the analysis. Only
after discovering such a core variable with confidence, with relevance to those
involved, can the analyst focus on elaborating the selected area of the study, and
proceed with theoretical sampling to provide an analytic theory around the core
variable. The core category thus guides the analysis. The core category and how it
is integrated to other categories and their properties emerge. Strauss and Corbin
(1990, p. 123) argue that the core need not be a basic psychosocial process because
GT is an action-oriented model.

The difference between the approaches is that in the Strauss and Corbin ap-
proach selection of the core is done late in the process (open coding → axial cod-
ing → selective coding), but in the Glaser approach the core should first emerge,
leading to a subsequent more focused analysis. Both approaches highlight the
importance of a theory in the context of a single core category.

3.2.5 Coding levels

Strauss and Corbin (1990, p. 73) suggest that coding starts word-by-word and
line-by-line. They give conceptual labels to single observations. Glaser (1992,
p. 38-45) commented that the analysis should focus on a small set of relevant
categories and their properties in order to avoid the “helter skelter of too many
categories” that he says happens in the Strauss and Corbin micro-level approach.
Glaser’s criticism foregrounds that finding a relevant problem (cf. selective cod-
ing) becomes difficult with micro-level conceptual labeling. He sees such an ap-
proach as burdensome and tedious. Allan (2003) calls Glaser’s type of coding
key point coding, which is the term I use if to refer particularly to coding that
takes account of relevant points in data as opposed to coding starting from the
conceptual labeling of micro-level units.
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3.3 A systematic review of GT in computing education research

It can be observed that GT papers in the IT field have focused on both discussing
the method (Hughes and Jones, 2003; Adolph et al., 2008; Hansen and Kautz,
2005) and the actual results of using it (Coplien and Devos, 2000; Coleman and
O’Connor, 2008). This division of interests has been noticed in other fields as
well (Sudol, 2008). In this section, a systematic literature review, as discussed by
Kitchenham (2004), focuses on computing education research papers that used
(or referred to) GT as their method. The review illustrates GT adoption in the field
and enables the dissertation to be situated in just this context. This illustration is
also seen important because grounded theory has been noticed to be a difficult
method, and because different definitions of grounded theory may have entailed
quite different interpretations of it. According to Glaser’s criticism, one of the
biggest challenges is that grounded theory has been, as opposed to theorizing,
reduced to a qualitative data analysis technique (Glaser, 2004).

3.3.1 Review criterion

The criterion for including an article in the review was the following: it deals with
computer science education, or software engineering education, or CSE/SEE-
related capstone projects, and involves students. Based on an initial screening,
I concluded that focusing on a more specific criterion, for example, reviewing
grounded theory studies on one-semester student projects in software engineer-
ing, would not have yielded sufficient material for the review.

3.3.2 Sources

The data sources used were the IEEE and ACM digital libraries, Lecture Notes
in Computer Science, Journal of Computer Science Educations (JCSE), and Journal of
Systems and Software (JSS) Using the first two enabled access to Journal of Educa-
tional Resources in Computing (JERIC) and IEEE Transaction on Education, and pro-
ceedings of several computing education conferences, such as CSEE&T, SIGCSE,
ITiCSE, and ICER.

Searches

I first experimented with the databases (how to arrange the search words) to be
sure that the final form of the searches would allow a relevant outcome. With
IEEE Explore (April 24, 2009), the following words were used while searching:
“software engineering education” and “grounded theory”, “computer science education”
and “grounded theory”, and “capstone project” and “grounded theory”. With the ACM
library (April 27, 2009), the following were used: “software engineering educa-
tion” “grounded theory”, “computer science education” “grounded theory”, and “cap-
stone project” “grounded theory”. With LNCS (April 28, 2009 ), the following were
used: “software engineering education” “grounded theory”, “computer science educa-
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tion” “grounded theory”, and “capstone project” “grounded theory”. With JSS, (April
28, 2009), the following was used: “grounded theory”. With JCSE (July, 2009), I
opened by hand every paper of the journal available at JYU (from 1998 to 2008
issues 1 and 2), and searched each opened document with the words “grounded
theory”3. In addition, I made a “grounded theory” search using the journal’s search
engine to cover the latest issues. All searches were documented in a text file.

3.3.3 Selection of papers

When selecting an article to the review, each document received in the search
was opened. I first read the document’s title and abstract, searched the document
with words “grounded theory”, skimmed through the method or data analysis
section, and skimmed the references. Any reference to the use of GT or its proce-
dures was accepted. I was, finally, not strict with the criterion in the CSE/SEE
context. For example, the study context of Lappenbusch and Turns (2005) is
students’ technical documentation, and that of Kautz and Pries-Heje (1999) is
students’ systems development methodology adoption — without being partic-
ularly CSE/SEE-specific. Such studies were seen as close enough contexts, and
were included to supply sufficient data for the review. Another exception con-
cerns the continuation studies. Deibel’s study (2008) is a continuation study of
her former study (2007). Almstrum’s studies are poster papers, and here too, the
latter one adds to the former one (Almstrum and Last, 2005, 2006). I included
these continuations papers because they involved further analysis, by making
new comparisons or adding more study subjects to the analysis, and, because
they immediately illustrated how GT has been applied little by little and partial
results published based on small steps in a research process. As I was only inter-
ested in exploring the use of the method (how GT had been applied), I did not
consider the quality of the papers, as suggested by Kitchenham (2004). Selected
papers were added to the reference management system Bibsonomy4.

The reviewed studies were found in the IEEE and ACM libraries, and JCSE.
GT articles were also found in other sources, for example, in the Journal of Sys-
tems and Software, but these did not meet the criterion of dealing with education
and students. Altogether 30 matches were found. They are given with the source,
the search words used, and research context in Table 3.

TABLE 3 Reviewed papers with their research contexts

Authors & Source Research context
Isomöttönen and Kärkkäinen (2008),
IEEE CSEE&T, search: SEE &
grounded theory

Capstone project in software engineering (one-semester real customer
model).

Williams et al. (2007), IEEE ICSE,
search: SEE & grounded theory

Social interaction and pair programming.

Ho et al. (2004), IEEE Frontiers in
Education, search: SEE & grounded
theory

Effect of pair programming on female students.

(Continues)
3 This “full” search was done due to a parallel interest in several research topics.
4 http://www.bibsonomy.org
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TABLE 3 (Continues)

Last (2003), IEEE Frontiers in Educa-
tion, search: SEE & grounded theory

Team development in an international student collaboration project.

Shull et al. (2000), IEEE Transaction
on SE, search: CSE & grounded the-
ory

Reading techniques in OO framework learning.

Lappenbusch and Turns (2005),
IEEE International Professional
Communication Conference, search:
capstone project & grounded theory

Technical communication.

Begel and Simon (2008), ACM ICER,
search: SEE & grounded theory

From a novice software developer to an expert, the tasks encountered in mov-
ing to industry from university studies.

Almstrum and Last (2006), ACM
ITiCSE, search: CSE & grounded
theory

How computing attracts males/females?

Almstrum and Last (2005), ACM
ITiCSE, search: CSE & grounded
theory

What attracts women to CS?

Chen et al. (2007), ACM SIGCSE,
search: CSE & grounded theory

Students’ sorting abilities (when they undertake CS1 course).

Cheng and Beaumont (2004), ACM
ITiCSE, search: CSE & grounded
theory

Communication tools used in distributed PBL teams.

Chinn et al. (2007), ACM ITiCSE,
search: CSE & grounded theory

Problem solving in data structures and algorithms.

Deibel (2007), ACM ITiCSE, search:
CSE & grounded theory

Inclusive practices in computing education (experiences of students with dis-
abilities).

Deibel (2008), ACM SIGCSE, search:
CSE & grounded theory

Inclusive practices in computing education (experiences of students with dis-
abilities).

Dick et al. (2003), ACM SIGSCE Bul-
letin, ITiCSE working group report,
search: CSE & grounded theory

How academics can handle student cheating.

Fitzgerald et al. (2005), ACM ICER,
search: CSE & grounded theory

Problem solving; code tracing strategies.

Hanks et al. (2009), ACM SIGCSE,
search: CSE & grounded theory

How students advice other students in learning to program?

Herman et al. (2008), ACM ICER,
seach: CSE & grounded theory

Logical misconception in novice students’ problem solving.

Hewner and Guzdial (2008), ACM
ICER, search: CSE & grounded the-
ory

Students’ attitudes towards computing.

Jadud (2006), ACM ICER, search:
CSE & grounded theory

Compilation behavior of novices.

Kautz and Pries-Heje (1999), ACM
SIGCPR Computer Personnel,
search: CSE & grounded theory

Methodology adoption of systems development students.

Kollanus and Isomöttönen (2008),
ACM ITiCSE, search: CSE &
grounded theory

TDD in education — students’ experiences.

Melin and Cronholm (2004), ACM
ITiCSE, search: CSE & grounded
theory

Students experiences on project oriented course work.

Nagarajan and Edwards (2008),
ACM ACE, search: CSE & grounded
theory

Non-technical work experiences of information technology graduates.

Schulte and Knobelsdorf (2007),
ACM ICER, search: CSE &
grounded theory

Freshmen’s earlier computing experiences affecting their view of CS.

Yuen (2007), ACM SIGCSE Bulletin,
search: CSE & grounded theory

Novices’ knowledge construction of difficult CS1 concepts.

Sudol (2008), ACM SIGCSE, search:
CSE & grounded theory

Creating connection between life and class by introducing reading assign-
ments.

Simon et al. (2008), ACM SIGCSE,
search: CSE & grounded theory

How students’ public note blogging has effect on the class.

(Continues)
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TABLE 3 (Continues)

Levy (2001), JCSE, search: grounded
theory

Students’ perceptions on the concept of recursion.

Kolikant and Mussai (2008), JCSE,
search: grounded theory

Students’ (mis)conceptions of correctness.

3.3.4 Review questions and analysis

The starting point of the analysis was a set of pre-defined questions. The ques-
tions arose from the review author’s own experience and discussional papers on
the use of GT, such as (Adolph et al., 2008). I then conducted the review by al-
lowing new viewpoints to emerge from the articles. This was because I wanted to
explore the use of the method in a rich manner. I added the new viewpoints to the
list of review questions, and repeated the analysis on the reviewed papers from
the added new perspectives. The final set of the questions was the following:

• Q1: Had GT been used for theorizing or as a means of data analysis?

• Q2: How were the data collection and analysis described?

• Q3: Joint coding and analysis?

• Q4: Approach to GT?

• Q5: Correct citing (e.g. to Strauss when using Strauss’ approach)?

• Q6: Can one identify a core category?

• Q7: What was the research process like?

• Q8: Preconception?

The questions are overlapping so that a certain perspective can help in deciding
on the other. For example, a study demonstrating a core category (Q6) would
perhaps have potential regarding the topic of theorizing (Q1). In many cases
it was difficult to answer these questions, but in such cases it was decided to
write any observations down as indicative notes. Because the aim of the review
was to gain an understanding of GT usage in the CSE/SEE field, the following
review results are of a qualitative nature. Numbers are occasionally given for
additional illustration. Notes on the analysis are included in Appendix 1. The
notes are from the first cycle of analysis of the papers, and thus a snapshot of
the review process. Many notes were afterwards hand-written in the margins of
those tabulated notes.

3.3.5 Review results

How to read the review results

The following analysis is based on reflection on the review papers according to
the principles of GT given in the beginning of the chapter. The review does not
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claim that if the use of GT in a reviewed paper differs from these principles and
guidelines, this would imply concerns regarding their contribution or reliabil-
ity. The interest of the analysis is only to explore the adoption and usage of the
method.

Research process characteristics?

Nearly all of the studies could be characterized as one-shot studies, which does
not involve knowledge sophistication over a long period of time, but concerns
pre-designed research where the data are collected first and then analyzed (25/30
≈ 83 %). The deviations (5/30) from this mode are the following: Isomöttönen
and Kärkkäinen (2008) give an impression that the student data add to the ex-
perience previously gained by teacher observations and the small student data
analyzed in the study originate from a period of several years. William’s et al.
(2007) conceptual framework is re-developed upon a previous work. Last (2003)
reports results from a three-year period in an on-going research project. Cheng
and Beaumont (2004) include two action research cycles, with the former inform-
ing the latter. In Kolikant’s and Mussai’s study (2008), which appears as a one-
shot study, collected survey results inform the conducted interviews. Within the
remaining 25 of the one-shot mode, 6 of the studies (Ho et al., 2004; Almstrum
and Last, 2006, 2005; Deibel, 2007; Nagarajan and Edwards, 2008; Jadud, 2006)
are the initial steps of a potential follow-up study involving grounded theory,
and in the remaining 19, a future work reference is often made so that the results
are seen as tentative and could be furthered with more sampling.

Theorizing vs. data analysis?

If a strict GT requirement is applied, i.e., the paper presents a carefully expli-
cated theory derived from data, with integration in the context of a single core
attribute, using parsimony of terms (cf. conceptualization vs. description), and
having a clear inner logic, none of the reviewed papers can be interpreted as be-
ing a grounded theory. Many of the papers demonstrated features of theorizing,
if integration between categories is taken as a criterion. Last (2003) presents a
typology based on the core attribute of team cohesiveness and four other themes.
However, the study does not explicitly mention an aim for theorizing, and a refer-
ence is made to an external source regarding the core attribute whose emergence
then remains unclear. In Kolikant’s and Mussai’s study (2008), students’ concep-
tion of partial correctness stands out as a core attribute and is the central theme in
the discussion of the grounded theory part of the study. However, while the study
mentions the goal of theorizing it focuses on more than one core finding and does
not itself explicate any single core attribute. A part of the study be Fitzgerald et al.
(2005) focuses on emergent theories, and there the study demonstrates a tempo-
ral ordering of the student code tracing strategies, which integrates the categories
found and thus provides unity in the findings. Williams et al. (2007) present a so-
cial interaction model of pair programming (SIMPP) that includes cyclic relations



64

between the categories found. However, it is difficult to identify an emergent
core, as the term SIMPP appears to be more a label for the model. Melin and
Cronholm (2004) present explicit condition-consequence causalities, but no core
attribute is highlighted. Shull et al. (2000) state tentative hypotheses which also
demonstrate causal relationships. In addition to these, many of the studies group
the categories found into higher level concepts or themes.

While one can identify potential regarding theorizing, these observations
demonstrate that GT is usually adopted as a means of data analysis, and that con-
ducting a “full” GT study would take plenty of time and concentration. Partial
results are often published. Those sections of the reviewed papers that demon-
strate theorizing are hidden within the traditional formulation of a research paper
which differentiates between a data collection phase and the subsequent analysis.
This differentiation, reflecting mechanically conducted research actions, is contra-
dictory to grounded theory generation with joint coding and analysis (see Section
3.1.2) and a high intensity of concentration and thought (see Section 3.2.2).

This conclusion — hardly theorizing — is similar to Urquhart’s (2002) ques-
tioning of GT usage in the IS field.

Core category?

Again, on the strict requirement, i.e., that theory is provided in the context of
a single relevant, analytic and sensitizing, and emergent, core, it is difficult to
regard any of the reviewed studies as meeting this requirement. Three of the
studies (3/30 ≈ 10 %) demonstrate a kind of main attribute but have all some
concerns regarding it. Isomöttönen and Kärkkäinen (2008) derive a single core
concept from their analysis on student data but yet another, the most analytic
hypothesis, is not made salient in the paper. Last (2003) provides a conceptual-
ization around the concept of team cohesion, but, as noted, makes a reference to
such a concept, which makes it difficult to be certain of how the core was arrived
at. Kolikant and Mussai (2008) foreground one of the findings and discuss it giv-
ing the impression that it is a core. In addition to these, the temporally ordered
code tracing strategies could perhaps have been refined to a core (Fitzgerald et
al., 2005), and the social interaction model of pair programming is a kind of core,
yet seems more like a label for a framework (Williams et al., 2007).

Some problems are identified which may hinder arrival at a single relevant
core category. The categories under which the discovered themes are presented
are often neither analytic nor sensitizing; see Section 3.1.4. For example, the two
main categories in the study focusing on method adoption are those of adopters
and non-adopters — which do not analytically explain the behavior of those in-
volved but are about some general taxonomy arising from the research question
(Kautz and Pries-Heje, 1999). This use of a general taxonomy, arising from re-
search questions, makes it difficult to arrive at a fresh relevant core, and may stem
from the tradition of conducting qualitative research as a pre-designed study with
carefully formulated pre-determined research questions. From the GT usage per-
spective, using strict research questions, or building the analysis upon an external
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theoretical background, which is then also used to interpret the results, in a pre-
designed one-shot study, appears to limit and/or guide the analysis, e.g. (Yuen,
2007; Schulte and Knobelsdorf, 2007; Shull et al., 2000; Lappenbusch and Turns,
2005). Schulte and Knobelsdorf (2007) use a theoretical background as a lens for
the analysis, and this appears to be carefully and purposefully the research ap-
proach of the study, and yet GT is referred to.

The implication is that more focus is needed in the process of arriving at the
research questions. Thus, in GT, the lens through which the data is analyzed (cf.
research question) should emerge from the data itself (see the arrival at the core
category in Section 3.4.1). This process should be managed in a systematic man-
ner using constant comparison. This would promote the formulation of emer-
gent and relevant (in the sense of grounded theory) core categories. Within the
dominant research mode of the reviewed papers, identified above, the research
questions are pre-determined and how they are arrived at does not result from
using GT procedures (cf. constant comparison and selective coding according to
Glaser). How GT fits into the traditions of qualitative research is consequently a
concern.

Approach to GT, use of citations?

Differences between GT approaches were not commented on in any of the re-
viewed papers. There seems to be a preference for the approach and techniques
favored by Strauss and Corbin. Roughly half of the studies followed, referred to,
or their work resembled the techniques advocated by Strauss and Corbin. Glaser
was cited only in one paper (Lappenbusch and Turns, 2005), but in that paper
other GT sources were also cited.

Correct — as opposed to misleading — citations were found in the case
where Strauss and Corbin was cited in a study that explicitly named and/or used
procedures of open, axial, and selective coding proposed by Strauss and Corbin,
and the case where GT was generally mentioned by citing DGT, or DGT was cited
as the original GT source. The following ways of referring to GT were problem-
atic.

• DGT cited when the procedures of Strauss and Corbin were being referred
to.

• DGT, Strauss and Corbin, and Glaser all cited without any commentary on
the differences.

• GT mentioned/applied but not cited at all.

• Lack of clarity in method concepts due to secondary sources, i.e., concepts
contradictory to those in the original sources.
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Characteristics of the analysis?

Data sources and data collection techniques were generally given, e.g. a use of
semi-structured interviews with a set of students. Analysis procedures were com-
monly outlined according to a literature source without describing the actual ap-
plication of the methods used. Usually the categories found were supported with
data extracts, which indicates interpretations from the data, but does not expli-
cate the methodological perspective. Thus, while the papers describe the data
collection, and assure their rigor, for example, by using several researchers to
cross-check the data for agreement, only one study gave an explicit example of
comparison (Shull et al., 2000). The methodological aspects of GT usage are thus
generally omitted, and the rigor in GT is understood according to what is gen-
erally perceived as rigor in qualitative research. This observation is consistent
with the observation above, i.e., the trend towards data analysis in pre-designed
one-shot research instead of theorizing.

The joint approach means that the researcher is allowed to follow emergent
areas of interest, change focus along the course of the research, thus allowing
theorizing about what emerges as relevant. Only the studies by Deibel (2007;
2008) (the latter continues the former study) explicitly mention the joint approach.
In most cases this is however impossible to interpret without interviewing the
researchers. In general, as many of the studies present the data collection as a
separate step, a conclusion is that the joint approach is not taken.

The studies that continue their previous work or that report findings from a
period longer than one course offering demonstrate the character of joint coding
and analysis without explicating it. The results are then snapshots of the on-going
process. Isomöttönen and Kärkkäinen (2008) analyze student data on top of pre-
vious teacher experiences. Williams et al. (2007) complement previous findings
with newly collected data from another data source. The findings of Last (2003)
originate from a three-year research process. Similarly, the studies taking initial
steps, by presenting a tentative categorical system or hypotheses, are potential
joint approach studies, e.g. (Levy, 2001). It should be noted that many of the re-
viewed studies used semi-structured interviews with probing questions, and the
interviewees were allowed to take the directions they found relevant. This is also
in line with the joint approach.

Summary

The reviewed papers give an impression that the grounded theory method is
adopted through a take-and-use strategy and inserted in the conventional re-
search format, including the way of reporting such a study. While the use of
GT demonstrates potential with respect to theorizing, the method often appears
to be perceived as an alternative to conducting qualitative data analysis. Adolf
et al. (2008) state that the use of GT procedures as data analysis techniques is
acceptable, but the aim of the study (theory vs. thematization) should be expli-
cated. Easy-to-remember theories in the context of a single core category — as
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opposed to a list of categories — could not be found without any reservations.
The reviewed studies were often incomplete to be judged as representing a the-
ory. Grounded theory takes time and under academic publishing pressures de-
veloping complete grounded theories may become problematic. This symptom
may continue to arise in the literature.

Because of these observations and conclusions, it is seen that it is important
to experiment with GT with the aim of following the original ideology and ob-
jective of the method. This is an intention of the present dissertation. The disser-
tation aims at theorizing generated over a several-year period. The dissertation
provides a core category (Chapter 4), explicates the arrival at the core through use
of comparison (Section 3.4.1), and it also starts from a reduced overview (cf. core)
when laying out the action-research based conceptualizations. The dissertation
aims to follow DGT and Glaser’s approach, which is the opposite of that taken
in the reviewed papers. The dissertation identifies the two main approaches to
GT and discusses the selection of a particular approach. The use of comparison is
illustrated, and this is seen to be more important than describing data collection
techniques and data sources.

3.4 GT in this dissertation

The section first outlines how the research arrived at a particular approach to GT.
This is followed by illustrations on selective coding, use of the constant compara-
tive method, and the analysis techniques. To consider these in relation to the use
of data, see Section 3.7.

3.4.1 Getting started

I first applied Strauss’ and Corbin’s word-by-word and line-by-line manner of
coding (Strauss and Corbin, 1990, p. 72). I analyzed course feedback data col-
lected with a questionnaire together with a student organization (see Section 3.7).
I restricted the analysis to what the students had gained from the course, whether
they had experienced some change as a result of the course. I noticed that the use
of micro-level explicit coding resulted in a richer outcome of the analysis com-
pared to the first reviews of the data. For example, I noticed that the students
often started their response with a doubt or a brief modest statement, followed
by a richer statement that carries the actual content for the analysis. I assumed
that Finnish students tend to do this kind of thing when asked about their experi-
ences. The data set was relatively small, which also allowed micro-level analysis.
Technically, the analysis was managed in an excel table, by transferring the data
to such a table, assigning concepts to one column, causalities to another, and fi-
nally selecting a main theme from the concepts.

I also applied a key point type of coding to the rest of the questionnaire
data. While a richer set of viewpoints emerged with the micro-level coding, I no-
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ticed that the most relevant issues were derivable by focusing on key points at a
higher level of abstraction. The most interesting outcome was the hypothesis that
resulted from comparing the results of this key point coding and the main theme
gained by the word-by-word micro-level coding. I discovered that despite hav-
ing clearly encountered problems and experienced frustration, almost all of the
students reported on personal growth when they were specifically asked whether
they had experienced a change as a result of the course. This conceptual hypoth-
esis later served as a starting point for the subsequent analysis with more exten-
sive data (see theoretical sampling in Section 3.1.3), it suggested a core category
(see Section 3.2.4). After discovering the initial hypothesis, I adopted the con-
stant comparative method set out in DGT, and the ensuing approach of Glaser,
which elaborates DGT. Selection of this approach was based on the experience
that seizing at key points (cf. mechanical micro-level conceptual labeling) better
promoted thinking about the data and allowed analysis at the very beginning of
the study. I also found DGT and Glaser’s approach to be more intuitive encom-
passing the right amount of rigor (not too much) and conceptual ideas to enable
theorizing. I have no experience in using the procedures of Strauss and Corbin
on a larger data set.

The above discovery finally led to the first results chapter of the disserta-
tion. In the following, I illustrate the use of GT with another core category in
order to not confuse the results of the dissertation with this explication on the use
of the method. The category that will be presented is thus not the main focus in
this dissertation but applied here to illustrate how the method is used. It relates
to the first “full” GT process during the course of the research. It addresses stu-
dents’ communication challenges with real project customers. Both arrival at the
core category and the use of DGT’s comparative method will be presented. This
communication thread of the research is published (Isomöttönen and Kärkkäi-
nen, 2009). The following sections are based on the paper.

3.4.2 Selective coding and arrival at a core category

The following core category was generated using teachers’ experiences and stu-
dents’ documented course experiences as data: inexperienced students’ entry into a
realistic software development context reveals a potential communication barrier in the
direction from the students to the customer.

This core was selected on the basis of teachers’ experiences that had accu-
mulated during the history of the course (word-of-mouth knowledge). As I had
a close relation to such experiential data (my own direct observations and dis-
cussions shared among the teachers) I also studied some of the course evaluation
statements that project teachers had written for completed projects. The purpose
of such sampling was to take account of subjectivity, and thus to be sure that
enough attention had been paid by the teachers to the communication direction
I was about to select for further investigation. The results of this sampling in-
dicated that students’ communication towards other stakeholders (both the cus-
tomer and the instructor) was a central success factor in the course. This was in
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line with the word-of-mouth knowledge among the teachers. Through “teaching
as coaching” -enabled observation on students’ performance I became confident
that in particular the direction towards customers was highly relevant. After-
wards, when starting to analyze the student feedback data (student experiences
in publicly archived project reports), I found confirmation that problems with
this communication direction lead to negative consequences from the perspec-
tives of both students and customers. Problems in this communication direction
mean that the necessary feedback loop between students and customers does not
emerge and misunderstandings appear. As a consequence, wrong software func-
tionalities are developed and a project may slow down considerably. The prob-
lem affects the project outcome and decreases students’ satisfaction with their
own performance:

[ST]5 At the end, a doubt arose as to whether we had interpreted the priorities
correctly. The project focused on telecommunication and encryption modules,
but was the customer actually more interested in database modules? Too
often we made decisions by ourselves and did not utilize the teachers’ and the
customers’ opinions and expertise.

I thus considered this communication direction a relevant problem for those in-
volved (teachers, students, and customers). Basically, this illustrates how a core
category has to emerge and how the analyst must become confident about its
relevance. Here the arrival at the core started from teachers’ experiences, while
Section 3.4.1 described how a core category was first discovered using student
data.

3.4.3 Using the constant comparative method

The following analysis actions demonstrate the use of the constant comparative
method, again from the research thread on students’ communication challenges
towards customers.

Comparison

The first explanation for the communication problem towards customers was in-
adequate awareness. Students may not recognize customer communication as a
key area in software development work, implying that there may exist a com-
munication problem in a project without noticing. This issue of awareness is
indicated by the fact that the students usually reflect on the project areas which
are “close” to their course work, including group work and technical learning.
In the students’ course experiences, such “close issues” have more volume com-
pared to the issue of communicating with the customer. Inadequate awareness

5 Throughout the dissertation, the marking [ST] in the beginning of a data example denotes
a student comment from the student written project reports. The marking [STQ] denotes
a data example from the anonymous questionnaire data collected for both a course evalu-
ation and a research purpose. See Section 3.7 for data sources.
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is also illustrated by a difference in the students’ and the teachers’ preferences.
Whereas the students focus on “close issues” other than customer communica-
tion, the teachers, who have had a chance to collect experiences from several
customer projects, have regarded this latter area as a critical success factor.

Then, by continuing to analyze incidents where student groups seemed to
demonstrate difficulties in communicating with the customer, I noticed that de-
spite a group becomes aware of the importance of communicating, it can hesitate
to communicate. Here I compared an incident with the previously coded proper-
ties of the same category, and through this comparison found that there has to be
another explanation for the communication barrier. The property that was iden-
tified was the students’ timidity in initiating communication, i.e., timidity also
seemed to explain the difficulties.

Integration

As the analysis proceeded, it was noticed that some students who had difficul-
ties in noticing the importance of customer communication, demonstrated a clear
technical orientation. These students continue working with design and imple-
mentation, not noticing that communicating with the customer is a necessity to
get feedback on the outcomes. Here, integration was very straightforward: the
individual background factor, students’ technical orientation, explained the stu-
dents’ difficulty in noticing the importance of communicating with the customer.

Delimiting theory

An incomplete theoretical framework that emerged when coding student expe-
riences in the communication GT thread is displayed in Figure 7. It originates
from the point where the coding was terminated and time was spent on sketch-
ing the relations between the concepts. The drawing is a note copied exactly
from the handwritten original in the coding booklet. The important issue here
is reduction. The figure presents an unclear view of the findings as a whole.
As the analysis proceeded, an overlap of the concepts in the figure’s framework
was noticed, and a reduction could be made. For example, it was noticed that
both timidity towards and unawareness of importance of communicating with
the customer can be explained in terms of inexperience. The outline of the con-
ceptualization being generated could later be stated more clearly and with fewer
main categories while still retaining a viable model. In this figure, the problem
of awareness is only illustrated by a student comment “we should have commu-
nicated more in the beginning”, but it was the first explanation for the teachers’
experiences coded earlier in this research thread.

Figure 8 illustrates another attempt to reduce and explicate the logic of the
findings. The contents of the drawing are very close to what was finally the out-
put of this research thread; see (Isomöttönen and Kärkkäinen, 2009). Here, the
student inexperience is a central category to which the other categories and their
properties seem to interrelate. The category of how students can make progress
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FIGURE 7 An incomplete theoretical framework based on the analysis of the student
data

FIGURE 8 A draft of the overall conceptualization

regarding the communication barrier has now been identified. The third main
category, that of how this problem (communication barrier) is individual to each
student, emerges as the figure includes notes on students’ personal orientations.
These figures illustrate just a few of the attempts to reduce and explicate the find-
ings during the research process. Here, as well in integration, one should clearly
pay attention to the second rule of comparison (see Section 3.1.2). A lot of time is
needed to make sense of the data in order to discover integration and delimit the
theory being generated.

Writing

In DGT, it is suggested that writing a grounded theory (stage 4) starts from the
main (core) category that puts forward the theory. This is followed by going
through the main themes of the theory. This type of formulation was followed
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in the communication GT thread, and also in both of the results chapters of the
dissertation. Glaser points out that when writing an outline of the theory, the an-
alyst may notice that integration falls apart. He suggests that the writing should
be started anyway, as it potentially leads to reintegration of what has fallen apart
(Glaser, 1978, p. 132). Writing from this methodological perspective (as opposed
to technical perspective) was considered very useful in this dissertation. The fol-
lowing quote captures the challenge that was encountered (Glaser, 1978, pp. 128–
129): Rather, writing must capture it. It must put into relief the conceptual work and its
integration into a theoretical explanation. So very often in qualitative research, the theory
is left implicit in the write-up, as the analyst gets caught up in the richness of the data.
Notice that Strauss and Corbin (1990, p. 129) also suggest rewriting if difficulties
in integration are encountered.

The writing in the illustrated communication GT thread, and in the whole
dissertation, was thus about reduction and explication, about making implicit
knowledge sufficiently explicit. Drawings were often used in parallel with writ-
ing, and Figure 8 was actually sketched to support writing. Writing forced to
think of sufficiently explicit conceptualizations at a high level of abstraction. The
writing of small textual fragments and outlining the unified whole was very dif-
ficult. It sometimes took hours to formulate a fragment of the outcome in a con-
sistent textual form that carried the correct idea, and these formulations had still
to be reworked several times. The work could be characterized as continuous
knowledge sophistication. This was not experienced as deduction and forcing
but reduction and explication.

It should be noted that the writing of the theory in Chapter 4 attempts to re-
main at conceptual level. Descriptive data examples are given parsimoniously to
keep the focus on concepts and their relations. This is in line with the guidelines
given by Glaser (1978, p. 133).

3.4.4 Analysis from a technical point of view

In the communication GT thread, the analysis techniques included a use of a cod-
ing booklet for codes with data extracts, writing notes in the booklet, drawing
diagrams, and writing the emergent theory. Figures 7 and 8 above demonstrate
the use of diagrams. The GT thread regarding the first results chapter of the dis-
sertation applied the same techniques plus a coding poster. Figure 9 provides a
snapshot of the poster prepared while coding and analyzing the students’ expe-
riences. Here I transferred the coding booklet contents to a single large poster to
better obtain an overview of the coding, to be able to consider theoretical codes,
and delimit the theory. In my view, the techniques to be used are up to the ana-
lyst and are not a validity concern. The validity concern is whether the analyst is
capable of conceptualization, able to remain close to the data, concentrate, think,
and be patient — be theoretically sensitive (Piantanida et al., 2004); see Section
4.4.
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FIGURE 9 A snapshot of the poster prepared to manage the analysis

3.5 Action research

Action research is a wide research arena encompassing a variety of foundations
and intentions, which complicates its definition. Many agree that action research
is inquiry that is done by or with insiders in an organization or community, but
never to or on them (Herr and Anderson, 2005). It is generally seen as a reflective
process, meaning cycles of actions to be taken. The idea of the actions is that a
change occurs and that the change can be studied.

The origins of action research can be seen in the work of Kurt Lewin, who is
credited as the person first theorizing this type of research. Lewin’s work made
action research a respectable form of research in the social sciences (Herr and
Anderson, 2005, p. 11). Lewin (1946) argued that social research needs to take
account of the situation at hand, and that such research requires both fact-finding
and experimental comparative studies on the effectiveness of various techniques
of change. Lewin outlined action research as a sequence, starting from the initial
step of identifying objectives and the means to achieve those objectives. During
this initial step the first general idea is carefully examined, which requires fact-
finding on the current situation. If the initial step is successful, an overall plan
emerges and the first step regarding the actual actions to be taken is decided.
After the initial step, the process is about taking actions and evaluating their out-
comes. The evaluation may imply new planning and changes in the overall plan.
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In short, “Rational social management, therefore, proceeds in a spiral of steps
each of which is composed of a circle of planning, action, and fact-finding about
the result of action” (Lewin, 1946, p. 38). Notice here that action research does
not dictate the number of cycles needed in the study. For example, Blum (1955)
speaks of two fundamental phases: a diagnostic phase to uncover the problem
and a therapeutic phase to test the hypotheses aimed at solving the problem. The
latter translates into consciously directed change.

Since Lewin’s early work, several directions in action research have emerged.
To name a few (Herr and Anderson, 2005), these include action research as or-
ganizational development, action science, participatory research, participatory
evaluation, educational action research, the teacher-as-researcher movement in
the UK, the practitioner research movement in North America, action research as
self-study, and autoethnography. Some of them have a critical edge with regard
to changing the status quo of an organization or a community (e.g. organizational
development), some have aimed for greater humanization (e.g. participatory re-
search), and some emphasize a reflective practice to create and share knowledge
(e.g. educational action research). The theoretical foundation of educational ac-
tion research is seen in the work of John Dewey, who saw human experience as
an integral part of learning.

Hiltunen (2010, pp. 53–54) gives examples of how the literature often demon-
strates three major lines in action research, even though different concepts are em-
ployed to describe these lines. For example, Grundy (1990, p. 353) differentiates
between technical, practical, and emancipatory action research and McCutcheon
and Jung (1990, pp. 145–147) speak of a positivist perspective, an interpretivist
perspective, and a critical science perspective. Technical action research points
to the solving of pre-defined problems with scientific procedures. Practical ac-
tion research tackles problems that arise in the study context, and is interested in
developing understanding of the practices that can solve such problems. Emanci-
patory action research refers to the aim of emancipating participants in the action
from the dictates of compulsions of tradition. The most important view of action
research with respect to the present work is the one where theory development
is advocated. Such literature is referred to when describing the theory-oriented
approach of the present action research in Section 3.6.

There are many critical viewpoints that need to be considered in doing ac-
tion research. One of these is the role of the researcher. The term action research
leaves the position of the researcher open, i.e., whether the researcher is an insider
or outsider (Herr and Anderson, 2005, p. 3). Moreover, while action research aims
at change, it is not evident what change constitutes an improvement (Herr and
Anderson, 2005, p. 4). Perhaps the most interesting issue for me among such
critical considerations is that the sequential form of action research is open to a
literal interpretation which can lead to practice that is correct rather than good
(Smith, 1996; 2001, 2007). Debate on action research has pointed out that this
“iconic simplicity” has meant separating action research from its fundamental
values (McTaggart and Garbutcheon-Singh, 1988, p. 410). At this point, I would
refer to debate on the merits of two GT approaches, the one of which promotes
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FIGURE 10 Nature of action research in this dissertation

theoretical sensitivity while the other offers a more proceduralized guidance on
the method, and I would also point out that GT is often adopted solely as a data
analysis technique. In the light of these viewpoints, action research followed as
a proceduralized sequence of steps, yet aiming at theorizing, may share the cri-
tique on the adoption of GT as a series of discrete research steps in a pre-designed
study, and thereby hindering theoretical sensitivity.

Action research has been applied in software engineering education research.
For example, Dubinsky and Hazzan (2005) developed a framework for teaching
software development methods.

3.6 Action research in this dissertation; theorizing in the action-
taking context

The present action research is an example of educational action research, and
can be characterized according to Johnson (1993), who states that through action
research teachers become more reflective and attend more carefully their whole
teaching process. With respect to the three-fold action research categorization
given above (technical, practical, and emancipatory), the present action research
has an emancipatory motivation, as discussed in the Introduction, and aims to de-
velop understanding of local (emergent) challenges, as is the case with practical
action research. Here, the development of understanding had a clear theorizing
aim (cf. description), for which the approach taken could be characterized as
“theorizing in the action-taking context”.

3.6.1 Rationale for the emphasis on theorizing

It is important to give a rationale for the emphasis on theory development. As
stated, this work views project education holistically, as it is not assumed, that a
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fundamental theoretical view of how to manage a realistic course can be found by
focusing solely on a specific question about project work, e.g., “how can a project
be started efficiently?”. The position here is that if one is concerned with real-life
events, such as student projects, where customer types vary, software domains
vary, etc., i.e., there is a lot of natural variation, one needs to develop (middle-
ground) theory that can cover such variance. It is this theory that can guide in
managing teaching. From this position, instances need to be compared so that
the resulting theory is an abstraction covering several issues and the variation
involved.

Altogether ten projects were supervised during the action research under-
taking. With this theorizing approach, the temporal order of project groups —
and the associated teaching experiences — is less important than developing
knowledge from similarities and differences. Theorizing becomes, as opposed to
a description of events, free from time, place, and people (Glaser, 2002). Figure 10
illustrates this theorizing-oriented action research process in which the amount
of theorizing grew towards the end of the process, as the project instances (PI:s
in Figure 10) could increasingly be compared with each other: the greater the
emphasis on theory development, the less important the temporal order. Theory
development is about making abstractions and integrating at a high level of ab-
straction. The emphasis is on the vertical direction of increasing abstraction over
the horizontal direction of improving a certain action.

In order to demonstrate that it has been acknowledged that social problems
are holistic in nature, I again refer to Lewin’s (1946) work. He used intergroup
relations as his example case and stated: An attempt to improve intergroup relations
has to face a wide variety of tasks. ....We are beginning to see that it is hopeless to attack
any one of these aspects of intergroup relations without considering the others. He also
stated that there is a need for comparative research within the action scene: The
research needed for social practice can best be characterized as research for social man-
agement or social engineering. It is a type of action research, a comparative research on
the conditions and effects of various forms of social action, and research leading to social
action. Lewin seems to refer to comparison between instances where conditions
are also “inside” the comparison, and thus not only the effects, by assuming that
the context is stable.

Because of this theorizing orientation, the results of the present action re-
search are not given in the form of a cyclical action research sequence. They are
given under a single conceptual framework that provides the core for the whole
results chapter, and hence, in terms of grounded theory, resembles a core cate-
gory. This means that the timeline of the present action research is rarely fore-
grounded in the results.

3.6.2 Theory development in the action research literature; the rationale con-
tinues

Theory development in action research is gaining more and more attention. Gen-
erally speaking, the statement by Dick et al. (2009, Prologue) well characterizes
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the position taken by this dissertation: if informed action is the goal, how is the action
to be informed if not by theory?. There seems to be a quite direct association between
this statement and the grounded theorian one by Glaser 1978: Men in the know eas-
ily become locked-in or status quo-oriented, as their knowledge becomes stable, consistent
and consolidate their position. With theory (my emphasis) their perceptions are
more amenable to change since they can begin to see the processes making for change
and can modify their ideas to handle the new knowledge. They begin to transcend what
was seen as inviolate, by seeing precious happenings as merely elements of patterns in
process. They can work with familiar occasions purposefully (my
emphasis).

There are many action research references where theory development is ad-
vocated. Genat (2009) points out that many action researchers see the action com-
ponent itself as an end result, and calls for the generation of situated emergent
knowledge (local theory) in the context of participatory action research. Here
a specific participant group develops local knowledge about their situation to-
gether with a researcher, which will eventually help in communicating the po-
sition of the participant group for the other stakeholders in the local scheme of
things. The key challenge stated by Genat is arriving at a key theme that reveals
critical elements in the experiences of the participant group. I observe that this
challenge resembles the emergence of a core category in classical grounded the-
ory. The epistemological status of the findings in the Genat approach exists as a
truth of the participant focus group regarding a particular phenomena at a partic-
ular moment in time. Genat emphasizes verisimilitude in the findings, but does
not directly speak of real mechanisms, which are emphasized in this dissertation;
see Introduction.

Huxham (2003) clearly states that action research can contribute to under-
standing about phenomena (cf. the focus on action as an end result), as it can
lead to conceptualizations about what can happen in practice and the reasons for
this. In line with classical grounded theory, emergence is the guiding principle,
meaning that predefined conceptualizations should not be used to guide the data
collection, although it is also acknowledged that predefined theory can act as an
opener and direct attention to aspects that could otherwise be missed. Huxham
refers to the time-consuming aspect of theory development by pointing out that
theoretical insights gradually become enriched and refined. Naturally occurring
data are valued over interviews, and the term theory is associated with descrip-
tive theory that can capture the experienced world.

Poonamallee (2009) presents an interesting action research framework where
a great deal of attention is given to the self-reflexivity of the researcher. She ex-
plicitly refers to the development of grounded theories. The grounded theory
method of constant comparison is adopted, and used, in particular, for clarifying
the position of the researcher. That is, the world view of the researcher towards
the phenomena under study is compared with the world views of the people
the study principally concerns. This is said to lead to objective epistemology,
which thus means exploring subjective experience objectively. Interestingly, I re-
flect similarly on the mindset of the researcher when, merely, engaging in the



78

comparison procedure introduced in classical grounded theory; see Section 4.4; I
refer to this mindset as an “objective mindset”. In Poonamallee’s framework the
action research outcome consists of theoretical categories and the researcher’s
stance towards the categories is carefully explicated.

The closest position in the literature to the present action research is stated
by Friedman and Rogers (2009), in that their view of theory development is an-
chored in critical realism. This means that research arrives at and brings to the
foreground the real mechanisms (unconscious patterns, generative structures)
present in the action scene. Friedman and Rogers do not refer to the grounded
theory comparison procedure, but instead quite literally aim at revealing the un-
conscious generative structures embedded in the participants’ views. They inter-
vene in the research context and theorize in the background, and then test and
refine their theoretical hypotheses together with the research participants. To be
able to reveal unconscious patterns they need be alert to multiple and conflict-
ing meanings in the participants’ views. The authors refer to the research result
as an “actionable theory”. The benefit of this theory-of-action approach is rather
similar to the one stated by Glaser above. Thus with theory, practice can be ap-
proached more purposefully.

Debate on theory development in action research revolves around the is-
sues that are also found in the grounded theory literature: emergence vs. pre-
conceptions, arrival at a core category, epistemological positions, and the view of
ontology. Rather than emphasizing the cyclical sequence of change these theory-
oriented references speak of interventions in a close connection to how emergent
theory can be developed in a particular research setting. The references above
give a rationale for the action research approach of this dissertation, as they also
put the accent on developing emergent theory in the context of action taking.

It can nevertheless be observed that while theory development is advocated,
it is done with a moderate tone. Friedman and Rogers (2009) point out that skep-
ticism about theorizing in action research is rooted in the action research com-
munity’s critique of positivism and its attempt to develop general laws of human
behavior. In this connection, I might think aloud that the position and the value of
middle-ground theory is not widely recognized. Such theory becomes free from
time, place, and people, while, at the same time, does not associate with fixed
laws.

3.6.3 Researcher’s role

The teacher acted as a researcher, implying a clear insider role. I find this a ben-
eficial position because an insider knows the context and from that perspective
the interpretations are more likely to be viable. On the other hand, as I referred
to above, my experience is that comparative theorizing gives the researcher an
objective mindset, which in turn gives the researcher an outsider role. Thus
I could speak about an insider-outsider role, in line with Poonamallee (2009),
who proposes the objective analysis of subjective experience. In this connection, I
should also point out that my course development work was challenged by other
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teachers in frequent discussions. My views were agreed with, complemented,
or disagreed with. These discussions were thus critical and forced the acknowl-
edgement of personal bias. Student views were also incorporated into the action
research theorizing owing to the parallel grounded theory research, as stated at
the beginning of this chapter.

In the set of ten projects supervised during the present action research, the
interaction between teacher and students was purely educational. The students
did not consciously take part in any of the action research. The actions to be taken
were decided in the background, or they took place as a natural progression in the
course of the projects. They were analyzed and discussed in the background and
the conclusions were fed back into practice. Huxham and Vangen (2003) point
out that when action research focuses on developing conceptual tools instead of
addressing the situation within a certain participant group (e.g. an individual, an
organization), it is not necessary that participants are aware of the research aspect
of the intervention. This applies to this dissertation work where the research
aimed at developing theory for managing the course instead of analyzing the
positions of certain student groups.

Theorizing in the background of teaching means that “observation” is as-
sociated with retrospective reflection on teaching situations from the perspective
of how to manage the course. I could characterize this position by putting my
self in the place of someone asked to explain how a realistic project course is
managed. In this sense Chapter 5 is teacher reflection that through the grounded
theory comparison procedure takes the form of theory. This emphasis on reflec-
tion is supported by Eden and Huxham (1996), who point out that developing
theory implies that valuable research insights emerge and cannot be foreseen. It
is thus not clear what observations or situations will be indicative with respect
to the emergent theory. Accordingly, in this dissertation process certain experi-
ences (or situations) in naturally occurring activity turned out to be indicative in
a retrospective manner, when reflective theorizing was engaged in.

3.6.4 The larger-scale phases of the present action research

While the above discussion refers to action research, which, like a grounded the-
ory process, has an implicit nature, three larger-scale phases can nevertheless be
identified in the present action research. These are initiation, a period of major
changes, and refinement. Initiation refers here to the identification of the starting
situation, the main problem, the objective, and a strategy. Period of major changes
literally refers to the time during which major operational changes were under-
taken, and refinement is a phase particularly oriented to theorizing, leading finally
to the formulation of Chapter 5. The three phases are further explained below.
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Initiation: 2005 autumn – 2006 spring

Background

I pair-supervised two projects with two experienced supervisors in spring 2005. I
was hence able to consider teaching on the course from two perspectives. While I
was the supervisor-in-charge in these projects, the colleagues I worked with took
part in all parts of the projects, shared a great deal of their time familiarizing me
with the work, and in particular discussed the various issues encountered during
the projects. Based on this first experience as a teacher on the course, I wrote
down my first conclusive experiences (success factors). The important thing was
that I acquired a wealth of word-of-mouth knowledge of supervision work and
became closely acquainted with the research context.

Starting situation

I was given the responsibility to further develop TIES405 from autumn 2005 on-
wards. TIES405 was already a very mature project course from many stand
points. The maturity can be illustrated by comparing the course against the
taxonomy-like paper by Clear et al. (2001) on addressable issues in devising a
project course in computing. Several (if not all) the areas of concern identified by
Clear et al. are addressed. For example, students are asked in advance whether
they have sufficient resources for the high workload course. Concerns regard-
ing potential conflicts with customers are addressed in a project contract tem-
plate which defines responsibilities and entitlements of the stakeholders, includ-
ing how to act if serious problems occur. Negotiations between the stakeholders
are started, additionally with a smaller management group in which all the stake-
holders are represented, and in the end, a solution is sought in court — the last
has never been encountered. With respect to maintenance and liability issues,
which are regarded as major challenges in real-world student software projects
(Sun and Decker, 2004), the contract model defines where the responsibilities of
the students and the department end. Project topic selection, student selection,
and allocation of students to groups are conducted following well-defined proce-
dures, and so forth (see Chapter 2).

Main problem

Despite the maturity of the course, some challenge had remained in practice and
was identified as local motivation in this research: the main problem was diffi-
culty in getting the real customer projects completed on time. This was an issue
that had to be resolved: customers pay a fixed project price to the department
and a project delay creates an annoying situation that risks student rights.

This “tension” in completing projects on time is similar to that described by
James (2005):

A successful application will require modifications and continued “customer
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support” as the sponsor becomes familiar with its operation.

James suggests the following solution to the problem:

The faculty makes and satisfies the promises to the customer - no matter how
open-ended and non-guaranteed.

This kind of solution, which has occasionally been followed in TIES405, was
considered problematic for at least the following reasons:

• The educational organization mediates a view of working life in which a
service provider needs to bend under any demands made by the customer.
The work-without-limits view is especially risky at a time of, internationally
noticed, student decline in computer science, see e.g. http://www.cra.
org/CRN/articles/may05/vegso.

• The educational organization regards an external project customer here as
its primary customer instead of the student who should preferably enter
and exit his or her seat of learning with pride.

• Continuing work on a project after an initially scheduled period imposes
unpredictability on the curriculum. Even if a project is continued on another
course so that students’ work can be compensated with credits, as is the case
in James’ paper, students’ study design might nevertheless be dictated by
continuing demands from the customer.

On top of this “snowball” character of customer projects, the tension in project
completion at JYU/MIT was also caused by the large set of process deliverables
and academic expectations of these deliverables, as indicated by student data and
the present action research efforts (see Sections 2.6 and 5.3.1).

Objective

The dissertation presents a different solution from that given by James. The focus
is on operational issues in the running of the course, instead of how to resolve the
problem by changes in the prior or the post curriculum or changing the course
constraints (the one-semester timescale and collaboration with real customers).
The action research of the dissertation aimed to improve the course implemen-
tation so that the course becomes feasible with respect to the stated problem.
More precisely, the objective of the action research was to find an operational
approach that enables the production of software for project customers in the
fixed one-semester timescale without neglecting student learning.

Strategy

The action research strategy was to strictly adhere to the one-semester timescale
and support students’ work as much as was needed to monitor what was actu-
ally going on in their project work. I started to consider teaching as coaching.
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From the software process perspective a move from a waterfall process to short
iterations started, first adopting an incremental development method with two
or three increments during the semester — this initiative was partly based on a
departmental suggestion to modernize the course. Appropriate roles and con-
crete guidelines for teachers and students were identified and suggestions on an
applicable process approach made. These findings, achieved through teaching
experiences and reflective discussions with colleagues, were documented into a
course development plan (Isomöttönen, 2006) during the initiation phase. This
was the overall plan that was further elaborated when the first actions were still
being taken. In this sense the course development work did not consist of discrete
steps but was continuous knowledge sophistication from the very beginning of
the research.

Period of major changes: autumn 2006 – spring 2008

Major changes commenced in autumn 2006. For example, from the software pro-
cess perspective, I gave up the sequence of a few increments, and started to use
short iterations in the projects. The major step here was the first of such projects,
the pilot project where the supervisor of this dissertation provided a project topic
and acted as a customer. This arrangement allowed relevant retrospective re-
search discussions6. I also reduced the amount of traditional project documen-
tation, encouraged the students to use electronic management systems, simple
excel files and the Trac system, and coached the students actively, almost on a
daily basis.

Towards the end of the phase, the actions taken in the pilot project could be
repeated and more detailed knowledge was generated. For example, I started to
notice the key benefits and challenges in coaching, and not simply that coaching is
the appropriate instruction method in the course. This is when the action research
appeared to lead to a GT-like investigation: conceptualizing experiential data by
comparison between cases.

Ideas derived from this phase were published in (Isomöttönen et al., 2007)
and (Isomöttönen and Kärkkäinen, 2008). These were still interim results.

Refinement: autumn 2008 –

During this phase, I reacted to student feedback by making small changes to
teaching, and considering the effects of these changes. In some cases, the research
moved backwards somewhat in order to clarify the ideas found earlier. Overall,
the refinement phase was more one of critical evaluation on the actions and the
associated project cases (a thought process) than taking further actions. While all
of the phases allowed for theorizing, this was particularly the focus of the refine-
ment phase: the findings still in a more or less implicit form had to be translated

6 The project topic was not pre-packaged for the research purpose, but explored how to auto-
mate the construction of a conceptual model from use case specifications, and later resulted
in a publication (Kärkkäinen et al., 2008).
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into explicit knowledge. The output of the refinement phase is this dissertation
(Chapter 5).

This phase (time period) was dominated by the use of grounded theory, a
parallel research undertaking, which provided further insights into the concep-
tualizations generated by the action research. As outlined at the beginning of this
chapter, some of the grounded theory results are presented and referred to within
the action research results because they, as subject matters, fit into the conducted
action research. One of the most important thing here is that the grounded the-
ory research added an explicit student perspective to the action research through
a systematic analysis of student course experiences over a long period of time.
This resembles data and method triangulation (Denzin, 1978) widely acknowl-
edged in action research, e.g. (Elliot, 1976). The student data was in accordance
with the theorizing in the action taking context: the data indicated, both directly
and indirectly, the same areas of concern that had been identified in the course
development work. For example, the students had noticed some process over-
head in their work, the applicability and inapplicability of certain practices (e.g.
prototyping vs. detailed design), and a need for an efficient project set-up phase.
The summary of the research methods in Section 3.8 will illustrate the relation-
ship between the grounded theory themes discovered and the action research
conducted.

3.6.5 Technical perspective

Technically, the action research process was about iterative writing, leading, first,
to the course development document (Isomöttönen, 2006) during the initiation
phase. During the major changes, reduction was made and the results were pre-
sented at a higher level of abstraction (Isomöttönen et al., 2007). Some of the
viewpoints are also found in (Isomöttönen and Kärkkäinen, 2008). These interim
results were finally elaborated for this dissertation during the theorizing-oriented
refinement phase. A relevant comparison can be made here to what was pre-
sented in the GT section, particularly regarding the delimiting and writing of a
theory. Thus, towards the end of action research process, the emphasis turned
more and more towards reduction and explication, using writing and diagram-
ming as a methodical means.

3.7 Data and data usage

The data applied in the research consist of several sources. These are:

1. teacher experiences

2. course development plan

3. questionnaire data on student experiences aimed at exploring teaching qual-
ity
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4. course evaluation statements

5. students’ documented course experiences

As outlined at the beginning of this chapter, three grounded theory processes and
a larger-scale action research process were undertaken in the present research,
and the two kinds of research methods involved (GT and action research) were
employed in parallel. To make a rough division, it can be stated that the prin-
cipal data source of the three grounded theory processes was the students’ doc-
umented experiences (item 5) whereas the action research result is principally
based on teaching experiences about the ten projects that were supervised during
the research (item 1). Use of the data sources is described in more detail below.

1. Teacher experiences have accumulated into a shared experience during the
history of the course. Of the three grounded theory processes (see Figure
6), principally the one on the students’ communication challenges utilized
teacher experiences. In this connection, the experiences (observations) orig-
inate from reflective discussions among the teachers or they are directly
connected to a specific case (project). I tracked the origins of the teaching
experiences that were used. I cumulatively added the tracking information
into a text-file with information including the human source (a discussion
with a particular colleague) or the project name, and additionally as much
time-related information as possible (e.g. discussion with a colleague in the
middle of the first pair-supervised project). This helped in managing the re-
search. Within the action research process, teacher experiences principally
relate to the ten projects that were supervised under the action research un-
dertaking and they were incorporated into the iterative writing process (see
Section 3.6.5).

2. The course development plan is a direct output of the initiation phase of the
action research process (see Section 3.6). It is not attached to this disser-
tation as such because it was not written for a public purpose. It was not
direct reference material for the students, but consisted of diagnosis and
an improvement proposal for the department. It is based on teacher ob-
servations, and was reviewed by the departmental committee twice during
the writing. It served as a data source for both the conceptualization effort
within the action research (the conceptualizations are basically reduced and
elaborated from the plan) and GT coding concerning the students’ commu-
nication challenges.

3. Questionnaire data concerning the students’ feedback on teaching quality and the
students’ course experiences was collected together with a student organiza-
tion and project teachers. The student organization was in contact to the re-
spondents, and the purpose was primarily to investigate teaching quality in
the department and potentially use the results in the present research. The
questionnaire was targeted to students who had participated in the project
course earlier and only a minority of the respondents had just finished their
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project. Questions were answered anonymously. The analysis of this data
and associated student quotes can be found in (Isomöttönen and Kärkkäi-
nen, 2008). In this dissertation, this data set principally served as a source
that suggested a core attribute regarding the first results chapter of the dis-
sertation, as was explained in Section 3.4.1. Some quotes from this data set
are also given in Chapter 5 when referring to anonymous course feedback.

4. The course evaluation statements written by project teachers for completed projects
were used in the “communication barrier” GT thread when evaluating the
potential researcher’s position in the teacher-as-researcher setting and the
relevance of the core category that was being arrived at; see (Isomöttönen
and Kärkkäinen, 2009). These are also referred to when considering com-
munication as an operational key practice within the action research results
in Chapter 5. The evaluation statements are publicly archived (in printed
form) in the project premises of the department.

5. Students’ documented course experiences can also be found in the publicly ar-
chived project reports. Student project reports were sampled from the years
2000–2007. The reports contain the experiences of 121 students. The length
of each experience unit (a section in a report) ranges approximately from a
third of a page (A4) to two and half pages of text. The projects were selected
with the aim of providing a rich view on the projects. They involved both
in-house and external customers as well as the participation of seven dif-
ferent teachers. This was the main data portion of the project reports, but
the sampling was not restricted to these alone. For example, I occasionally
studied the student experiences in the projects, where I assumed to identify
problems (by project grade), to see what issues had been paid attention to
and whether the students’ overall tone had become positive or negative (cf.
theoretical sampling).

The project reports are public documents. They are inspected by the project
stakeholders and publicly available for subsequent project course attendees
as reference material. In all cases the documents are checked by the cus-
tomer to ensure that they contain no confidential information. The project
contract used in the projects with external customers includes an agreement
to use project outcomes for research purposes. In the case of public sector
projects without a contract, the university’s research policy did not iden-
tify any constraints on their use in research: all the students have taken the
course with similar expectations of the later archiving of the results. Al-
together, this data set was made anonymous for any reporting during the
research.

As highlighted in Chapter 2, the course context often varies across project
groups. For example, the size of the project organization varies due to the
varying number of customer representatives and end users involved, and
software domains and problem domains vary because the customers repre-
sent a wide variety of areas of life. This temporary nature of a single project
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is further emphasized by the fact that the students undertaking the course
do not share previous projects. Usually the student do not know the people
involved in the project beforehand. The data thus represent many meaning-
ful comparison groups (variation) in a single substantive area (a variety of
student project instances in software engineering education).

The analyses conducted in the context of the three grounded theory pro-
cesses focused on the students’ experiences found in the project reports. In
particular, the grounded theory presented in Chapter 4 got started from the
questionnaire data but was developed by focusing only on this data source.
Quotes from this data source are also included in the action research chap-
ter. This is because parts of the grounded theory coding were integrated
into the action research results and because it was noticed that the students’
experiences indicated issues similar to those observed under the action re-
search undertaking.

It should be noted that the nature of theorizing (grounded theory) is not about
working with a predefined data set but instead the analyst is, in a way, sur-
rounded by data. This was also the case here. While the theory presented in
Chapter 4 was primarily generated from the data written by the students, the
teacher-as-researcher setting means that a plethora of experiential data (e.g. infor-
mal discussions with colleagues and students) are incorporated into the thought
process of the analyst. Similarly, while the theory in Chapter 5 was mainly gen-
erated on the basis of the experiences gained from the projects supervised under
the action research undertaking, it is inevitably affected by the other data sources.

3.8 Summary of the research process

Figure 11 depicts how the method and data usage were located in the research
timeline. The action research phases are marked in the uppermost part, GT pro-
cesses in the middle part, and the data sources in the lowermost part. The re-
search started in the form of action research. The basis for the research was the
word-of-mouth knowledge that was shared in the form of pair-supervision in
the spring semester of 2005. This led to the planning of a course development
strategy and formulation of the course development plan in autumn 2005 and
the first half of 2006. Course development actions took place and reduction to
the resultant conceptualization was made at the end of 2006. As a result, a con-
ceptual framework was outlined in (Isomöttönen et al., 2007). As can be seen in
the figure, the research emphasis then shifted to GT (in 2007). The first theme
of GT-based research, “enduring value of realism”, was started by the question-
naire designed to investigate the quality of the course (see Sections 3.4.1 and 3.7).
After this, other GT themes were also arrived at and then elaborated, the focus
alternating between three major GT themes discovered in the data. The themes
were:



87

• the “enduring value of realism”, which was finally elaborated into the first
results chapter of the dissertation.

• the “communication barrier”, which I used as a reference for my use of GT
earlier in this chapter. In Figure 11, it is directed towards the present action
research, as it addresses one important area of the action research results.
I thus refer to it in the action research part of the dissertation (cf. method
triangulation).

• the “one-track principle in teaching in a realistic environment”, which is
presented in the action research part of the dissertation, because it further
refines and is consistent with the overall conceptual framework given in
that part of the dissertation (cf. method triangulation). In Figure 11, it is di-
rected to the conceptual framework obtained by the action research process.
I did not bring this to completion in terms of grounded theory.

The main outcomes of the research were finally achieved during autumn 2008
and spring 2009. The final research period, starting from spring 2009, was about
the explication, reduction, re-analysis and writing of the conceptualizations given
in Chapters 4 and 5. At this point, the literature was also further studied and
compared to the results achieved.
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FIGURE 11 Research timeline



4 ON THE IMPACT OF THE ONE-SEMESTER REAL
CUSTOMER PROJECT COURSE

The dissertation has so far outlined its motivation and approach (Introduction),
research context (Chapter 2), and methods (Chapter 3). I now turn to the results.
This chapter is the first of the two results chapters of the dissertation and will
present a grounded theory. Here, a research theme having a holistic nature was
arrived at through a grounded theory process. The grounded theory that will
be presented is therefore a high level characterization of the one-semester real
customer project course. It dissects the impact that the course has on students
and was derived from the student data, as described in Section 3.4.1.

The grounded theory is first outlined around its core category (“enduring
value of realism”) in Section 4.1. This explains how realism has enduring value in
the students’ experiences, outweighing the problems the students encounter dur-
ing the course. This (hopefully) provides an analytic viewpoint (see Section 3.1.4),
as it characterizes the impact of the course instead of putting the entity “impact” it-
self into a dominant position. After the outline, the elements of the grounded
theory are explained in subsections.

The present theory is reflected on in relation to the literature in Section 4.2
and then summarized in Section 4.3. The chapter concludes with methodological
reflections in Section 4.4. This foregrounds the methodological considerations of
the researcher and will serve as a discussion on validity and reliability.

4.1 Enduring value of realism

The grounded theory, titled “enduring value of realism”, is outlined as follows:

The value of realism endures in the experiences of the course de-
scribed by inexperienced1 students, despite the number of prob-
lems encountered in the one-semester real customer project course.

1 The course has been the first curricular exposure to realistic projects for the students.
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Realism creates an enjoyable experience, which is of a “run-time”
positive nature, and a feeling of a necessary experience, which has
a “future orientation”; these, the enjoyable and the necessary expe-
rience, outweigh the problems encountered. As a consequence, the
students’ overall course experiences2 manifest positiveness.

The main concepts and the conceptual logic of the present theory are illustrated
in Figure 12. The reader is advised to refer to this figure when reading the subse-
quent sections that explain the elements of the theory.

FIGURE 12 The grounded theory illustrated

4.1.1 Realism

To start with, the term “realism” needs to be defined in this context. Here, it
is associated with 1) the practicality of the course and 2) the characteristics of a
realistic software project: experience of group work with a real objective, deal-
ing with real customer expectations in relation to a large and real project topic,
intensive work with deadlines (cf. one-semester timeframe), and taking respon-
sibility, as is necessitated in working life. While a realistic software project (the
second item) is practical in itself, practicality (the first item) is also an issue for
the students from another perspective. It has to do with how students experience
different ways of teaching in the curriculum and hence has to be highlighted in
its own right. A reduction is here made so that this viewpoint is also set under
the term realism because the practical leaning context can be seen close to the real
phenomenon here, i.e., real software development work.

2 Notice the difference between “an experience” and “an overall course experience”. The
latter means a student’s summing up of the course as a whole.
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FIGURE 13 Types of student experiences

4.1.2 Course context in terms of trade-offs

With respect to Figure 12, the focus is now on the box titled “course context in
terms of trade-offs”. This section illustrates the sensitivity of the realistic course
context and will help in understanding the main flow of the present theory, i.e.,
the mechanism through which realism has enduring value and produces a pos-
itive overall course experience. The section will first present different types of
students’ course experiences. After this it is illustrated how one and the same
course arrangement can lead to different types of experiences, thus can be seen
in terms of a “trade-off”, and how the students’ positive experiences are “condi-
tioned by support” in the context of such trade-offs.

Experience categorization

In outlining the present theory above, the students’ positive experiences were re-
duced to an enjoyable and necessary experience. To help in communicating the
rest of the present theory, it is necessary to present a reduction of the students’
experiences which also includes the students’ negative experiences of the course.
Altogether, the course experiences map into an enjoyable, necessary, discourag-
ing, and frustrating experience. These are illustrated in Figure 13.

At the positive end, two modes can be differentiated. “Enjoyable” refers to
experiences that characterize the course as an enjoyable way of learning, as a run-
time positive course experience. This enjoyable experience is triggered by group
work with a “together-we-survive” spirit, attraction of realism, challenge, feel-
ing of completeness, and practicality. Under real expectations enjoyable collab-
oration within a student group means having a “together-we-survive” spirit. The
attraction of realism means that students are attracted by real problems and the as-
sociated technologies, responsibility for one’s own performance and towards real
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customers, and intensity. Challenge is perceived as motivation and this challenge-
as-motivation association creates enjoyment. The feeling of completeness means
here that students enjoy the project work as they get their deliverables and the
project completed, and practicality means that the students enjoy the practical
way of learning.

The other category (mode) at the positive end, “necessary experience”, refers
to the strong future orientation in the experiences, i.e., that the students experi-
ence growth and benefits for their subsequent careers. The feeling of a necessary
experience arises because the project course reinforces students’ occupational
thought process, improves their self-conception, particularly self-confidence, and
is experienced as very educative. The reinforcement of occupational thought process
is indicated by the students’ critical reflection on the performance and progress
of the projects (a specific mode in the student data). The students’ self-conception
is improved as they get to know the different roles and tasks of real software
development work and notice their weaknesses and strengths. A very impor-
tant factor for the students seems to be the experience of survival in an authentic
context and the associated improvement in their self-confidence3. Educativeness
arises from the chance to internalize concepts in the practical course. This is ex-
perienced as an effective way of learning. The realistic context has a key role here
as the students’ conception of effective learning includes correspondence to a real
software project.

At the negative end, “discouraging experience” is due to too much chal-
lenge and complexity, uncertainty in general, and difficulty in meeting one’s per-
sonal learning objectives. The too much challenge and complexity means that stu-
dents run into despair when the goals of the work are unrealistic. Uncertainty
is associated with the aspect that a stationary target is not possible in a realistic
project and students must work not knowing if they are able to fulfill all the initial
goals of the project. Difficulty in meeting personal learning objectives arises from real
expectations in a fixed time period: students tend to use their personal strengths
to survive with the result that personal learning objectives are not taken into con-
sideration when dividing up the work. Notice that discouraging experience is in
a way a counterpoint to necessary experience (discouraging versus necessary, see
Figure 13).

“Frustrating experience” arises in cases where the two audiences of the stu-
dents’ course work (academic vs. customer) create a contradiction, when the
course is reflected on in relation to the other simultaneous and previous courses,
and when unequal commitment occurs in group work. Two audiences means that
while the academic side expects certain process deliverables from students, it
may be the case that the most relevant tasks in respect of the project’s goals (c.f.
the customer’s expectations), at a particular stage of the project, differ from these.
The consequence is that students experience irrelevance in what they are ex-
pected to do. Frustration from reflection on other studies means two things here.
Firstly, the students notice that the project course disturbs their simultaneous

3 Thus, getting things completed in an authentic context means not only enjoyment but a
future-oriented experience of survival.
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studies, and secondly, they experience their credit compensation as insufficient,
as they notice that they need to work more for a credit on the project course com-
pared to previous courses. Unequal commitment is perceived as frustrating but the
impression from the data is that students do not often directly bring it up. It has
to be noted here that all the team members get the same number of credits, and
this matches the lowest individual total work hours in the team. Thus, working
more than others does not mean more credits. Notice, further, that ‘frustrating”
has a nuance of run-time experience as the counterpoint of enjoyable experience
(frustration versus enjoyment, see Figure 13).

Negative experiences can be explained in terms of “unfairness” (see Figure
13). When a student strongly experiences some aspect of the course negatively
his/her feelings are associated with the idea of unfairness, which also means that
the positive overall experience is not that obvious. For example, when the course
is perceived to considerably disturb other studies (and life), the overall course
experience is dominated by the phrases such as the following:

[ST] Occasionally there was no life outside the project.

This negatives-as-unfairness viewpoint is pointed out here as it presents the neg-
ative case of the present theory. It also provides an important focus for teaching
in this kind of course context: monitoring fairness/unfairness.

Trade-offs

After reviewing the different types of student course experiences, it can now be
discussed how a single course arrangement plays a role in the students’ experi-
ences at both the positive and negative end of the experience scale, constituting
trade-offs. The examples that are given concern the responsibility the students
are given (and required to take), group work under real expectations, high work-
load, collaboration with real customers, and use of new technologies (program-
ming languages, application platforms, APIs). These are given in full awareness
of their differing nature: e.g., the responsibility is a more abstract concept than
the use of new technologies.

Responsibility. TIES405 is not structured as fixed lab sessions but is about a
real situation in which students must take responsibility. This makes course work
attractive (cf. attraction of realism leading to an enjoyable experience) and leaves
space for students to think about their own performance (cf. reinforcement of oc-
cupational thought process leading to the feeling of a necessary experience). On
the other hand, when students are given too much responsibility in an unrealistic
situation regarding the project’s goals, responsibility can create a discouraging
experience. See Figure 14.

Group work. While group work is frequently mentioned as a source of enjoy-
ment, it is a trade-off. It was stated earlier that enjoyable group work under real
expectations can be characterized as a “together-we-survive” spirit. However,
there are at least two ways in which group work can turn into a problem. On the
one hand, it was noted earlier that frustration is caused by unequal commitment.
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FIGURE 14 A low level attribute can create both a positive and a negative experience

Students notice that they really should make progress under real expectations,
but, in the end, cannot take responsibility for their team-mates’ commitment:

[ST] In this course we should practice correct ways of action, but still, in the
end, each student can only take responsibility for his/her own actions. This
complicates project management and progress. Perhaps the biggest failure
was in group work and commitment. We discussed the issue within the group
in the autumn. It nevertheless surprised me that all the group members did
not have equal commitment to the project.4

On the other hand, it was noted that under real expectations students cannot
always meet their personal learning objectives, which can lead to a discouraging
experience5:

[ST] My programming skills did not improve to the degree I wanted and
expected before the project. This was perhaps the biggest disappointment in
the project...I documented more and I surely learned a lot about it.

High workload. Students explicitly and frequently bring up the high project work-
load in the sense of a trade-off. It is accepted as a feature of realistic project work
and the associated intensity of the project course is experienced as attractive, con-
tributing to an enjoyable experience. Also, the work load is understood as a part
of the educativeness of the course, and then it is associated with the feeling of a
necessary experience:

[ST] The course required much more work than lecture courses but was also
much more educative.

On the other hand, the workload is sometimes experienced as too much of a
challenge, causing discouragement. It is felt both heavier than that of previous
courses and seen to disturb other simultaneous studies, causing frustration.

4 Here, the students’ course feedback is focused on unequal commitment, which in a way
steals the focus from other kinds of reflection. This is consistent with Tomayko’s (Tomayko,
1996) argument discussed in the introduction of this dissertation. He argued that one im-
properly attending student can spoil the project if small groups are used. I would add
that, while a project is likely to achieve some result in even such a situation, the learning
(reflection) of other team members might be “disturbed”.

5 Notice that this problem is alleviated as the students working in small groups can at least
observe all the project tasks from a close distance if not directly attend to some degree, and
they have anyway meaningful tasks assigned to them.
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Collaboration with real customers. Real customers with real project topics
means open-ended and non-guaranteed work for the students. These contribute
to a motivating challenge (cf. enjoyable experience) and experience of survival in
a sufficiently realistic context (cf. relevant challenge and necessary experience).
On the other hand, it is not axiomatic that the students’ feeling of completeness
and the associated enjoyment and feeling of survival will arise when all of the ini-
tial requirements cannot be met. Customer representatives may not know what
they want and participate less than expected by the students. Students experience
uncertainty and are stressed (cf. discouraging experience).

New technologies. Collaboration with real customers often necessitate the
learning of new technologies (other than those used in the previous course as-
signments). Using and learning new technologies is attractive (cf. attraction of
realism giving rise to an enjoyable experience) and contributes to self-confidence
as the students notice that they can make progress using new technologies (cf.
improved self-concept giving rise to a necessary experience). But all this easily
turns the other way around. The students do not find that they have sufficient
resources to learn a set of new technologies. New technologies impose too much
challenge and complexity and attraction turns into a discouraging experience.

The high workload and the non-guaranteed nature of project work due to
the collaboration with real customers are arrangements that are difficult to situate
either in the negative or positive side of the students’ experience scale to aptly
characterize the students’ experiences: whereas students’ comments explicitly
indicate that the workload is often an accepted character of the realistic course,
uncertainty in the negative sense is often more about stress than discouragement.
Thus, these factors cause a kind of accepted “heavy experience” for the students.
This is added as an additional layer to the experience categorization in Figure
15. Notice still that whereas the workload is frequently situated in the middle
of the experience scale, it can create a strong negative experience if it travels to
the negative end: it is the dominant cause of a neutral or negative overall course
experience6.

While other trade-offs are also found in the data, and one can view these
at different levels of abstraction (e.g., instead of speaking of a concrete course
arrangement one can see a trade-off in the amount of challenge encountered by
the students), the purpose here is only to communicate the conceptual idea of a
trade-off with the given examples.

Positive experiences conditioned by support

As illustrated above, gaining an enjoyable and encouraging experience from group
work is non-trivial. On top of this, a project topic may impose both a complex
problem domain and a set of new technologies on inexperienced students. In
many cases the course introduces several considerable challenges at the same
time. The more new learning issues to be acquired the more easily a course ar-
rangement travels from a positive cause to a negative cause. In such a sensitive

6 An observation in the research notes, not calculated.
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FIGURE 15 Types of student experiences: a heavy experience added

context, students’ positive experiences are conditioned by support, which means
different things depending on the course arrangement it relates to.

While the support is needed and can be directly received from any of the
other stakeholders, the students’ work is often indirectly conditioned by support
from the teacher. Below, these two viewpoints are again illustrated along with
the examples on responsibility, new technologies, group work, and collaboration
with real customers.

Responsibility. An example of how a teacher must directly help students
regarding responsibility is found in Section 5.2.2: a teacher must manage student
expectations to avoid the emergence of a discouraging experience. Students must
be helped to notice that not all of the challenge in non-guaranteed work is the
students’ responsibility. It is not a failure to not meet all of the requirements,
which tend to change and become refined during the project.

New technologies. To avoid the use of new technologies turning into a dis-
couraging experience students’ need direct consultation. In the following exam-
ple this is received from a fellow student and a technical supervisor:

[ST] In the beginning of the project I felt that I remembered almost nothing
of programming, and I was doubtful whether my skills would be sufficient to
complete this project. Nevertheless, during the project I noticed that I learned
many new things on programming, and particularly John [a group member,
name changed] was a great help in learning and doing ... The tutorial pro-
vided by Jack [a technical supervisor, name changed] at the beginning of the
implementation phase clarified well my conceptions on using the particular
library.

Group work. This same quote (above) also provides an insight into how group
work in terms of the “together-we-survive” spirit is conditioned: here a student
gets help from a team-mate and is then able to get on with the programming
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tasks whereas the example in the previous section (see “trade-offs”) illustrated
how a student could not get into programming and therefore meet his/her per-
sonal learning objectives. Thus, support here means that the students in a group
should allow everyone to become involved despite differences in initial skill lev-
els. On the other hand, in many cases students thank their team-mates for a fair
distribution of the work:

[ST] The other team members were kind and diligent, no one dawdled over
their tasks.

This means that each student should attend actively and challenge him/herself
so as to prevent frustration on the part of the other team members, as illustrated
with the data example in the previous section. Thus, support in group work
means both involving others and being in attendance with the others:

[ST] I’m very pleased with the distribution of work within the team. Every-
one got to work properly [everyone could get involved] and no one was
left in the lurch [the team members attended actively].

Collaboration with real customers. The need for indirect support from a teacher
is well illustrated with the example of how the students’ experience of survival
(completing requirements with real topics) is conditioned by support from the
customer: students evaluate the progress of their project and express the wish
that the customers would have attended actively (e.g. given feedback) and been
able to express their needs so that a shared understanding on the project topic
could have been developed.

Taking into consideration that customers meet students frequently (agreed
in the contract), support from the customer is likely to be a communication ability
issue not only for customers but also for students. As foregrounded in (Isomöt-
tönen and Kärkkäinen, 2009), to make progress in communicating with the cus-
tomer, students often need help from the teacher. Thus, in order to receive sup-
port from the customer, students may first need support from the teacher7. Sim-
ilarly, if teacher experiences are incorporated into the present analysis, it can be
stated that meeting the challenges of group work is conditioned by the teacher’s
ability to intervene. Thus, to prevent a course arrangement (e.g. collaboration
with real customers, group work under real expectations) from causing a nega-
tive experience, students’ work is often indirectly conditioned by support from
the teacher.

Here also, the purpose is not to provide an all-inclusive list of the different
ways in which students’ work is conditioned by support, but to communicate the
conceptual idea with examples.

4.1.3 Boosting by inexperienced students’ need for realism

The project course includes many features that are liable to create serious prob-
lems. This was illustrated already with the trade-offs. Moreover, such problems
7 It is well known in the field that a teacher in customer projects must work in between the

students and the customer, thus also help the customer (Fincher et al., 2001).
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are difficult to manage, as was illustrated by how students’ positive experiences
are conditioned by support in a project course involving several stakeholders.
One might expect to encounter negative overall course experiences, but this has
not usually been the case.

In contrast, the project course fills students’ need for realism, and realism
fed to inexperienced students who are in need of such boosts the students’ pos-
itive experiences. Because they are boosted this way, students tolerate negative
experiences and the unfairness associated with them, and their overall experience
becomes positive. Thus this is an important mechanism which explains why a
positive overall course experience tends to arise.

Need for realism

It appears that inexperienced students need a chance to improve their skills in an
authentic context, they need a chance to internalize concepts, they need a chance to
experience survival. In short, they need to have a realistic experience during their
education. An example is sourced from an informal discussion with the project
students in autumn 2009 at the time of the project start-ups. I was not a project
teacher during this semester. These students talked about how they looked for-
ward to this course as they assumed it would give them more courage to apply
for jobs after completing the course. This very aptly characterizes the students’
need for realism: they had likely not gained a sufficiently realistic experience in
the prior curriculum, and demonstrated a need to progress “from doubt to confi-
dence”.

On the other hand, students also prefer realism purely in the practical sense,
as they compare the course work to lectures. As stated earlier, practicality is en-
joyed and it allows internalization of concepts, but here the point is that the stu-
dents experience something they have not had earlier in the curriculum. Before
the project they look forward to getting involved in practical work:

[ST] I was excited about the project, it was interesting to get the chance to
apply previously learned skills to practical problems.

Boosting effect

The boosting effect (realism fed to students who are in the need of such) shines
through the students’ glowing summing-ups which reveal the uniqueness of the
experience in the students’ study history and also the value the student person-
ally see in the experience.

[ST] The software project [the course] was in every way a rewarding and
educative experience which I regard as the most beneficial course in my
study history.
[ST] The software project [the course] is a golden experience of team work,
communication, and system development and its problems.
[ST] ...now I know I have a chance to make it in working life.
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The boost given by a chance to do practical course work is also evident in the
data:

[ST] Let’s see how I feel about going back to lectures.

Tolerance of negative experiences

Students tolerate negative experiences because their positive experiences are boost-
ed by their unique exposure to realistic and practical work. This tolerance is indi-
cated by a kind of dualism in the students’ experiences. Negative experiences are
mentioned but the value of the course is nevertheless highlighted in the students’
concluding statements.

[ST] The project gave me more than I had thought it would, despite the
amount of problems.
[ST] A very heavy experience but I’m glad that I took part in the project.

This tolerance is particularly indicated in the extreme cases where frustration,
discouragement, and unfairness are clearly expressed and yet the students’ sum-
mative statements about the course indicate positiveness8. The following extracts
are from a delayed project:

[ST] All the members were amateurs, so I would have expected more support
and instruction from the supervisors [cf. insufficient support leading to a
discouraging experience].9

[ST] The project focused too much on specification and secondary issues in
documentation...We simply ran out of time because of this [cf. frustration
and feeling of unfairness arising from the contradiction between the two au-
diences of the students’ work: academic and customer].
[ST] The software project [the course] was an educative experience for me
personally. After many boring theory lectures the software project was the
first chance to use all the learned knowledge in practical work...
[ST] Even though mistakes were made in the project, more than that new
things have been learned.

It can be seen that the students bring up their inexperience and the course as the
first exposure to practical software engineering work. The project was delayed
by almost three months. Yet the students value the educative effect and enjoy
the practicality of the course, and the impression given by the students’ reports
remains positive. Notice thus that even though one can identify discouragement
and frustration, the value of realism endures. The value gained personally (...was
an educative experience for me personally...) indicates the students’ need for realism
and that they anyway gain something.

8 Examining such cases was about theoretical sampling; I wanted to know if this need for
realism can create a positive overall course experience even in very problematic cases.

9 Whereas the examples in the previous section illustrated how students need and receive
support from their team-mates, technical supervisor, and customer, this example indicates
how students’ work is conditioned by support from the teacher.
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It is important to conclude by noting and underlining the effect of the course’s
position in the curriculum as the students’ first practical project course. This “first
project course in the curriculum” is here associated with the students’ inexperi-
ence, and in terms of GT, could be seen as an in vivo concept — a concept that
can be directly derived from the action scene (Glaser, 1978, p. 70).

4.2 Comparison with the literature

This section examines the project course literature in the context of the grounded
theory stated above. The literature is used as data so that the focus is on the
experiences reported by students and teachers. It should be clearly noticed that
the aim is to reflect and discuss the present grounded theory against the literature,
as opposed to forcing the literature to fit it, and that this work with the litera-
ture took place only after developing the grounded theory above. I associate this
manner of working with the on-going nature of grounded theory research, as
discussed in Introduction of the dissertation.

Overall positive impact

Suri (2007) reports on a real-world laboratory project course, meant to take around
10 hours weekly, where students attend on-going real world projects, and are ex-
posed to industry practices. They report that there is lots of overhead in the time
spent, and the small number of weekly hours lead to a loss of student motivation
and customer interest. Despite these problems, they report an overall positive
course experience. This raises the question of whether here also the students’
inexperience fed with some realism creates an enduring experience outweighing
the problems. Based on the paper, it appears that the reported course is the stu-
dents’ first project study (cf. inexperience). The major component in the course is
the learning of relevant practices (cf. educativeness as a component of a necessary
experience in the present grounded theory).

The educative impact of the practical project course, where the students are
able to internalize areas of project and SE work, is illustrated by the quote from
the study by Smarkusky and Smith (2004). The student comment is written after
project completion:

- I learned several new concepts in working on this project. I also gained a
better understanding of several concepts taught to us within the IST curricu-
lum. One of the benefits was a better understanding of the importance of user
centered design and its use in project development. In addition, adhering to
the concepts within the systems development life cycle allowed me to better
structure my work on the site. All of these concepts were re-enforced through
practical experience.

Similar student reflection is found in the study by Rusu et al. (2009) study. Their
project course introduced students with a local-remote team combination.
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- I felt that I learned the software engineering theory more easily when I was
able to apply it to a real project for a real customer. This allowed abstract
ideas presented in the textbooks to become much easier to understand.

Based on this kind of student comments, and the overall positiveness reported in
Suri’s paper, it seems that the educative impact of a practical project course is a
strong component, and emphasizing this component alone is capable of making
the value of realism endure if it adds to previously experienced realism.

Daniels and Asplund (1999) report on a one-semester industry-strength project
course. The following extract is from their paper:

- The course is rewarding, since the change in most students during the
course is both dramatic and positive. The route is certainly not smooth,
but the feeling of accomplishment, even in the cases were the actual project
“fails”, is substantial, and students have certainly been given a chance to
grow as computer science professionals in a way that, we believe, is lasting...

Although it is difficult to interpret the literature without direct contact with the
authors, this extract also raises a question in the context of the present theory.
Strong growth and future orientation is here given while the “road is certainly
not smooth”. Whether and how much the statement arises from an analysis of
student data is not given. Compared to Suri’s report, the paper gives an impres-
sion of students’ improved self-concept, and the difference in the course arrange-
ments appears to be that this is a more intensive course with a frequent customer
contact, real expectations, and one-semester timescale. In terms of the present
theory, the feeling of a necessary experience due to an increase in self-confidence,
again due to the experience of survival, is probably better enabled here.

A student quote from Zilora’s (2004) paper perhaps explains a portion of
the positive experience reported by Daniels and Asplund.

- I thought the project was great. I think it requires a lot more time than any
of us are used to. I love “real world” projects. Even if you are only doing
a small part, it gives you a better understanding of business processes and
what the needs really are. Academic projects tend to be very small so you can
do everything and get it done in the limited time available. In some cases it’s
good but sometimes it’s kind of lacking real challenge.

Here the student states that just getting something done is educative if done in
a real world project, and one can compare this to the previous quote ...but the
feeling of accomplishment, even in the cases were the actual project “fails”, is substantial.
It might be that while a project may not achieve all its goals, Daniels and Asplund
speak of “failure”, compensation comes from partial survival and the possibility
to internalize from practice in a realistic context.

It appears that Zilora’s projects were of an on-going nature as were Suri’s,
but Zilora’s paper reports on direct customer contact and that while the projects
were on-going, the main target of a particular group was delimited (cf. a stand-
alone project). Perhaps here also — as in Daniel’s and Asplund’s projects — the
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students are “closer” to the customer’s expectations compared to Suri’s lab in
which one problem was the loss of student motivation due to slowly moving
projects. In terms of the present theory, two viewpoints arise. Firstly, in Suri’s
slowly moving on-going projects, students may not be able to enjoy and expe-
rience survival from “completeness”. Secondly, regarding the component of the
attraction of realism10 within the category of an enjoyable experience, respon-
sibility towards customers and intensity of the course work appear to play an
important role, as Suri’s paper suggests that only having real world problems
and infrequent customer collaboration is not a success.

Rover (2000) reports on a renewal of a computer engineering project course
and includes many student quotes in her report. She reports that the students
were influenced less positively in projects with external customers. The paper
does not provide an explanation for this, but the impression given is that the cus-
tomers have not been actively attending customers — the given student quotes
do not mention a customer. The course is scheduled into class and lab sessions (cf.
autonomous work expected from students). In line with the present theory, the
students were satisfied with the course, and the quotes illustrate that the course
was experienced as more enjoyable than the students’ previous studies:

- The course was consistently more enjoyable than any course I’ve taken, on
a day-to-day basis.
- It was different than other courses.

Interestingly, this is only a four-credit course compared for example, to the 10–
15-credit TIES405. Despite this difference, many student comments in Rover’s
paper are in line with student comments on TIES405. For example, the Rover’s
students highlight “enjoyment from completeness”:

- No one particular moment stands out, just a general sense of pride in what
my team and I accomplished.

The importance of supportive group work (cf. the together-we-survive spirit in
the present theory) is evident when such a sense of completeness is referred to:

- Going from the worst team ever to take the class to successful completion
and presentation of the project.

Although the course is only a four-credit course and real customership is not
emphasized, the students seem to experience survival. The paper does not ex-
plicate the course’s position in the curriculum or how many hours students actu-
ally spend on the project, while the students’ comments refer to a difficult high-
workload course:

- It was a satisfying experience to see my group and other groups present a
finished product after spending so many long hours in the lab together. That
rewarding feeling is the best part of engineering. - It was one of the most

10 Attraction of responsibility for one’s own work and towards customers, attraction of inten-
sity, and attraction of real world problems and associated technologies.
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difficult and most enjoyable classes I’ve had at MSU. There were times when
I hated it and times when I loved it.

One student’s favorite memory is

-the long, late-night work sessions (and the chair races down the corridor!)

In terms of the present theory, the course is likely to be a heavy experience for
students. This raises the issue that it is possible that the simple fact of surviving a
difficult high-workload course (cf. heavy experience) creates a strong rewarding
experience — whether actively attending real customers are involved or not. It
might be that the positive experiences of inexperienced students, who are in need
of progressing from a doubt to confidence — as formulated in the present theory
— , are boosted by any substantial experience of survival on a study path. This
importantly suggests that one should be cautious in concluding that an increase
in students’ self-confidence needs a realistic context and active customer collab-
oration, although these features seem to contribute to the experience of survival.
Perhaps the important observation here is that Rover’s course is a one-semester
course and therefore students are likely to feel that they are working to a deadline,
which may be a potential underlying explanation for reporting a heavy experi-
ence (cf. long lab hours) and the feeling of survival.

Hadfield and Jensen (2007) describe a two-semester capstone course se-
quence at the U.S Air Force Academy, which, lecture-like, consists of both class
and lab hours. Their experiences derive from one offering in which five projects
with real issues and customers were run. They report that the student end-of-
course critiques were generally positive, with ratings consistently above depart-
ment and institution averages. The authors state that from the students’ point of
view the course was regarded as both a positive and practical learning experi-
ence. It seems that practicality is enjoyed and favorable comparison made with
other less enjoyable means of instruction. The paper gives an impression that the
course was a challenge to inexperienced students, as it was also planned to really
expose students to non-trivial problems — thus obviously more challenging for
students than previous courses. Notice that disparity in team sizes was consid-
ered an equity problem by the students (cf. the problems in terms of unfairness in
the present theory). Here, the practicality is associated with enjoyment, and the
paper speaks of a generally positive outcome. This may indicate that practicality
itself is also a strong component in creating a positive overall experience, if it is
more than previously experienced.

The following extract found in Olsen’s (2008) paper is interesting in the con-
text of the present theory.

- Prior to the adoption of a real-world project, students taking Software En-
gineering frequently requested that their project be one for a real customer.
In response to this request, an attempt was made several years ago to work
with a customer that owned a small business. As the business was new, the
owner had a real need for inexpensive software and was interested in partici-
pating in a project. There were several problems with this project. Most of the
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problems were due to the difficulties of working with a business that had little
time to work with students. The customer underestimated the time that was
required on their part and expected students to take a minimal set of require-
ments and produce a complete product. Software was produced but, to our
knowledge, it was never used as it only delivered some of the desired features.
There were some benefits for the students. In spite of their frustrations, they
reported that overall it was a good learning experience.

She reports on the students’ need for realism, problems encountered and the as-
sociated frustration, and students’ overall positive learning experience. This de-
scription of a specific case quite closely matches the mechanism put forward in
the present theory: inexperienced students who need realism tolerate problems,
and overall experiences tend to turn positive despite the problems. The students’
need for realism can readily be identified in the literature; for example, in Poger
and Bailie’s (2006) paper:

- Exit interviews with students revealed their desire to have experience with
“real” problems as opposed to examples often found in textbooks.

The need is also stated by project teachers in the literature (Tan and Jones, 2008):

- Students need real-world team project experience before they embark on
their professional career in computing.

A relevant reference paper is that by James (2005), on lessons learned from using
an external sponsor. Relevance here means that the paper gives an impression of
a degree of realism that corresponds to that in TIES405. Customers’ expectations
of the projects are serious. In this paper the basic problem is the open-endedness
of real projects and ensuing difficulty to terminate the projects on time11. Regard-
ing the course benefits, the authors state the following:

- Although these demands [refers to unpredictable workload] on the faculty
are non-trivial, the positive learning outcomes resulting from participating
on a sponsored project more than offset the burdens.

There appears to be a problem of delayed projects so that the students have
to continue their projects in the form of another course. The positive learning
outcome is nevertheless highlighted, as it is by TIES405 students. Among the
benefits, James speaks of students’ internalization of real world project experi-
ence and developing a closer relationship with their professors and each other.
Interestingly, the latter is not included in the present theory derived from the
TIES405 context. In the course reported by James, students and faculty do
projects together, which is not the case in TIES405, where teachers act from a
teaching/supervising position. This may explain the difference, while it may
also be due to a variety of lenses possible for a study and the limitations of the
different data sources used in a study.

11 The second results chapter of the dissertation addresses this problem.
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Does overall positiveness always emerge?

The above literature references give an impression of overall positive course ex-
periences while the positive impact of a project course is not always quite so ob-
vious. Goulding and DiTrolio (2005) report on a project course experiment using
a small 5-6 person team and realistic constraints (complex technical environment
and realistic emphases such as priority on quality, cost & time, etc.). In such a
small-team-size course, the authors note that students who are technically less
skillful can nevertheless feel a sense of accomplishment with their contributions
to the project. The same “alleviation” was included in the present theory in rela-
tion to the discouragement due to not being able to meet personal learning goals.
Overall, Goulding and DiTrolio were not satisfied with the result of using realis-
tic constraints. Here, the real customer interface is missing, the project topic is a
pre-packaged boardgame, and the same topic is used for all the project groups.
The realism provided here is artificially set up; it is about constraints according
to which students are expected to prioritize their work (e.g. quality, costs). The
realism provided is simulated realism and overall positiveness is not reported.

Poger and Bailie (2006) report on the experience of introducing a real world
problem into a two-course capstone sequence. The students developed an as-
sessment system for the university. Real customership appears to be less empha-
sized compared to having a real problem, and it appears that the projects are not
stand-alone projects but can continue with new students (cf. feeling of success
and survival from completion in the present theory and literature references).
The authors mention that the course was well received by the students, if not
overwhelmingly. Reading the paper discloses that the students who already had
group work experience did not experience as much different the “real” project
work. Two of the nine students did not feel any real benefit and did not recom-
mend the course for others. Although it is difficult to form a reliable conclusion
solely on the basis of the text, there is an indication that the realism provided
needs to make a difference for students to boost their positive experiences.

Run-time and future oriented modes

The literature repeatedly notes that the students both enjoy and gain from project
courses. In Clark’s (2005) paper the conclusion begins with the statement that
there are many reasons for incorporating real, unique industry projects: increased
student motivation and confidence. Newman et al. (2003) conclude in a similar
manner, by stating that the effectiveness of open-ended group projects was par-
tially due to improvements in student confidence and motivation. Melin and
Cornholm (2004) report on first-year project-oriented work in which the students
should learn how to design and implement information systems. They report on
overall positiveness because an authentic course prepares students for working
life and is fun. These qualities correspond to future-oriented and run-time di-
mensions in students’ positive experiences. Conceptualizing the description re-
peatedly found in the literature to these two modes helps to explain the positive
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effect of a project course and also what features (the run-time and future oriented
mode) are in operation when inexperienced students’ overall experience turns
positive.

Trade-offs

The literature includes statements that explicitly describe trade-offs similar to
those that were found in TIES405. Daniel and Asplund (1999) — cited earlier
— report that the team pressure into working with the project is in many cases a pos-
itive force, but it can turn into a problem if it gets too big. Here the course context
is a one-semester real customer course, yet not as intensive as TIES405. Melin
and Cronholm (2004) report how several of the discovered benefits of their first-
year project-oriented course can also be problems. They say that some of the
conditions represented two sides of the same coin. Lowe (2000) states that the
unknown is both a threat and an opportunity when he speaks of how students
are initially concerned at the breadth of the work to be undertaken. His course is
not a real customer course. The grounded theory of this chapter would stress that
a project course can and should be characterized in terms of trade-offs. It appears
that group work itself introduces trade-offs, and more such tensions come along
by making a course context more realistic by using real topics and customers.

Support

Students’ dependence on support is also evident in the literature. For example,
Laware and Walters (2004) associate a project course with problem-based and
problem-centered learning, and conclude that a course project can be extremely
effective if students are provided with the right degree of guidance and mentor-
ing. The factor shared with TIES405 is that the course employed real customers
and thus real customer expectations. Another example, a student report by Davis
(2000), foregrounds how students’ project work is conditioned by support from
the customer.

- Most importantly, however, each customer will be required to commit time
and resources to the project so that a team is not left in the cold developing for
a phantom customer. This is far and away the best improvement that we see
in the course. It helps ensure that future groups will have the support they
need, and a specified amount of time from the customer.

Inexperienced students thus require support in a variety of areas during the project
course work but this is particularly important at least in realistic course contexts
which are not pre-packaged and predictable. The present theory proposes that
one of the contributors to increased confidence is having sufficient challenge to
allow experience of survival, but on the condition that the amount of challenge
is reasonable. More practically, challenge is conditioned by support, and this
may arise at least in part from the course arrangements. While the project topics
are carefully negotiated (see Section 2.4), it is my direct observation, in line with
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James (2005), that a stationary target in projects with real customers and topics is
not possible (cf. the note in Fincher’s et al. taxonomy regarding a project with
a real client in Chapter 2). Real topics cannot be pre-packaged, and this is why
support has an essential role in addition to the negotiations before project com-
mencement.

Pedagogical concepts

Finally, one could borrow concepts from the field of education, and reflect on the
present theory, or parts of it, from that viewpoint. An example of a potentially
relevant educational concept is self-direction. In terms of the present theory, if
one considers the component of “occupational thought process reinforced” given
under the category of necessary experience, the concept of self-direction appears
to be somewhat analogous. According to Candy (1991), self-direction is about the
learner’s ability to critically evaluate and make decisions in a particular domain.
Other evident reference concepts are problem-based learning, zone of proximal
development (Vygotsky, 1978), and scaffolding Bruner (1977). Comparison with
or potential transfer to educational concepts is not within the scope of this disser-
tation but acknowledged as a future direction for research.

4.3 Summary

The grounded theory in Section 4.1 revealed a mechanism explaining why a pos-
itive overall course experience arises despite the problems are easily encountered
in a realistic project course context. More specifically, the boosting of positive
course experiences due to students’ inexperience was identified as the factor ex-
plaining overall positiveness. This mechanism can be shortly characterized as
“enduring value of realism — boosted by inexperience”. It appeared, also by
continuing the comparison with the literature, that feeding students with a more
practical course context and/or more realistic arrangements compared to their
previous experiences contributes to a positive overall experience.

Interesting additions (hypotheses) arose from the literature. For a positive
overall project course experience, it may be sufficient that only some of the com-
ponents given under the categories of an enjoyable and a necessary experience
are emphasized, if these add to previously experienced realism. For example,
using real world problems and relevant practices alone can make overall experi-
ences positive, as they are educative through allowing internalization. Perhaps
the most interesting hypothesis is that simply completing a difficult course can
create a feeling of survival and increased confidence without any particular em-
phasis on a realistic course context and collaboration with real customers. I men-
tioned within the present theory that there has to be a genuine challenge to ex-
perience survival, but did not really consider such a challenge independently of
real customer course context, that is, as a viewpoint in its own right.
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The curricular position of a project course appeared to have a key role in
the analysis, as it was associated with the students’ inexperience. According to
Clear et al. (2001) considering a course’s position in the curriculum is important
regarding the setting of its goals. They also find giving students more complexity
than they have previously experienced to be one alternative when stipulating
project course characteristics. The present theory integrates these two viewpoints
into a mechanism that explains the overall positive student experience gained
from a realistic project course.

The related work referred to in Section 4.2 represents several curricula lev-
els and areas of computing. On the basis of this observation, the mechanism the
present theory puts forward, enduring value of realism — boosted by inexpe-
rience, might be a relevant viewpoint in any curriculum where realistic learning
contexts are included.

4.4 Methodological reflection

Theoretical sensitivity

Piantanida et al. (2004) conclude that the validity of a grounded theory study
arises from theoretical sensitivity — meaning qualities like concentration, pa-
tience, and ability to conceptualize — as opposed to strategic research actions.
It is suggested here that this can be roughly evaluated by observing the level
of abstraction, the associated amount of reduction, and the unity of the results.
In other words, this can be observed in the completeness of a grounded theory
study. If the theory is explicated around an emergent and analytic core category,
thus furthered from what is still an implicit stage of theorizing, it is likely that
theoretical sensitivity is in place. The grounded theory presented in this chapter
is given in the context of a single core.

Relevance to those involved

Laymen can face familiar situations more purposefully with a relevant substan-
tive grounded theory (Glaser, 1978, p. 14). Thus, the important implication, in-
cluding here, with the present theory, is that when knowing the students’ tol-
erance of problems and the tendency to positive reports when fed with more
realism than previously, educators can be better aware of, and more careful in
analyzing, the nature of the problems students encounter. The present theory
thus underlines that it must be clarified whether the difficulties encountered by
students are challenges that carry educational value or problems that should be
resolved to improve education. For example, Coppit and Haddox-Schatz (2005)
have devised large team projects and noticed that students suggested the use of
smaller teams to ease management overhead, but without considering the edu-
cational goal that was to be accomplished by using large teams. Here the use of
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large teams is not likely to be a problem. However, the lesson to be drawn from
the present theory is that the problems encountered may be severe but not paid
attention to due to an overall positive learning outcome which arises not only
from the course arrangements but also from students’ inexperience.

Thus, the present theory provides a viewpoint that helps to objectively in-
terpret the impact of a project course and it is argued as relevant not only for
teachers and students, but also for teachers-as-researchers. This is similar to how
Glaser and Strauss (1964) see relevance in their early work on how nurses ex-
perience social loss when a patient is dying. Their study reveals the underlying
causes of such a loss experience, i.e., how different social characteristics have an
effect on the nurses’ loss experience and what kind of treatment is received by a
patient. Glaser and Strauss state that the study results help nurses to function in
their daily work so that they are able to treat dying patients more objectively. The
conclusion drawn here is that grounded theory has an emancipatory character.

Was it induction?

Suddaby (2006) states that a fundamentalist grounded theory view on either in-
duction or deduction is incorrect, and by referring to Peirce’s conception on ab-
duction12 he arrives at saying that a grounded theory analysis anyway involves
some deduction, as suggested by Strauss and Corbin (1990). To my mind, the
difference between the two approaches (Glaser vs. Strauss and Corbin) must be
clarified, and I explain it to myself by noting that Strauss and Corbin posit deduc-
tion as a conscious strategic act at the methodological level — or so it can easily be
interpreted: “While coding, we might see an incident of pain management and propose
that conditions of intense pain will be followed by measures taken to relieve pain. We then
check each incident of intense pain that we come across in the data to determine if this is
so, verifying inductively what we proposed deductively” (Strauss and Corbin, 1990, p.
111), whereas Glaser speaks of making sense of data. Glaser (1978, pp. 132, 135)
states that an emergent theory is likely not to be correct at first and needs to be
re-formulated over and over again. In my view, such re-formulation emphasizes
the thought process needed to arrive at a grounded emergent theory instead of
deduction as a conscious strategic part of the method. My conception is that I’ve
followed Glaser’s view — induction in the sense of the GT literature.

12 According to Peirce (1998, pp. 106-107) abduction is a process where consideration of facts
suggests hypotheses, and no new truth can arise from induction or deduction, but abduc-
tion, and abduction is, after all, nothing but guessing. This may actually resemble what
Glaser calls induction at a methodological level, and one must therefore be careful with
the lens used when reading the GT literature. With methodological level I refer to questions
that characterize a research paradigm, methodological level being about means by which
knowledge can be obtained, as opposed to epistemological one which is about the relation-
ship between a knower and to-be-known; see Guba and Lincoln (1994).
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Role of the researcher

Green (2003) states, in his description of developing a capstone project course,
that one stress factor for students that needed to be improved was the lack of
a software life-cycle. The students had previously worked as programmers on
an instructor-defined problem and design. When I read the paper I first consid-
ered that perhaps the major solution is not coverage of the software life-cycle,
but allowing the students to create ownership of the project topic. This is just a
small example of how reading data is affected by the sensitives of the researcher.
With respect to grounded theory, the researcher’s sensitivities are inevitable and
a benefit in getting coding started in the first place. However, sensitivities are not
to be taken as a preconception or strategy that would define a specific research
question and then limit the study to a verification of that question.

It has been argued that a researcher needs to explicate his/her position
in a GT process (Suddaby, 2006). The sensitivities I identify in conducting the
study presented in this chapter are my basic interest in whether this kind of one-
semester real customer project model would be applicable in the computing cur-
riculum, and if so, why it is like that. I knew that some authors in the field recom-
mend having a full software life-cycle including maintenance, and I knew from
experience that this is not usually the case in a one-semester course with real-
life project topics. I also knew that realistic course contexts have been argued as
problematic (Aygün, 2004). I went on (“got involved”) to study the impact of the
course, and the end result is not a statement for or against this kind of project
model, but hopefully helps in making objective considerations on the impact of
such a course.

There is an on-going debate on the foundations of grounded theory. An-
nells (1996) has posited an association between classical grounded theory (DGT
and Glaser) and critical realism (Bhaskar, 1978). Critical realism holds a stratified
ontological view, e.g. (Outhwaite, 1998, p. 282). The results from the two (full)
GT processes I have conducted so far ((Isomöttönen and Kärkkäinen, 2009) and
this chapter) tend to reminiscent of the “explanatory mechanisms” found in such
a stratified ontological view. Urquhart (2002) notes that while GT can be placed
into the domain of post-positivism (cf. Lincoln and Cuba (1994)), it still tries to be
an inductive method, which is not in line with the deduction and verification of
the post-positivist affair. From this viewpoint, GT appears to be a multi-paradigm
method, and accordingly, there are different views on the amount of subjectiv-
ity/objectivity involved. Interestingly, Urquhart proposes that the amount of
subjectivity or objectivity might arise from the philosophical position of the GT
researcher instead of the method itself.

I feel at home with the association between GT and critical realism, apply-
ing DGT and Glaser’s approach, and being in the role of an observer, the mindset
I consider is naturally given by the conceptualization process when using con-
stant comparison [read: conceptualization from similarities and differences]. I
personally feel at home emphasizing an objective mindset with GT, its interest in
finding latent patterns (cf. generative mechanisms), more than I wish to describe
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it as strongly interpretivist. In other words, I recognize that a conceptualization
process is inevitably about interpretation and the selection of viewpoints, but for
me, however, the interest in finding causes for what constructs the observable
takes precedence over the interpretivist mindset. I recognize that the objective
mindset to which I refer here is not about objectivity in terms of controllability
and repeatability: the research process with (classical) GT is very implicit.

Systematicity

I ran into a problem of feeling that I was leaving out too much, particularly when
I tried to understand the components in the experience categories given in Figure
13. I felt I had to force reduction. This may be due to what Glaser (1978, p. 58)
warns about: if you tend to conceptualize by (just) refining a holistic overview,
you might lose a reliable insight gained from continuous systematic comparison.
Or, reduction simply is very difficult because of the possibility of addressing dis-
coveries from so many viewpoints. A good example of this is the components
under the category of an enjoyable experience. They are of different level of ab-
straction (e.g. group work vs. challenge) and I still do not know whether the
“managing” of the concepts in this particular way was a good idea. Anyhow,
I cannot and even do not feel a need to claim that the underlying components
of the experience categories are all-inclusive, but something that stood out from
the data and was influenced by the sensitivities of the researcher. This type of
research was perceived as an implicit process in which I suddenly arrived at a
discovery I saw as explanatory (how the students’ need for realism, arising from
their inexperience, provided a cause — not easily discoverable — for their over-
all positiveness), and it is difficult to explicate in retrospect between the “keep
comparing in a systematic way” vs. “refine a holistic overview” modes.

Literature as data

I continued with the comparison using the literature as data. The papers that
gave an impression of overall positive student experiences were compared and
underlying causes were discussed. Similarly, two papers were included in which
the overall positiveness was not quite so obvious. These were compared and
some underlying causes were indicated (simulating realism and students’ previ-
ous experience of group work).

The use of the literature as a data source is acceptable in GT which is essen-
tially a comparison process, and as such, does not constrain data sources: in seek-
ing to uncover latent patterns, anything is data (Glaser, 2002). The project course
studies in the field often describe course arrangements and conclude with expe-
riences, typically with teachers’ experiences accompanied with student quotes.
There are lots of reported experiences that are in line with each other but this
data is not systematized and reduced to easy-to-remember mechanisms of the
studied object (into theories). From this perspective, the literature in this descrip-
tive form appears to be promising for generating grounded theory. In Section 4.2,
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I regarded the course project descriptions found in the literature as close-enough
contexts with TIES405 to be incorporated into a discussional continuation of the
local theory. Here, contextual factors (differences between the course contexts)
became a part of the comparison process. For example, I considered how the
intensity of a project course might have played a role in students’ perceptions.

On the other hand, it is difficult to know how the content of a paper is se-
lected and from what kind of data sources it makes its statements. As the com-
parison with the literature in Section 4.2 suggests, nearly all aspects of the present
theory are separately described in the literature, but I doubt that I could have ar-
rived at the theory (the mechanism: enduring value of realism — boosted by
inexperience) directly from the literature. The contents of the related work most
probably focused only on some issues, or perspectives, not least because of page
limits, and thus the interpretation in Section 4.2 has a speculative nature.

Generalizability

As discussed in Introduction, theory in this dissertation refers to middle-ground
theories as opposed to grand generalizations. In terms of grounded theory, I
see the present theory as a substantive theory, having realistic project courses in
computer science project work as the substantive area of study (see Section 3.1.5).

I see the mechanism foregrounded in the present theory (enduring value
of realism — boosted by inexperience) as a potential start-up for developing a
more formal theory. That is to say, one that would not anymore be anchored to
one specific area of study. For example, further comparison could start by ana-
lyzing realism in education implemented either in the form of few capstones or
as a gradual inclusion throughout a curriculum — in relation to students’ posi-
tive/negative feedback. This could lead to a study without a connection to one
specific content area (e.g. computer science project work).

In connection to generalizability, it should be noted here that the reflective
comparison between the local theory and the literature in Section 4.2 does not
mean forcing a generalization, but is about advancing the local theory in a hypo-
thetical manner.



5 HOW TO MANAGE A ONE-SEMESTER REAL
CUSTOMER STUDENT PROJECT COURSE

This is the latter of the two result chapters of the dissertation and relates to the
course development work and the associated action research as introduced in the
Introduction and Chapter 3. The reader is assumed to be familiar with the context
of the action research — TIES405 project course — as described in Chapter 2.
The starting situation, the main problem, the objective, and the strategy of the
action research are given in Chapter 3. The objective of the action research is here
restated as an introduction to the results:

The objective of the action research was to find an operational ap-
proach that enables the production of software for project customers
in the fixed one-semester timescale not forgetting student learning.

The chapter starts with an outline of the theory that was developed through the
present action research, titled “operational foundation”, in Section 5.1. This states
the basic operational idea of how to manage the course with the constraints of real
customer expectations and the fixed timescale, together with the educational re-
sponsibility to address student learning. The operational foundation is based on
understanding the nature of the applicable operational knowledge and what the
epistemological positions of project stakeholders are in terms of this operational
knowledge. Operational knowledge means here how to develop software in the
studied educational context: it is understanding what processes, practices, roles,
etc., should be in place with this course model, i.e., with the fixed timescale and
real customer expectations.

After the outline section, the key elements of the present theory will be re-
visited in more detail: While the outline of the theory (Section 5.1) focuses on the
nature of operational knowledge, Section 5.2 provides a conceptualization of op-
erational knowledge in terms of a meta-process. Section 5.3 again explicates the
relationship between the teacher and the students in the present theory regarding
the contentual focus and interaction in teaching.

Section 5.4 discusses the main themes of the present theory in the context of
the literature. The contents of the chapter are summarized in Section 5.5. Method-
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FIGURE 16 An operational foundation for a one-semester (fixed time) real customer
project course

ological considerations are foregrounded in Section 5.6, which will, as in the first
results chapter, serve as a discussion on validity and reliability.

5.1 Operational foundation

The model in Figure 16 states the operational approach discovered with the stated
action research objective. The model provides a basic operational idea of a holistic
nature for the course, and is therefore analytically called operational foundation. It
is outlined as follows:

Operational knowledge with a one-semester real customer course
context needs to be derived from the teaching context itself and
teachers are in the best position to foreground this knowledge by
means of reflection. This knowledge has an objective quality as in
real situations operational knowledge is not anybody’s claim that
something works. Teachers must share this knowledge with stu-
dents to enhance student learning. The learning is thus addressed
by considering the relevancies in operation together with the stu-
dents.

The components of the model and how the components interrelate are explained
below.
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5.1.1 Stakeholders and operational knowledge

Teachers are in a specific position in the model. Projects following one another
enable teachers to compare between projects and abstract out causalities. The
teachers are able to see the consequences of the actions taken, both their own
and those of the other stakeholders’. They have a continuous opportunity for
reflection in one and the same course context. For this to be realized, they need
the will to reflect.

Students, on the other hand, enter the project course at the beginning of a
semester and leave after their project is finished. If they don’t have earlier soft-
ware project experiences — which they do not usually have — a comparison be-
tween projects, which would aid their reflection, is not possible. The setting is
hence quite different for teachers and students in this respect.

Customers also affect the operational knowledge, but in this theory their role
is viewed more as a constraint on the action research and the associated theory
formation: the whole operational foundation given in Figure 16 was derived from
actions which made the course a feasible educational arrangement regarding the
constraints of real customer expectations and the fixed one-semester timescale.

Operational knowledge must be derived from the course context. In order to
characterize such context-dependent operational knowledge, the term objective
knowledge is employed. The term is sourced from Popper (1979) who contem-
plated an objective quality of knowledge, a certain kind of epistemology with-
out a knowing subject1. It means the knowledge in a thought that is different
from the “I think” mode. Accordingly, there is knowledge outside our subjective
way of thinking. Popper uses the term “third world” for the objective quality of
knowledge and “second world” for the subjective one. The following example il-
lustrates the difference between the second world and the third world knowledge
(Popper, 1979, p. 110):

Second world (subjective knowledge): “I know that Fermat’s last theorem
has not been proved, but I believe it will be proved one day”
Third world (objective knowledge): “Taking account of the present state
of metamathematical knowledge, it seems possible that Fermat’s last theorem
may be undecidable.”

Two further examples are included from Popper (1979, pp. 107–108), which he
gives as thought experiments illustrating the position of third-world knowledge:

Experiment 1: All our machines and tools are destroyed, and all our subjec-
tive learning, including our subjective knowledge of machines and tools, and
how to use them. But libraries and our capacity to learn from them survive.
Clearly, after much suffering, our world may get going again.
Experiment 2: As before, machines and tools are destroyed, and subjective

1 Notice clearly that the references to Popper are only a means to communicate the find-
ings. They are analogies within the results as opposed to the delivery of any ontological or
epistemological claims in a general sense.
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learning, including our subjective knowledge of machines and tools, and how
to use them. But this time, all the libraries are destroyed also, so that our
capacity to learn from books becomes useless.

Popper then notes that in the latter case (Experiment 2) there would be no re-
emergence of our civilization for many millennia. With these examples he illus-
trates the independent existence of the third world.

Now, in TIES405, customers, project groups, problem domains, and soft-
ware domains change when projects end and the next ones get started. The
course context is thus unstable in many ways, which means that the applica-
ble operation cannot be totally stable, fixed. Project instances shape pattern-like
knowledge of what will work in given circumstances, and what will not. Such
knowledge is of an objective quality, being shaped by itself in the course context.
While the teachers are in the best position to interact with this knowledge, the
project stakeholders — primarily the teacher, the students, and the customer2 —
all shape that knowledge through interaction.

5.1.2 Acquiring and delivering the knowledge

The project stakeholders attempt to apply the solutions they currently know,
and can come up with, to the problems they encounter, and new problems to
be solved arise3. In this process operational knowledge is being shaped. While
this knowledge becomes documented into project deliverables (e.g. the student
course experiences in project reports), the teachers can efficiently deliver the knowl-
edge to subsequent projects. The teachers’ reflection is necessary and the result-
ing knowledge needs to be shared with the other stakeholders, particularly with
the students, to provide content for the students’ learning. This is the basic idea
of how operational knowledge is acquired and delivered (see the relations be-
tween the teacher and operational knowledge and the teacher and the students
in Figure 16; an example is given in Section 5.1.4).

With the intensive one-semester course model, all of the student effort easily
goes into survival from the tasks and adopting at least a somehow disciplined
manner of working. This was indicated by the analysis conducted for Chapter
4: it was noticed that students tend to focus their feedback on those issues/tasks
that have been close to their part in the project. If the teachers do not intentionally
share considerations on applicable operation (e.g. applicable software process
and engineering practices) with the students, the students’ learning potential is
not properly used. Notice that the situation is likely to differ, for example, if
a project course is devised to teach predefined engineering practices instead of
survival from real customer expectations. In this case, the teacher could rely on
the definitions of the practices, which themselves would then be the main content
of the learning.

2 End users attend the projects occasionally and the department’s computer support is avail-
able for the students.

3 Perhaps this can take an analogy from Popper’s (1979, p. 144) idea that error elimination
of tentative theories on a problem tends to create new problems.
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What is then the role of industry practice? The teachers’ reflection, referred
to above, is much about finding an applicable form for the acknowledged con-
tents of software engineering, see (IEEE, 1990, software process definition). A
particular attention must be given to contextual factors here, i.e., the real situ-
ation and the results expected from these kinds of student projects. Because of
these factors, external operational knowledge (e.g. a software process definition
sourced from the literature) cannot be adopted without justifying how it fits the
context. External conceptions (industry practice) serve as an important practice
pool, but justificatory reflection is still needed. This is very important, because,
for example, a customer company may suggest use of a particular software pro-
cess which is entirely over-sized for the course context. Adopting such a process
would burden the real progress of the project.

With the operational approach presented here, there is no hindrance to the
university in redefining and innovating practices in projects because the students’
learning is anchored to shared reflection instead of learning particular prescribed
industry practices.

5.1.3 Characterizing knowledge acquisition: reflection with criticism

The analogy to the Popper’s third world provides an apt characterization for the
nature of teaching knowledge with a one-semester real customer project model.
Objective knowledge needs to be interacted with in order to avoid the severe
problem of a delayed project. From this perspective, the one-semester real cus-
tomer model which focuses on both the product (working software) and the pro-
cess is a frightening teaching context because projects should make progress and
the teachers do not know for sure the solutions to problematic situations. Using
Popper’s words again: knowledge in this objective sense is totally independent of any-
one’s claim to know (Popper, 1979, p. 109). The teachers’ reflection must involve
critical on-going analysis and conceptualization. They are at work to improve the
objective thought contents by way of criticism (Popper, 1978, p. 156).

This may appear to make enormous demands on teaching ability regarding
how to develop software. It is to be understood here that teachers are not seek-
ing the truth, but consciously attempting to critically encounter new projects and
analyze what is applicable operation in them. The challenge is not only in the
ability but the attitude of the teachers. The teachers need to be able to change
their prevailing conceptions and thus admit the nature of operational knowledge
that differs from the “I think” mode.

5.1.4 Example

In the following, an example is given to demonstrate the conceptual idea of the
operational foundation in practice, as, according to Kemmis (2001), practical ac-
tion research often includes self-reflective reports involving story telling. The ex-
ample relates to the challenge of including some system testing in the tight one-
semester timescale. The challenge of getting students to test software has been
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reported in the literature. For example, Lowe’s (2000) strategy was to introduce
a fake project completion date to students and then dedicate the time after the
faked date solely to testing. The answer arising from this study indicates accept-
ing the planned time constraints, then considering in what form system testing
can be conducted in the given project context, thus casting aside the notion that
one needs to use a certain prescribed practice, and finally focusing more on the
critical evaluation of applicable operation.

I have calculated the number of defects found when a student team prepares
a test plan that includes a large set of test cases for system testing, and when a
customer uses the software after each short iteration. Testing of the first kind
resulted in almost zero value (0–2 defects, several test rounds) compared to the
customer using the software frequently (8 defects). An inexperienced developer
preparing test cases most likely follows the same cognitive paths that he or she
utilized in the requirements specification phase and ad hoc usage of the software
during the development, so that test cases tend to be just a repetition of one and
the same intuition — as Brooks (1995, p. 142) refers to a statement by Vyssotsky
regarding the testing of a specification: They [developers] won’t tell you they don’t
understand it; they will happily invent their way through the gaps and obscurities.

Utilizing a customer or students from other project groups to test software
seems to show up more defects. The most applicable way of testing is in any case
a project-specific issue, it is of situational importance. The real customer projects
at JYU/MIT vary in their nature (e.g. from scratch vs. enhancements and main-
tenance) which also has an effect on what kind of system testing is reasonable
with the existing time constraints4. The reason for undertaking a certain kind of
testing must be explained to the students, and preferably, an applicable way of
testing is figured out together with the students. This allows for students’ learn-
ing when learning about a particular prescribed system testing is not possible
with the given constraints.

The example demonstrates on-going process tailoring which is built upon
teacher reflection, but also necessitates student participation to focus not only on
efficacy but learning (cf. the objective of the action research highlighted at the
beginning of the chapter).

5.2 Operational knowledge in terms of a meta-process

While it was stated in Section 5.1 that operational knowledge is based on on-
going reflection on the stakeholders’ endeavors in the course, it is obvious that in
terms of software process this means some kind of process tailoring. This does
not, however, guide a practitioner regarding how to construct an applicable pro-
cess. Section 5.2.1 presents a meta-process on how to construct an applicable
process, further refining the understanding of operational knowledge, as in Fig-

4 Pfleeger and Atlee (2006, p. 372) identify function tests, performance tests, acceptance tests,
and installation tests belonging to system testing.
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ure 16. Sections 5.2.2 and 5.2.3 communicate this meta-process in the context of
the studied course.

Here, some discussion is needed regarding the terminology on how to de-
velop software. The IEEE (1990) definition already mentioned in Section 5.1.2
says that a software process is a process by which user needs are translated into
a software product, including translating the user needs into software require-
ments, transforming the software requirements into design, implementing the
design in code, testing the code, and sometimes, installing and checking out the
software for operation use. Humphrey (1995) describes the software process sim-
ilarly, simply as the sequence of steps required to develop or maintain software.
Additionally Humphrey speaks of a software process definition as a description
of this process. According to Humphrey’s view, the software process sets out the
technical and management framework for applying methods, tools, and people to
the software tasks, while the process definition identifies roles and specifies tasks.
Sommerville (2007, pp. 8-9) uses the term software process in a sense close to the
IEEE’s definition. He covers the software life-cycle with four process activities:
software specification, software development, software validation, and software
evolution. He additionally uses the term software process model as a simpli-
fied description of a particular domain of the software process (e.g. a role/action
model) and identifies three generic process models (paradigms): the waterfall,
iterative development, and component-based software engineering. Pressman
(1994) does not use the term software process but also speaks of paradigms and
generic phases. It seems that the widely adopted terms are not strictly standard-
ized between textbooks. In the following I aim to avoid confusion between the
different nuances and use only the term software process or, more briefly, process
in speaking about how to develop software. In the educational context this also
includes aspects with a mainly educational rationale.

5.2.1 The meta-process

By the end of the action research phase of major changes (see Section 3.6), I dis-
covered that an emphasis on communication, teaching as coaching, and short
iterations fitted the course. After using this initial framework for a while, I re-
alized that the concept of operational knowledge could be explicated in a more
communicative form. I could speak of a meta-process. Figure 17 depicts the
meta-process, which is explained as follows. I realized that since we had talked
about context-driven roles, goals, and practices (Isomöttönen et al., 2007), the
context could be understood as consisting of two parts: a stable part and an un-
stable part. The stable part comprises those characteristics of the development
context that occur often, e.g., student inexperience. The unstable part is some-
thing which is difficult to predict and changes often, e.g., customer type (how
technically oriented the customer is etc.). The software process is first based on
the stable part of the context, which creates a stable part of the process. This pro-
vides a loose process skeleton assumed to fit the context, thus helping students to
produce a reasonable outcome in the fixed one-semester timescale. The skeleton
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FIGURE 17 Meta-process

is complemented on the basis of the unstable part of the context, from a situa-
tional perspective. For example, the project type, customer type and customers’
preferences for certain low-level practices necessitate process tailoring. This cre-
ates a part of the process susceptible to change. A teacher is in a key position
to communicate the skeleton to the other stakeholders, while situational factors
are added to the skeleton through the collaboration between the stakeholders of
a single project.

Rolland (1998) states that a “process meta-model” is a description at the type level
of a process model. A process model is, thus, an instantiation of a process meta-model.
Obviously, a meta-model can be instantiated several times in order to define various pro-
cess models. This is the meaning in which I speak of the meta-process. The meta-
process in Figure 17 guides how the applicable software process is constructed in
the course context but does not describe any particular process. For example, I
do not speak of a particular agile process even though I have found issues em-
phasized in the agile manifesto (Beck et al., 2001) very valuable, the use of short
iterations being a concrete example of the practice sourced from the agile pool.
This would not reveal the idea of understanding the applicable process here, as
given in Figure 17. Instead of listing practices found useful, a greater value comes
from theorizing what the process is composed of, as it also becomes an objective
in deciding what a software process should be composed of. In short, the concep-
tualization becomes a practical tool for a teacher.

The loose process skeleton that fits the context means having the right amount
of discipline, still leaving space for the empowerment of the stakeholders. This is
particularly important for enhancing the students’ sense of the ownership of their
project work. It is also important as one cannot assume that an external customer
of a student project would start to act as the university stakeholders dictate, that
is, with a certain process prescription in mind. From the customers’ perspective,
the whole point of using the skeleton, discovered applicable in the sense that the
student group is able to develop a reasonable output for the customer in the given
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time, means taking account of the customer.
In Section 5.1 it was noted that teaching that interacts with objective knowl-

edge is challenging. The loose process skeleton stated here with the meta-process
mitigates this challenge. With the skeleton in mind, teachers do not start from
scratch but have an operational skeleton they can trust and which is based on
their reflection. While the skeleton presents elements in the software process that
are assumed to “always” fit, the skeleton must be observed to fit and the attitude
of the teacher must allow for a change of skeleton if necessary.

5.2.2 Stable part of the meta-process

At JYU/MIT, as a result of the present action research efforts, the stable part of
the software process consisted of the use of short iterations, with the emphasis on
face to face communication, and teaching as coaching. These are reviewed in the
following.

Short iterations

Over the course of time, the process model adopted in TIES405 usually come to
be a single-pass waterfall sequence or two to three large development increments.
The trend is found by analyzing the handouts that have been given to students
at the beginning of the course. One reason for the use of the waterfall among
the project teachers has been that the single-pass waterfall sequence is the easiest
for inexperienced students to perceive and start work with. Under this waterfall
setting, the course has been phase-driven so that the documentation associated
with the project phases (project planning, analysis, design, etc...) has provided
milestones and set the overall rhythm for students’ work.

On reflection, I first considered two projects that made excellent progress.
One used a single-pass waterfall sequence (during my first supervision term
spring 2005), and the other a set-up phase with two ensuing large increments for
actual product development (when moving towards the use of short iterations,
autumn 2005). This was how the groups were guided to conduct the work, but
was not what the groups actually did in practice. While they delivered documen-
tation consistent with the waterfall phases and the use of two large increments, in
practice they proceeded by prototyping in short iterations and carefully manag-
ing and reacting to the customer’s feedback. They used short iterations and man-
aged requirements carefully, iteration by iteration, while we teachers provided
them with another track which was too much an irrelevant external process pre-
scription. A lot of the teaching effort was put into reviewing the documentation
delivered by the students. For example, the students of the waterfall project were
expected to deliver an extensive design plan, but this deliverable was late. The
students lost the motivation to complete the plan since the documentation at that
point of the one-semester timescale was not effective but introduced irrelevant
work. The design was already in place and had been reviewed by the technical
supervisor assigned to the project. Thus, writing a design plan became a simu-
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FIGURE 18 A reference for the use of short iterations

lation of realism: “This must now be completed because this is how it is done in
real projects”. On reflection, the success of the groups appeared to be based on
requirements management and implementation in short iterations, and impor-
tantly, autonomous communication with the customer as an integral part of the
iterative development.

I also considered other two projects in which three increments were used for
implementation after a project set-up phase (when moving towards short itera-
tions, autumn 2005 and spring 2006). This was not much different from a single-
pass waterfall sequence. Using large increments did not bring home the focus
and the transparency the above two projects had demonstrated. By comparison I
thus concluded that short iterations work well and are worth going into more ex-
plicitly in the course. I then started to use one-week iterations in the project set-up
phase and two-week iterations thereafter. This seemed to have a positive effect. It
changed the nature of the work. The first such project was carried out in autumn
2006. The use of short iterations now meant that project tasks are planned at the
beginning of each iteration and reviewed with the customer at the end of the it-
eration. Figure 18 depicts the handout given to the student groups after the pilot
project as a simple illustration of working in short iterations. Along with the sub-
sequent projects, I identified a number of reasons why short iterations constitute
a key practice in the process suitable for the one-semester real customer model.

• They decrease complexity and confusion by giving focus. One of the most
frequently stated challenges raised in the student data is a complex prob-
lem domain and the associated difficulty of understanding the project as a
whole.

[ST] At the beginning of the project I had difficulties in understanding
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the project as a whole, how to distribute the work, and the scale of the
work.

Introducing the explicit use of short iterations is in line with coping with
this challenge that can become a problem when the project also necessitates
the learning of a set of new technologies from the students.

• They increase the transparency of the project state. All the stakeholders —
not only the students — know where the project stands as they know what
features are under construction at the moment. A personal teacher experi-
ence is that this makes it easier to monitor the students’ work. For example,
it is easier to monitor the task division within a small set of — per iteration
— tasks, and hence monitor fairness in group work. The students assign
themselves to the tasks that are explicitly agreed at the beginning of each
iteration and then no-one is “kind of doing something” which would be
difficult to monitor.

• They thus ease the task of project management. Using short iterations so
that the content of an iteration is planned, discussed, and agreed with the
customer, and the results of each iteration are reviewed, means continuous
and careful project management. Using short iterations in this way creates
a communication framework between the students and the customer. This is
important as it may be difficult for the students to see the importance of
communication among the many new things they encounter (Isomöttönen
and Kärkkäinen, 2009).

• They help in enhancing the students’ confidence early. This can be compared
to the first results chapter of the dissertation in which it was stated that
completion in the project work creates enjoyment and an experience of sur-
vival, the latter of which contributing to confidence. Interestingly, it has
been stated that any method of software development works with a small
team size.5. I consider that the educational context makes some difference
so that using a small team size alone does not imply that any process will
probably work: developing confidence is a very important factor in the
educational context6 and short iterations with systematized and frequent
customer feedback provide an explicit framework to enhance the students’
confidence early and throughout the project.

• They drive early implementation. The students entering the course are more
inexperienced in designing real software than in programming. This may

5 Stated by James O’ Coplien in INFWEST seminar on agile software development, April
2–4, 2007, Oulu. This “small teams work” perspective is also found in an online inter-
view with Coplien: http://developer.symbian.com/main/downloads/papers/
jim\_coplien/jim\_coplien\_the\_agile\_heartv1.0.pdf.

6 In (Isomöttönen and Kärkkäinen, 2009), it is presented how students confidence contributes
to their ability to communicate. This is in line with Williams et al. (2007) who also discov-
ered that confidence has effect on students’ performance.
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be due to the fact that they have mostly been exposed to assignments with
limited scope (cf. (Gal-Ezer and Zeldes, 2000)), which is why I prefer early
programming, thus using code as design7. Students often encounter new
technologies (other than those used in their previous courses) in projects
and the code-is-design manner of working enables them to learn the req-
uisite technologies along with the initial, feasibility study-like iterations.
This reduces the risk arising from the “everything is new” starting point. A com-
mon instruction from teachers in waterfall projects has been that one of the
students should start to study the programming environment early in the
project. This is also in line with the shift towards short iterations.

There are many comments in the student data that are consistent with the
need for early implementation. The following is an apt example:

[ST] The project would have succeeded even better, if we had got going
more quickly. In addition, making some kind of prototype in the very
early phase, before completing the design document, could have helped.
We couldn’t take into consideration all the implementation issues in the
design document, and it remained something between a user interface
design and a complete design plan. I know I produced some questionable
solutions in the code, and I believe these could have been avoided if I
had thought the practical aspects when designing. I could have started
learning to use the tool right at the beginning of the project, not only
when the design work was already undertaken, this would have been
beneficial regarding the design plan.

Fornaro et al. (2007) are concerned about the students’ will to code imme-
diately in a one-semester course where students collaborate with external
sponsors. I see a fit between the code-is-design manner of working and the
context where inexperienced students should be able to produce a result
in a stand-alone project. Fornaro et al. continue projects with a new team
if necessary. This is not the intent in TIES405, and the difference in the
conclusion may stem from this contextual difference, and also, from what
conceptions of software engineering play a role in the teaching.

Notice here the relation to the section on the operational foundation. While here I
propose that the stable part of the process, the practices that fit, seems to be partly
based on emergence, such practices must nevertheless be identified for them to be
made use of, and the teachers’ reflection, as highlighted in that section, is in a key
position in identifying the relevant mechanisms of the social object. Emergence
refers here to two different senses: one of which is how applicable practices have
emerged independently of teacher observation (ontological/epistemological per-
spective), and the other to how a teacher tries to make sense of observations, and
thus how understanding emerges (epistemological/methodological perspective).

7 At JYU/MIT the students often take a theoretical course on software architectures after the
project course.
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The challenges encountered with short iterations

The following are the challenges faced when using short iterations in the course:

• When I discovered short iterations as a key practice, I noticed that the wa-
terfall sequence, starting from up-front project planning and requirements
elicitation and specification activities, is softer for the students to assimi-
late and start work with. Autonomous use of short iterations early in the
project necessitates a disciplined and focused project start-up on the part of
the students. However, this can be achieved if the students are coached at
the beginning of the project, and this is important to bring home the benefits
listed above.

• How long it takes a student group to adopt short iterations depends on the
students’ communication ability. The students must both understand the
value of effective communication and use it. The work in short iterations is
based on direct communication rather than documentation. Without com-
munication awareness, courage, and skills (see (Isomöttönen and Kärkkäi-
nen, 2009)), short iterations remain just lines drawn into a presentation of
the project timeline. Then, the work resembles a waterfall sequence that is
not under control because it is still consciously trying to adhere to the use
of short iterations.

• The value of short iterations depends on the nature of the project. For ex-
ample, when the project developed software that replaced an older system
and the major challenge concerned technical details instead of figuring out
the requirements together with the customer, short iterations did not appear
to be that crucial. For example, there was no necessity to provide a focus
or enhance the communication framework with short iterations. However,
I considered the explicit use of short iterations was nevertheless beneficial
as it provided the transparency, helping to monitor the students’ work as
described above.

• Basing a process on short iterations has sometimes necessitated explaining
to the customer why short iterations and the associated code-is-design man-
ner of working is more applicable than a dedicated upfront specification
phase. Using real examples of previous projects and explaining how the
course constraints play a role in the operation helps. If customers have ex-
perience of software engineering, they might have their own conceptions on
how to best develop software but they do not necessarily consider contex-
tual differences, thus whether their conception fits the educational context.
If a student group demonstrates a communication barrier towards the cus-
tomer (Isomöttönen and Kärkkäinen, 2009), short iterations may not appear
beneficial until the team is able to communicate efficiently. The iterative de-
velopment may then first appear an inapplicable work method from the
customer’s perspective.
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Communication

As foregrounded above, communication is a condition for the efficient use of
short iterations. A corresponding role of communication will be illustrated with
the example on project start-up practices in Section 5.2.3. Students’ communica-
tion ability is thus in many ways a primary concern and therefore independently
highlighted within the stable part of the process.

Communication must efficiently take place (1) within the student team, (2)
between the customer and the student team, and (3) between the teacher and the
student team.

(1) Teams that spend time together in the project room, and are thus able
to communicate efficiently (face to face), tend to be successful, as opposed to
those that do not adopt a shared work schedule. This observation is confirmed
by reviewing the evaluation statements about projects in retrospect. For example
in the set of ten projects supervised during the course development work, there is
an indication that problems in communication within the group correlates with
low grades. In some teams, despite their use of email, the team members were
engaged on the same tasks or were unaware of each others’ progress and thus
unable to react to deviations from the plan. By observation, this slows down the
progress of a project.

(2) I already mentioned above that effective student communication with
the customer is a success factor in projects, as observed, for example, in the suc-
cessful projects, that by themselves, adopted short iterations. The challenges stu-
dents face in their communication with customers was studied in (Isomöttönen
and Kärkkäinen, 2009). This is a highly relevant issue because problems in this
communication direction may mean that students focus their efforts on the wrong
software functionalities (see the student quote in Section 3.4.2).

(3) From a teaching perspective, face-to-face communication is needed be-
cause it is much more efficient than emailing or document reviews (cf. the fixed
timescale) and enables the building of close pedagogical relationships. A per-
sonal teaching experience is that this also made the supervision work much more
fun and appealing.

Teaching as coaching

Teaching as coaching means here an active and supportive teacher role. Below,
I illustrate the necessity of this teaching approach with examples that will fore-
ground the aspects I associate with it in the present course context.

Making the variety of project tasks explicit to students: Our study on students’
communication ability Isomöttönen and Kärkkäinen (2009) provides a good ex-
ample of how inexperienced students, encountering several learning challenges
when the project starts, have difficulties in paying attention to all the important
areas of software project work, such as communication with customers. They
must be helped to identify the different tasks and get rid of the initial confusion.

Helping students to get started with tasks: I illustrate this with project planning.
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One problem identified in the course is that project planning and the documenta-
tion of it take too long and sometimes get never finished. In this action research
setting this problem was avoided by “initializing” the students’ understanding
of the tasks involved. A discussion with a student, which clarifies the objectives
of project planning and gives examples of options for the various areas of project
planning, initializes the student’s knowledge so that the challenge encountered
is reasonable: a student gets started. This process of initialization was used to
explicate the variety of tasks in the projects. All students in the course are also
provided with document templates and guidelines to ease documentation.

Understanding individual capabilities: I have had to consider what constitutes
reasonable achievement, based on observing the individuals’ skill level and learn-
ing/social challenges. I have taken the position that it is better to support indi-
viduals in completing their tasks at a tolerable level than to assume that each
individual fulfills exactly the same teacher expectations regarding a certain pro-
cess deliverable: by so doing the students can develop confidence and are invited
to improve themselves as learners during the project.

Responsibility regarding students’ rights: A certain responsibility that the teach-
er has comes from being more experienced compared to the students and being
a representative of the department providing the course. It is important to un-
derstand this when providing students with realism in the form of a mandatory
course. Responsibility means that the teacher must monitor the students rights,
take the students’ side when there is tension in project completion, and demon-
strate the courage to intervene and negotiate with the customer. Usually the
course does not encounter severe problems with customers, but some tension of-
ten arises in project completion — as noted by James (2005) whose projects were
of similar degree of realism. The position taken in this dissertation is that the
teacher’s intervention drives the teacher’s professional learning and indirectly
also organizational learning. The following student quote from the anonymous
questionnaire data concerns this problem.

[STQ] The supervisor could have terminated the project when the time ran
out. A project can guarantee at most a prototype. We had to change the
whole business of the customer in a new direction. So it was a rather over-
sized project.

Managing student expectations: To ease the responsibility of protecting stu-
dent rights and to improve the students’ learning experience, both customer and
student expectations must be managed. The literature (Judith et al., 2003; Laware
and Walters, 2004; Hadfield and Jensen, 2007; Isomöttönen and Kärkkäinen, 2008)
notes that a project teacher of a real client project course needs to manage cus-
tomer expectations. Customers need to be prompted to recognize the scope of
the project and told the constraints of the educational setting. In practice, I try
to prepare the student group for negotiations with the customer, saying: “you
should negotiate with the customer on this issue and if need be I will also bring
this up”8. By prompting the students to take up this challenge of communicating

8 Active coaching creates sensitive pedagogical relationships and, here, the teacher must be
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a difficult issue, they can learn negotiation and develop communication courage.
Practical advice to the student group is also to make their operation as transpar-
ent as possible by giving honest and undelayed information about both progress
and problems (this is in line with using short iterations). In the end, it is the
teacher’s responsibility to intervene because the students are inexperienced and
may accept the customer’s expectations for the feeling of duty on a mandatory
course. My experience is that some sort of teacher intervention is often needed.

It is important to communicate the constraints of the course face-to-face in
the first meeting where all the stakeholders are present9. Customers should sim-
ilarly be informed of the constraints — face to face or voice to voice — during
the initial project topic negotiations (see Figure 2). This direct face to face con-
tact helps when returning to the issue later. Then, when the project approaches
closure and the customer starts asking for new features, the teacher can commu-
nicate the constraints of the project in polite phrases: “I notice that the group has
less than 100 hours of resources available, so it seems that we need to carefully
prioritize what we will do during the rest of the project”. I have never needed
to refer explicitly to the signed contract, but recall that an ex-colleague had to
directly ask a customer “Is it your opinion that we have not fulfilled the respon-
sibilities agreed by the contract?”.

The GT analysis presented in Chapter 4 revealed that students associate
completion with project success. Completion creates both enjoyment and an ex-
perience of survival, enhancing the students’ confidence. It is for this reason why
teachers must also manage the students’ expectations. When a project appears to
be too large in scope for a single project, and a portion of it has to be agreed as fu-
ture development, the teacher should explicitly state that this is not a failure but
due to the course arrangements where projects cannot have a pre-packaged sta-
tionary target. The following student quote from the anonymous questionnaire
data illustrates the changing requirements and that the student has probably not
experienced success.

[STQ] The customer’s interests and objectives should be carefully defined
so that the project’s success is not dependent on the customer’s notions. Of
course the group should be able to manage this to some degree, but in my
opinion the software project [the course] should be such that the success is
mainly dependent on the group’s [the students’] work.

Hagan et al. (1999) have stated that problems arising from changing requirements
are not to be considered a failure.

Avoiding a customer role: The teacher must principally follow only one
role: a coach who supports the students’ collaboration with customers. With at-
tractive real-life topics, it is easy for the teacher to slip into thinking up function-
alities that could also be included in the software. If students have to evaluate the

careful in guiding the students. It is important to not create a culture in which the stu-
dents directly answer no without any considerations of the resources a customer’s proposal
would actually need.

9 A practice first used by a former colleague.
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feasibility of the teacher’s ideas on top of those of the customer, it takes inevitably
more time and confuses the focus of the students’ work. I was careful about this
and it saved time (common sense observation). Outside this research, the course
has included usability-focused testing conducted by the teacher, and this is when
it’s easy to slip into the customer role. I also discussed this tendency with some
technical supervisors.

Providing sufficient feedback: The necessity of active participation became ev-
ident by the following. When I first took an active role as a teacher I occasionally
intervened too much at a low level of operation. Basically, I assume this was due
to personal excitement when shifting towards short iterations. Some of the stu-
dents commented on this informally. I then took a slightly less active role during
the year 2008, but problems followed and I noticed that the principal issue is to
focus on how to interact with the students during the active teaching — not to
reduce this activity (Section 5.3.2 focuses on how to interact with the students).
With the teacher in a less active role the students started to comment that they
would appreciate getting more feedback during the project to know how they
are doing. Students are inexperienced and wish to hear during the project what
issues they should pay attention to and improve on instead of receiving feedback
as a final judgement in the form of a course grade. Students are then able to im-
prove their operation during the project and have a chance to affect their grade.
Moore and Potts (1994) made a similar reflection: it might be helpful to tell a student
how he/she is doing at midterms.

The examples above illustrate that teaching as coaching is about under-
standing and accepting the constraints of the course. An active and supportive
teacher role is associated with fairness from the students’ viewpoint. If this is
compared to the first results chapter of the dissertation, particularly the obser-
vation that students’ negative course experiences have to do with the feeling of
unfairness, teaching as coaching can be argued to be very important in the course,
as shown in the student data. Notice also that it was foregrounded in the same
chapter how students’ positive experiences are conditioned by support.

Regarding these examples, a challenge and shortcoming during the research
was the fact that I did not use any explicit and frequent intervention practice
which would have always ensured sufficient feedback on the issues to be im-
proved during the projects.

Relations between practices in the stable part

In the above, I every now and then referred to how the practices of the stable part
interrelate. Figure 19 summarizes these relations, which are bidirectional. The
connections marked with numbers are explained as follows:

1. Communication skills, communication courage, and awareness of the im-
portance of communicating are needed to be able to autonomously work in
short iterations with the customer.

2. Short iterations create a communication framework.
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3. Explicit demonstration (coaching) is needed to support the adoption of short
iterations. The students’ understanding must be “initialized”.

4. Short iterations help to monitor the students’ work and assess the need for
coaching.

5. Face to face communication is an efficient way of teaching, and is dictated
by the one-semester time constraint.

6. A teacher must help the students to understand the necessity of communi-
cating.

FIGURE 19 Relations between practices in the stable part

5.2.3 Unstable part of the meta-process

As summarized in Section 2.8, there is variation in the course settings of TIES405.
The meta-process takes account of this, stating that a part of the software process
is derived from the unstable part of the course context. This changing part of
the software process is associated with on-going process tailoring. The example
given in Section 5.1 has already illustrated the necessity of process tailoring. In
the following, two more examples are given. The first relates to the practice of
estimation and the second to that of how to support the students’ project start-up
phase.

Estimation. I tried XP’s planning poker10 with the students. The first session,
in which relative effort points were given to the initial set of requirements elicited
with the customer, was of value. The participants were communicating. Design
aspects were discussed and open questions concerning the requirements were
identified. However, when I tried to get the students to track and learn their team
velocity (what is the relative effort they can manage per iteration) problems were
encountered. The students did not see any further sense in the relative estimation
after the first round and they neglected the whole thing. The interpretation was
that because the students were anyway required to log their working hours in

10 An estimation practice where participants (team and additionally the customer) vote on a
relative implementation effort for each specified customer requirement.
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the course11, the relative estimation introduced something they experienced as a
duplicate practice. Also, the estimates of inexperienced students in a from-scratch
project were observed to be more or less guessing. It is difficult to learn about
velocity during the single project with a newly formed student team that does not
have an established organizational culture as its background. It is also inevitable
that students who study other courses in parallel with the project course cannot
adhere to fixed weekly hours (cf. 40 hours week in XP) which makes the learning
of velocity unrealistic. The practice became that of simulating certain software
development practice (“simulating realism”) and I did not push the students into
what I observed as too much overhead.

I had earlier tried a simpler estimation where I informally prompted esti-
mations with questions “How much time do you think it will take to finish the
task” at the beginning of each iteration. By asking the same question of all the
team members, communication was triggered and some rationale was achieved,
only using work hours as opposed to relative measurement. The students were
not pushed to learn their velocity. I considered that it was also better to ask these
questions in the meetings with the customer so that the customer got a realistic
picture of the potential pace of progress and the students got used to transparent
working. This was a less formal way to estimate the workload and appeared to
fit better, “fit” meaning here that the practice of estimation could be communi-
cated to the students but not in the form of an irrelevant forced practice (cf. the
objective of the action research at the beginning of the chapter).

These experiments suggested that the planning poker sessions are a good al-
ternative in projects where there seems to be a challenge regarding the students’
communication courage and requirements elicitation. The less formal estimation
procedure gave students a hint of time estimation and could be used throughout
the project. Altogether, the conclusion from these experiments was that estima-
tion is guessing in the educational context where the students do not have signifi-
cant previous experience in software engineering. I thus do not regard estimation
as a condition for a successful project. The question whether to use an estimation
practice and, if so, what type of estimation practice should be used remain open
issues of situational importance.

Project start-up. I have asked student groups to develop a conceptual draw-
ing12 from the topic description they are given in the starting lecture. Such draw-
ings illustrate how the students make sense of the project purpose. The aim is
to make students aware of what they know and do not know and prepare them
for efficient communication with the customer (cf. meta-cognition (Flavell, 1976)
and constructivism (Ben-Ari, 2001)). This practice turned out to be very useful,
resulting in a first version of customer requirements within two to three customer
meetings at the beginning of the projects, but I came to notice that there were ex-
ceptions.

11 Credits are given according to spent work hours, see Section 2.5.
12 Compare this, for example, to the accelerated analysis in the feature-driven development

method where a conceptual overview (object model) is first prepared and discussed to
achieve a shared understanding (Palmer and Felsing, 2002, pp. 63-64).
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Namely, with a project topic that was readily understandable as a whole,
the challenge being in the technical sophistication needed to update existing soft-
ware, I noticed that the practice would be valueless if the preparation of a con-
ceptual model focused on the customer problem of interest, i.e., what should be
done in the project. Instead, visualizing the technical inner workings of existing
software that was to be updated was more valuable, as it promoted understand-
ing of the actual problem that needed to be addressed to start working efficiently.
Encountering this kind of project topic reinforced my conception that the process
in the course is to be based on high level practices that seem to “always” fit the
context, while the rest tends to depend on the situation at hand — more or less.

The more interesting point here concerns the students’ communication abil-
ity, as studied in (Isomöttönen and Kärkkäinen, 2009). That is to say, success
in giving students the kind of start-up practice that would help them to make
progress with the customer depends on the students’ communication courage,
communication skills, and their awareness of the importance of communicating.
Students do not take properly advantage of the practice involving communica-
tion if they are challenged in their communication ability; e.g. they do not see
the point of efficient communication. The practice of preparing an overall con-
ceptualization of the project purpose is about inviting the students to engage in
knowledge acquisition process together with the customer, and without the req-
uisite communication abilities this invitation is difficult for a teacher to trigger.
Although the start-up practice was found to be very effective, and thus could
belong to the stable part of the process, the more primary issue here is that the
teacher helps students to overcome their communication challenges (cf. stable
part practices and their relations, shown in Figure 19).

These examples illustrate that there is a changing part in the software de-
velopment method applicable in the course. This kind of process tailoring based
on reflection yields pattern-like knowledge that could be maintained as an easy-
access experience factory (Wiki) accessible for all project stakeholders; see (Ras
et al., 2007). Such an arrangement would make the tacit knowledge that is gen-
erated in the course more easily accessible and maintainable. Knowledge that is
currently embedded in a large set of archived project documents is implicit and
therefore difficult to utilize efficiently.

5.3 Relationship between teacher and students

This section elaborates the relationship between the teacher and the students (see
Figure 16). Section 5.3.1 translates the operational foundation given in Section
5.1 into a teaching principle, arguing on the basis of student data for the con-
tentual focus of teaching to take into account of activities that fit the course con-
text. Section 5.3.2 translates the operational foundation into a characterization of
interaction between the teacher and the students.
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5.3.1 One-track principle

The operational foundation outlined in Section 5.1 states that operation in the
course must be based on activities that fit the context, principally sourced by
teacher reflection. “Fit” means that students should be able to produce a reason-
able result for the customer. Translated into a teaching principle this means that
the project stakeholders need to have sufficiently shared objectives so that the
teacher principally supports the students in their effort to produce a reasonable
result for the customer. This is called here the one-track principle. It means that
students should not encounter teacher expectations that annoyingly contradict
the progress of the project. This is no problem regarding the learning objectives:
as put forward in Section 5.1, the learning objective for the students is to consider
relevancies in the course operation.

This principle can be argued by reference to the problems that arise when
things have gone differently. The teacher-as-researcher experiences and student
data are here in line with each other. The following student quotes along with
research interpretations illustrate three areas of software development in which
students have noticed irrelevancies. These are an up-front design phase discon-
nected from programming activities, project-wide workload estimation at the be-
ginning of the projects, and too much emphasis on documentation. These tend
to be simulation of realism, activities that do not fit the context but are neverthe-
less practiced, as I similarly noted with the estimation example in the previous
section:

[ST] Once the design document was completed, the design changed almost
on a weekly basis.

For the inexperienced students the “code is design” tends to better
bring out design issues than the upfront design in the paper format.

[ST] We especially had problems with the design document. Well, this was
partly due to the fact that the actual design was still incomplete.

The design document had no value in relation to the work. Design
without implementation — or final approval of software functionality
— is difficult.

[ST] The only estimate that was wrong right away, was the estimation on
the project’s workload.

There is no means for producing a reasonable project-wide estimation
at the project outset as the students are starting with a new team, and
facing a new project topic, a new domain, etc. (cf. the “everything-is-
new” starting point summarized in Chapter 2).

[ST] The workload estimation failed, and we were in a hurry towards the
end, but I’ve heard that it’s not unusual in the field.

The students spend time on “guessing” at the beginning of the project
which is one reason for the hurry at the end.
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[ST] Paper work took too many resources from the other work.

An emphasis on documentation (amount, timing) slows down the ac-
tual development effort.

It could be argued here that students learn from mistakes and are therefore capa-
ble of reflection, but further analysis of the student data indicated that it is risky
in this kind of realistic context to teach on the basis of conceptions that are not
grounded in the context itself, and thus have teacher/course expectations that
contradict the project goals/progress. It is risky because13

1. only some of the students are able to see an interrelationship between the
project outcome and task irrelevance, and students may feel unsuccessful
even though in part the underlying reasons are independent of their efforts.

Some students simply mention that they didn’t expect an emphasis on a
certain area in the project work. For example, they say that their preced-
ing studies did not prepare them for such careful technical documentation.
They pay so much attention to something unexpected that it becomes in-
cluded in their course experiences. Some students wonder if certain tasks
were really necessary. For example, the students felt that all that mattered
was the documentation. Or, they wonder if the granularity of the resource
allocation was too detailed. At the same time the students consider that the
project course gave them a realistic picture of software engineering work.
Thus, the students accept what they are expected to do, even if they may
wonder about it. Some of the students value the skills learned on the “sec-
ond track” despite its conflict with project progress. This particularly takes
place if they notice an improvement in their second track skills — for exam-
ple, an improvement in their writing skills.

This should be compared to Chapter 4, and the component “occupational
thought process is reinforced”. Students are able to reflect on the project
progress but their view may be problematic when they do not notice the
second track.

2. those that notice the problem are frustrated (cf. Chapter 4).

Some students take it easy and their frustration is translated into amuse-
ment. Some students are highly critical: they experience the arrangement
or emphases on certain practices as absurd. They compare the relevance
of the project tasks to the resources available and then report severe frus-
tration. Some of the students’ frustration explicitly indicates the two-track
problem:

[ST] We felt that we were squeezed between the supervisor and the cus-
tomer.

13 I use the term “second track” to speak of activities and expectations that do not sufficiently
support the students’ work towards the goals of the project.
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An excessive emphasis on documentation seems to create most of the stu-
dent frustration and it seems that here the students’ criticism of the course
is more hard-hitting in the anonymous questionnaire data than in the public
project reports (see data sources in Section 3.7).

[STQ] In working life the tweaking of documents for weeks on end
would lead to firings.

3. inequity emerges.

Student groups notice the problematic second track when they compare
their work to that done in their neighbor project groups. They observe
inequity. There are also direct comments in the students’ project reports
indicating that it was the teachers’ and the customers’ focus on the relevant
project tasks that enabled them to finish the project on time.

[ST] Moreover, the project documentation focused on what is relevant
and neither the teacher nor the customer considered irrelevant issues. In
this way the project ran to time.

Similar comments were also found in the questionnaire data. The students
brought up the issue when asked how to improve the course.

[STQ] Fairness: different project groups were not in an equal position
regarding, for example, the requirements they received from the supervi-
sor.

The second track issue is observable in the student data and indicates a concern
with respect to the teaching focus. As the theory of the first results chapter sug-
gests, potential problems in realistic course contexts should be carefully analyzed
and reacted to, even where the overall course experiences are positive.

However, the second track problem is not a black-or-white matter. When
the resources are available, the teacher can add content (challenge) to the project
by focusing on practicing certain SE tasks in detail. This is what Burge and
Gannod have noted (see Chapter 2). I have myself experienced this by adding de-
tailed documentation regarding system testing into a project, and I find projects
in the course history where documentation-oriented projects have been finished
on time, probably at least partly due to the small size of the product (number of
code lines).

Practicing the one-track principle — the challenges encountered

The major challenges concern how students’ reflection can be supported, and this
will provide a link to the next section concerning the teacher’s interaction with
the students. The challenges can be summarized as follows:

1. a fair share of the students’ resources goes into the learning of a systematic
way of working (whether such a way fits or does not fit the context) and it is
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likely that this reduces their possibility to reflect at the process level. Focus-
ing the teaching on process level understanding resulted in some students
commenting on their learning of a software process in their written course
feedback.

[ST] As a team leader, in particular absorbing the agile process model
was interesting.
[ST] ... in the team leader role, the process model became very familiar
to me.
[ST] The most of the learning comes from the process model, project
work, meetings, and other social interaction.

The quotes are from the projects that used short iterations. Basically, the stu-
dents are happy to learn the process, but do not really “examine” it in their
course feedback. Here I came to consider the students’ course work in the
context of Maslow’s (1943) hierarchy of needs, and by searching for a joint
reference to “project management and Maslow” I found that this analogy
had been presented earlier14. Accordingly, if the students first learn basic
skills in software engineering and group work, they are likely to have more
resources for reflection at the process level in a customer project. In any
event, there is an indication of a change in student responses, with students
increasingly explicitly using the term “process” in their responses, which
may mean that they have internalized what process means in a software
project.

2. in any case, there are considerable challenges in this kind of course con-
text, and such individual challenges can steal the students’ focus away from
generic process level reflection. The students’ course experiences of projects
aiming at a one-track principle (finished on time) do not indicate “second
track frustration” but disclose that there is enough challenge. The trade-offs
presented in Chapter 4 remain. There are new technologies, group work
challenges, communication challenge, etc. Focusing teaching on process
level issues does not guarantee success, because it is conditioned by these
inevitable challenges.

3. not all the students have sufficiently been invited to engage in process level
reflection within the present research effort. As the above quotes illustrate,
student team leaders focusing on project management are in a good posi-
tion in the student group to reflect on process level issues. Inexperienced
students tend to reflect on issues that are “close” to their role and activities
in the project. From this perspective, special attention needs to be given on
how to invite all the students of a group to engage in such process level
reflection.

14 http://www.chacocanyon.com/essays/hierarchyofneeds.shtml
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5.3.2 Interaction: dynamic dialog vs. authority

This section discusses the difficulty of interacting with the students when seeking
to ensure their learning. I came to notice that this is one of the major concerns in
teaching in a realistic context in which students’ positive experiences are condi-
tioned by giving them both responsibility and support (see Chapter 4). It is a great
practical challenge for a teacher to act in an appropriate way on this continuum.
By undertaking project teaching in the form of coaching, I ended up with the
following characterization on appropriate interaction: teacher interaction with
students is dynamic dialog anchored to negotiable competence-based authority. This
is associated with the operational foundation stated in Section 5.1: space has to
be left in the interaction to address student learning and acknowledge that stu-
dents also affect what counts as applicable operation, while some sort of authority
(instructiveness in practical sense) arises from the teacher’s epistemological po-
sition. In the following, I discuss the themes found under this characterization.
Although the chapter has a specific section for a literature comparison (Section
5.4), I include some literature in the presentation as I noticed close analogies that
help in communicating the results and serve as argumentation.

Dynamic dialog

I found the term dynamic dialog to be an appropriate synonym for the liberty
needed in interaction between teacher and students in the TIES405 context. The
term is sourced from Robinson (1994) who highlights the dynamic nature of di-
alog in the context of empowerment. This refinement of empowerment has a
strong element of liberty in it. Participants in the dialog need to feel free to in-
crease their competence and they have changing roles. Both the students and the
teacher teach, and they both learn. Dialog is also emphasized in constructivist
teaching; Peavy (1999) situates dialog in central place in constructivist teaching
that stresses social interaction between a supervisor and the person supervised.
The nature of the dialog is such that neither of the participants aims to rise above
the other. Listening and empathy are the important supervision skills in this dia-
log.

In the TIES405 context, dynamic dialog in interaction is needed because
student groups working on their project topics on a daily basis become more
familiar with the customer’s problem domain and the software than the teacher.
This is why students have insights as to what is relevant at a particular point in
the project and what order their problem solving processes should take. This is an
important single observation, a fact to be accepted by the teacher. This is why the
interaction between teacher and students has to be dynamic in nature. Without
such a dynamism, there is an immediate risk of two tracks in the students’ work,
one in which deliverables are prepared for the academic track, in the worst case
without a rationale, and another in which software is developed for the customer.
It is thus important that the teacher always engages in dynamic dialog when
giving feedback to students on a process deliverable and lets the students affect
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the operational knowledge. A shared understanding of the appropriate strategy
to re-work the deliverable is needed.

The need to have dynamism in order to address student learning can be
illustrated with an example of the lack of dynamism. I return here to the issue of
an overly active teacher role (see Section 5.2.2). Along with the strategy of active
teacher participation undertaken under the action research setting, I started to
receive direct comments from the students about my role being too instructive.
Instead of prompting students to consider relevancies, I interrupted and took
over their problem solving processes which was likely to contradict with their
possibility to experience ownership of the problem. Maehr’s (1984) theorizing
on meaning and motivation provides an explanation. He states that the meaning
of a situation and the associated motivation is determined by how an individual
experiences his or her action possibilities in the situation. This is in line with my
experiences: too much control at a low level of operation constrains the students’
perception of action possibilities, thus reducing motivation.

Having stated that dynamic dialog is an appropriate characterization for in-
teraction in coaching, it must be stated further that dynamism is also inevitable
because of the presence and changing requirements of real customers. The teacher
has occasionally to act without a chance to lean on any prescriptive principle.
This is an important observation as it illuminates why following a structured
teaching method, e.g., a group counseling method suggested by Borgen et al.
(1989), which assumes designing of activities for the group, is not straight-forward.

The content of the dialog is also important. Based on my experiences, con-
centrating too much on being congenial may result in difficulties in focusing on
serious project matters. This may happen when the teacher spends a lot of time
with the group and particularly when the conversations are often off-task. As
a consequence, an atmosphere other than learning-oriented one can emerge in
customer meetings, where the results of the projects should be inspected in a
mature way. This example demonstrates the sensitivity recognized in dynamic
dialog and teaching-as-coaching: the teacher affects and can affect the work cul-
ture of the project (values and norms). The literature warns about the risks of a
“blind” humanistic view in teaching/learning (concentration on nice) (Järvinen
et al., 2000). It may cause failure in respect of learning objectives. Notice that con-
structivist teaching, which underlines the socio aspect of supervision, also breaks
away from a naive focus on the overly positive teaching mode (Peavy, 1999, p.
163).

Inevitable and applicable authority

There is a long tradition of instructive and scheduled classroom teaching in aca-
demia. One reason for this could be that instructiveness — as opposed to the sit-
uational approach to teaching — guarantees equal treatment of learners. All the
students are treated with a same prescribed set of requirements. In TIES405, in-
structiveness is needed because of the contextual constraints. The fixed timescale,
real customers, and inexperience of students imply discipline and instructiveness
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in interaction. Instructiveness is particularly needed during project set-up. Rapid
progress is immediately needed instead of an explorative manner of learning,
such as discovery learning (Bruner, 1961). If inexperienced students just come up
with their own operative model in the one-semester context with real customer
expectations, progress starts in such a slow fashion that it is difficult to provide
real value for the customer within the time constraint. The project model is then
not feasible.

A key consideration here is that when a teacher needs to instruct, this im-
plies some authority over those to be instructed. This authority has to be based
on a certain kind of competence which is discussed below.

The most important property of competence is directly what was stated in
connection with the operational foundation in Section 5.1. The teachers’ compe-
tence has to arise from reflection on the project course context. Such competence
means that instruction and supervision are relevant. If competence is sourced
from external preconceptions, for example, based on process prescriptions not
carefully rationalized in the local context, there is a risk of irrelevance in teach-
ing: second-track issues are introduced (see Section 5.3.1). One can also compare
this to the preference for emergent concepts in Grounded theories. Concepts that
are generated from the research context, not borrowed, fit, they are relevant. Sim-
ilarly here, competence derived from the course context itself, not borrowed, fits.

This kind of competence-based authority can attract students because of its rel-
evance. Strike (1982, p. 52) points out that a learner must willingly submit to
the expertise of the master, and I have found that the relevance of instruction is a
major determinant of expertise that is willingly submitted to15. However, in ad-
dition to relevance, it is necessary to consider how to communicate the teacher’s
competence to the students. There are two aspects to this, one of which is sug-
gested by the constructivist literature: the teacher needs to become familiar with
the students’ prior knowledge level to be able to actualize his or her competence
in an accessible and attractive way, as argued, for example, by Feldman (1980),
who points out how a child is attracted to learn from an older sibling if the gap to
be filled is of a sufficient size. Being close enough to the learner’s current knowl-
edge structures creates a need (motivation) for the learner to restructure his/her
cognitive structures to the tempted level. The other relates directly to the objec-
tive nature of operational knowledge: I interact with the students by transmitting
the relationship between the teacher and operational knowledge, i.e., by showing
that the teacher’s proposals are not opinions but based on critical observations
that can be argued empirically (see Popper’s examples of second and third world
knowledge in Section 5.1.1 and the discussion in Section 5.1.3).

Another practical perspective on competence-based authority is not hid-
ing areas (and moments) of incompetence. This requires honesty and courage
from the teacher. In unpredictable situations16, to avoid annoying situations, the

15 See the example of process tailoring in Section 5.2.3; When trying to get the students to
evaluate group velocity, they ignored instruction on what appeared to become simulation
of realism.

16 As I noted earlier, in a real customer context a teacher is likely to encounter situations that
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teacher has to be able to say “I really don’t know, we have to figure it out”. Hon-
esty leads to trust17, and importantly, seems to decrease the student stress emerg-
ing from the fairly serious course work. The teacher does not “hide behind a
structure”, and the students notice that it is not unusual to not have a ready-
made answer in a real situation. It is not poor operation if they do not know
how to operate. This again is an example of how a teacher can affect the work
culture of the student group, here to accept and cope with uncertainty. In terms
of Peavy’s socio-dynamic counseling, this is about “outsourcing” problems away
from persons so that they become external and can be managed (Peavy, 1999, pp.
107-108).

Finally, competence-based authority has always to be negotiable; Even where
the social object, a realistic project course work in software engineering, is con-
sidered so stable that conceptualizations are meaningful, the conceptualizations
are not put forward as fixed conceptualizations. “Theory as a process”, “ever-
developing”, Popper’s statement on how explanations of problems tend to create
new problems, etc., are here the underlying paradigm level assumption that ne-
cessitates negotiability.

Linkage between dynamism and instructiveness

Consider the following example. A student group enters the project course. As a
teacher I wish to meet the group after the starting lecture. The aim is to become
familiar with the group and begin discussing the areas or project work that the
students will first encounter. I start by asking how much the students know about
processes and proceed by explaining the possibilities regarding the process to be
used in their project. It is not unusual that some students do not attend to the
dialog, they answer only when prompted to. Is such a student unmotivated, too
timid to communicate, or too unfamiliar with the terminology used so that there
is too much challenge right away18? The question illustrates the multidimension-
ality in supervising a group, and how it arises from individual differences. The
student sitting quietly may wish only to have direct instructions and feels uncom-
fortable if pushed into dialog. The literature suggests that the person’s previous
experiences in learning affect the way he/she wants to be taught. Rogers (1983,
p. 154) notes that there should be provision for those who do not want freedom
and prefer to be instructed. Thus, dynamism (liberty) for a student does not nec-
essarily mean dynamic dialog but receiving instruction.

This challenge means that the teacher should pay attention to both group
and personal characteristics. This, however, is difficult because observable be-
havior is unlikely to reveal underlying cognitive processes (Gibbs et al., 1980). To
address this challenge I aimed to build a pedagogical relationship with each stu-
dent in a group. In practice, the method I advanced — first learned from a former

cannot be pre-planned.
17 According to Strike (1982) trust is a constituent of successful pedagogical relationship.
18 Peavy (1999, p. 162) states in the context of socio-dynamic counseling that the language

used should be familiar for all participants.
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colleague — is to go to meet the group informally without a set appointment. I
prefer to do this on almost a daily basis and often without any prescription in
mind. The key issue here is that such meetings are of an informal nature, and
they become such if the teacher does not plan them. Such visits to a student
group starts with “How are you doing with the project?” and attention is given
to all the students in the group. My experience is that this appears to reduce the
initial teacher-student hierarchical tension and gradually enhances dialog with
all the students.

Challenges encountered

This Section 5.3.2 has been about challenge: when the emphasis in learning objec-
tives is transferred from the learning of individual skills to reflection, the interac-
tion between the teacher and the students becomes the major issue. The following
can be added to the discussion in the section:

• The group remains a black box due to a dominant yet strong team leader:
it is then difficult for the teacher to build a pedagogical relationship with
each student in the group. This complicates the assessment of individuals
as the team leader takes lots of responsibility but leaves the rest of the team
a black box.

• Teams with communication problems due to conflicting opinions: the teacher
must try to support and motivate both camps and prompt the students to re-
solve the issues. Instructiveness may help so that the teacher clearly sets the
direction for the project based on his/her experience and justifies this with
examples for both camps (thus by showing students empirical evidence).

• Unequal commitment and team members not working together: These af-
fect the mood of the group, making it difficult for the teacher to have pos-
itive and learning-oriented interaction with the students (see the student
quote in Section 4.1 at the point “Trade-offs”).

5.4 Comparison to literature

In this section I discuss the major themes of the theory presented here in relation
to the literature. Similarly to Section 4.2, the nature of this section is reflectional
and discussional, as opposed to an aim to force the literature to fit the present
theory.

Identifying operational foundation

The present theory answers the concerns stated by Parker et al. (1999) in the
context of real client student projects:
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We find it a considerable challenge to our skills as educators to draw out
relevant methods, approaches and techniques from the software engineering
literature, in response to particular problems raised by the students in dis-
cussions.

According to the present theory, the SE literature is a pool from where to source
practices, but essentially a teacher observes emergent practices and needs to crit-
ically evaluate how practices that are imported into the course context fit that
context. This means observation and conceptualization from observation. Usu-
ally, project courses yield process deliverables that can be analyzed to support the
observation and conceptualization. For example, TIES405 projects have been
fully documented and there are plenty of empirical data available for a teacher to
check his or her observations.

Objective knowledge vs. empirical modeling

In Section 5.1, I used Popper’s concept of third world as an analogy in commu-
nicating the results. A similar idea and analogy can be found in the empirical
modeling, so I interpret it here. Beynon et al. (2009) speak of empirical modeling,
seen as a constructivist pedagogical approach to computing which from an epis-
temological point of view admits that knowledge is generated by experience. It is
knowledge that has to precede established knowledge in a propositional form (cf.
domain understanding vs. program code). Regarding its epistemology, Beynon
et al. source an analogy from radical empiricism. They refer to William James’s
(1996, p. xxii) conception that knowing is rooted in direct experience, and his
thesis that relationships between experiences are themselves given in experience.
They arrive at saying that though such knowledge is of its essence a personal mat-
ter, this is no obstacle to its potential classification as having an objective quality,
if one’s own experience is experienced as cohering with that of another person
experiencing the same situation. It is suggested that Beynon et al. are speak-
ing of knowledge similar in nature (its objective quality), but arrive at it through
another route.

Interestingly, the idea of empirical modeling has been used in an unpre-
dictable learning context, embedded in a software product that collects informa-
tion from the learning context for a teacher, who can then act just-in-time (Jor-
manainen et al., 2009). In the present study, a related idea was conceptualized
through action taking in a capstone project context.

Meta-process: emergence of short iterations

The shift towards using short iterations was not an action randomly derived from
contemporary software development, but was indicated by observation, as de-
scribed in Section 5.2.2. In this instance, taking actions was about explicating the
use of short iterations. They were no longer used more or less consciously, and
occasionally, as a “closet” process with a waterfall sequence. As suggested in
Section 5.2.2, one could speak of emergence. In this connection, an interesting
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statement is found in Fornaro’s et al. (2007) paper concerning one-semester stu-
dent projects with external sponsors. The paper provides experiences gathered
over a ten-year period:

CSC 492 imposes no specific demands on the format of a software develop-
ment methodology, other than that there must be some well-defined process
in place. The exact form is normally negotiated between student teams and
the sponsor.

This resembles what has been stated with the meta-process above, i.e., that an
applicable process consists of a stable part and a changing part. The same paper
also states:

The iterative approach [2–4 week cycles] is by far the most popular; it al-
lows students to develop smaller portions of systems and thus receive more
frequent feedback from mentors/advisors. Timing constraints imposed by the
16-week semester time-frame often steer teams to this iterative format.

These two quotes indicate not only that a stable part could be identified in an ap-
plicable software process but that short iterations are an option in the stable part
in the course contexts of this kind. Here also, the latter quote gives an impres-
sion of emergence, with iterative development (Basili and Turner, 1975) finding
its way into this kind of course context. Similarly, Brügge (1994) concludes that
iterative development fit an unpredictable real-life course context.

It seems that by diagnosing and taking actions the present research have
arrived at what Brooks (1987) concluded regarding the importance of iterative
development in the face of inevitably complex software. Brooks identifies that
specifying what should be done is the most challenging single issue in software
engineering, and that early prototyping, and developing software in an iterative
fashion is necessary to meet this challenge. Note that when Brooks speaks for it-
erative development he is referring to the problem of customer inability precisely
to state the requirements of inevitably complex software. The context of the writ-
ing is thus that of a customer project, as is the case with TIES405, and the papers
by Fornaro et al. and Bruegge.

Notice here that short iterations, belonging to key agile practices, were not
chosen in order to teach best practices of contemporary software development
but because they appeared to arise from and fit the context.

Inductive process improvement and contextuality of software development

The software engineering literature has identified two approaches to process im-
provement. These are the inductive and the prescriptive (Gorschek, 2006). The
inductive means that improvement is based on an understanding of the current
situation in a project organization, whereas prescriptive means that it is based
on best practices in industry. By referring to the CMMI-model (CMMI Product
Team, 2002) and an ISO standard (ISO/IEC, 2002), Napier et al. (2009) state that
the prescriptive approach is the dominant of the two. The inductive approach to
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process improvement most obviously overlaps with the acknowledged issue of
contextuality of software development; see e.g. (Bern et al., 2007).

The operational foundation states that the applicable process is derived
from the development context, in which case the approach is inductive/contextual.
However, process improvement as a title framework for this chapter is somewhat
misleading as the changes do not necessarily mean improvement but a better fit
only in the current context and situation.

From a curricular perspective, the process approach of the dissertation pro-
vides a means to communicate this inductiveness/contextuality to the students
during their study path.

Agile software development and knowledge acquisition

Clearly, the stated stable part practices can be associated with the practices high-
lighted in agile software development such as Scrum (Schwaber, 1995). Scrum
is characterized as a project management framework that does not define the ac-
tual development procedures (Abrahamsson et al., 2003). This corresponds to
the present theory that suggests a process skeleton that should be counted on.
The present theory is, however, more specific, suggesting that the rest of the pro-
cess must be continuously tailored and, in particular, that teacher reflection with
criticism is the key to this tailoring activity. To my knowledge this aspect of the
teacher role does not correspond to the Scrum master role, which assumes self-
organizing teams. I also identify that the facilitating role of the coach has a clear
educational emphasis in the present theory compared to Scrum. For example,
teaching as coaching must consider the individual abilities of inexperienced stu-
dents (“tolerate blocks”) to invite all the students to engage in active participation
and learning; see “teaching as coaching” in Section 5.2.2.

From a more abstract viewpoint, I assume I have arrived at a view of soft-
ware development as a knowledge acquisition process (Armour, 2003). The em-
phasis on short iterations, communication, and teaching as coaching all enhance
knowledge acquisition concerning what is developed, and needed between the
customer and the student team. I could thus state that the course model is man-
aged by viewing software development as a knowledge acquisition process.

Altogether, I perceive that the research setting has not been one of verifying
a particular software development approach in the studied course context but
one of coming to know what fits the local context.

Importance of communication

Communication skills are stressed in the current view of engineering work (Nor-
back and Hardin, 2005), employers rank them high (Teles and de Oliveira, 2003;
Lamp et al., 1996), and they are recognized as a condition to advance one’s career
(Polack-Wahl, 2000). Students’ communication skills have received a great deal
of attention during the history of TIES405. For example, the two project pre-
sentation rehearsals aimed at preparing students for the final public presentation
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(see Section 2.5) provide a safe environment for the students to practice commu-
nication, and have been very well received by the students. The contentual em-
phases of the present theory (communication was included in the stable part of
the meta-process in Section 5.2.2) continue the focus on the students’ communi-
cation ability, but the theory incorporates communication in the sense of making
the course a feasible arrangement instead of teaching particular skills.

The present theory foregrounded that students’ communication ability is
in many ways “primary”, and therefore earns a position in the stable part of the
process. Brügge (1994) concluded that there was a need for iterative development
in the real customer project context, but noted that this can lead to communica-
tion problems and breakdowns, leading in turn to unsatisfactory end results. He
argued the need for the inclusion of social, organizational, and communication
issues, which seems to be in line with the present theory — spoken of in the same
sense.

The present theory suggested that short iterations create an explicit com-
munication framework. One could thus speculate that partly because of the need
to communicate efficiently in the fixed time one-semester real customer course
context, short iterations have emerged in that course context.

Teaching as coaching

Teaching as tutoring/mentoring/coaching has long been acknowledged in ed-
ucation (Wood et al., 1976) but a focused paper on coaching in computer sci-
ence/software engineering education is difficult to find. Dubisnky and Hazzan
(2003) present one that is grounded in extreme programming. Hedin et al. (2005)
report on a specific coaching course run in parallel with an extreme program-
ming project course. Mentoring/tutoring/coaching is, however, often included
as a topic or at least briefly mentioned in a descriptive student project paper,
e.g. (Törngren et al., 2007). It can be concluded from these references that coach-
ing means guiding and active role, communication triggering, intervention, and
balancing between educational and customer objectives. It is found challenging
because of the close contact with the students and because it requires effort, con-
sideration, experience, and training. These coaching qualities are in line with
the present theory, except that in the present theory teaching-as-coaching was
identified as a component making the course feasible with respect to the action
research objective. The present theory illustrated coaching with examples to en-
sure a context-specific view of coaching, and the common theme of the examples
was fairness (see Section 5.2.2). To my knowledge, the CSE literature does not
emphasize the conceptualization of fairness in coaching practice.

The examples given of coaching practice (making project tasks explicit to
students, helping them to get started by ensuring their have sufficient under-
standing of the tasks and giving them guidelines such as documentation tem-
plates, understanding their abilities individually in relation to a reasonable ac-
hievement, and managing of student expectations and rights) can be viewed as
conforming to constructivist teaching with a phenomenological humanist flavor.
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More precisely, both the constructivist implication, that a teacher must ensure
that a learner has sufficient prior knowledge for a task (Ben-Ari, 2001), and scaf-
folding, in which a teacher first gives guidelines and then lessens his/her guiding
role (cf. zone of proximal development (Vygotsky, 1978)), are applicable in seek-
ing to explain the constructivist component. The attention on individuals, their
ability, expectations, and rights, gives the phenomenological humanist flavor in-
terestingly demanded by Dahlin (2001).

Here the constructivist implication and scaffolding are, in a way, linked to
the conscious aim to accelerate student learning and then contradict with other
constructivist constructs such as discovery learning (Bruner, 1961). However, this
is not seen here as neglecting an explorative manner of learning, but is rather
about understanding the teaching context to make it feasible.

Learning objectives; contentual focus in teaching

I observe in the literature that real customer projects often specify learning goals
as giving students a realistic experience and enhancing skills, e.g. (Knoke, 1991;
Johansson and Molin, 1996; Bothe, 2001; Christensen and Rundus, 2003; Mochol
and Tolksdorf, 2009). This “taste of the real-world” was also identified in the
taxonomy by Fincher et al., as the objective of real client projects (see Section 2.8).
As given in Section 2.2, realistic experiences and skills have also been defined as
the learning goal in the context of TIES405.

These observations suggest that explicit support of students’ meaning mak-
ing (reflection) may have not received much attention in the context of intensive
real customer projects. A reason for this may be the fact that student resources
are easily expended on surviving the project assignments, as discussed within the
present theory. An extract from the paper by Parker et al. (1999) well identifies
this challenge that comes with intense real customer projects:

Some of the issues concerning professional software engineering practice that
preoccupy us as academics are probably lost on many of our second-year un-
dergraduates in their dedication and determination to build working, finished
products.

The present theory suggests that enhancing students’ holistic understanding
so that a teacher aims to share his/her operational knowledge with the students
should be emphasized. This is here dictated by the course constraints: a high
focus on specific skills easily contradicts with the goals of a project and therefore
learning must be devised in another way19. Learning objectives in the context of

19 This relates to the concept of two audiences/tracks/targets in students’ work, which is
found in the literature. Clear et al. (2001) state that contradictions between educational
and customer objectives must be continuously monitored and resolved. Similarly, Fincher
et al. (2001) find that real client projects involve balancing between academic objectives
and customer requirements (see Section 2.8). In Chapter 2, and within the present theory,
I also referred to Gannod and Burge (2009), who have noted that content with an educa-
tional purpose can be added to projects if they lack challenge. Notice that two audiences
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the present theory (relevancies in operation) are directly consistent with the cus-
tomer’s objectives and a potential academic “second track” is considered a prob-
lem. Here, one can compare the example in Section 5.1.4 with the paper by Shafer
(2002). In the latter, project studies appear to have high focus on process deliver-
ables (documentation) and it is observed that over one thousand student hours
is not enough for a reasonable project in one semester. In contrast, the example
in Section 5.1.4 illustrates how software engineering practices are tailored to fit
the context (real expectations and one-semester timescale), and that the learning
objective is thus to consider the tailoring activities together with the students.

While shared reflection is seen as the primary way of learning in the present
theory, it was noticed that without an explicit teaching method it is difficult to in-
vite all the students to generic process level reflection. I found that some students
started to explicitly mention “process” in the course responses, which is the right
direction regarding the objectives of the research conducted here.

The present theory stated a holistic framework in which student learning
objectives were understood as an integral part of applicable operation in the
course. In this connection, Dubinsky and Hazzan (2005) have developed a frame-
work for teaching software development methods and also define the goals of the
course within a holistic conceptual framework which identifies and defines roles
for the stakeholders. They base their course on extreme programming (Beck,
1999), and the setting of the course, and its operational foundation, is thus dif-
ferent than that suggested by the present theory.

5.5 Summary

In this chapter, a theory on how to manage a one-semester real customer project
model was presented (see Figure 16). This identifies an applicable way to ground
the operation of the course. More specifically, the suggested way was based on an
understanding of operational knowledge and then the epistemological positions
of the project stakeholders in terms of that knowledge.

A meta-process was derived which illustrated how an applicable process
in the course consists of a stable part and a changing part. This provides both a
process skeleton that can be counted on (a stable part that fits) and sufficient space
to empower the project stakeholders (changing part: what phases of the software
life-cycle are stressed, does customer attend technical reviews, how requirements
are estimated, what kind of testing is performed, etc.).

The present theory stated that the contentual focus of teaching should fol-
low a single track in which students develop software for customers, so that the

or targets in students’ work can be viewed from two viewpoints. The first was discussed
in Section 2.8 at “Degree of realism”: the students must notice the need for mature prod-
uct (future development) despite the customer’s immediate requests. The second relates
to the present theory: academic emphases may become irrelevant in the working life-like
teaching context.
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learning objective is to consider the relevancies in operation. The student data
indicated that TIES405 has basically stressed both the end product and process
deliverables, and this was what I observed when reviewing typical deliverables
of a TIES405 project in Section 2.6. Regarding the contentual focus of teaching,
the present chapter suggests that a shift should be made from process deliver-
ables (skill focus) to enhancing students’ holistic process level understanding (re-
flection). Challenges were also identified, in particular inviting all the students
to engage in process level considerations had not been sufficient with the action
research effort. Thus, the shift away from the skill focus, towards reflectional
learning, requires careful considerations on how to support reflection. I return to
this challenge in Section 6.4.

With the given learning objective, it is highly important to know how to in-
teract with the students. I referred to dynamic dialog and also stated that some
authority is inevitable. The dynamic dialog should be in place because students
develop expertise in the problem domain, and their views must therefore be con-
sidered when discussing the direction of the project. Moreover, in a real situa-
tion, operation is not based on fixed conceptualizations, but dynamism becomes
inevitable. The teacher’s authority is of an epistemological nature, and arises
naturally from the teacher’s possibility to observe successive projects and gain
knowledge by reflection.

Finally, it is pointed out that the present chapter omits a case description
(details). This is due to three things. Firstly, the goal of the work was theoriz-
ing as opposed to description. Secondly, the research theme that was “run into”
here had a holistic nature as opposed to an interest in a single isolated question
of student software development. Thirdly, the conceptualization (result) itself
maintains that there is a changing part in the applicable software process, which
means that a detailed description would not foreground the mechanisms of how
to manage the course.

5.6 Methodological reflection

Addressing a real issue

Addressing real tensions and problems in people’s lives itself demonstrates the
validity of action research (Waterman, 1998). The action research of the disserta-
tion addressed a real issue (instead of verifying a researcher-deducted preconcep-
tion in practice). There was a call for a change due to tension in project comple-
tion and the associated problem of delayed projects, and the research conducted
provides knowledge that the organization can utilize. Waterman (1998) suggests
that the sources of tensions should be explored. I explored the problem only to
the degree I felt appropriate: the principal aim was to foreground knowledge that
helps improve things.

In claiming that a real issue was addressed, the change involved in the ac-
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tion research undertaking must also be discussed. The change is most appropri-
ately discussed by referring to the contentual focus in teaching, as discussed in
Section 5.6 and summarized above: the present theory suggested a shift away
from a skill focus to reflectional learning, but this was noticed to be difficult,
as any structured method for supporting student reflection was not adopted. I
return here to Section 3.5, where it was stated that it is not clear what change
constitutes an improvement. In this connection, teaching undertakings under the
present action research process demonstrate that it is possible to satisfy the course
constraints (real expectations and the fixed time scale), but the methods of how
to support student reflection requires further considerations. Overall, I incorpo-
rated this kind of open-endedness into the theory of the present chapter through
the sections “challenges encountered”.

Critical validity

As noted in Section 3.5, one of the many lines of action research is that of eman-
cipatory action research (critical theory). The validity of action research can also
be viewed through the critical lens (Waterman, 1998). More precisely, action re-
search aims to improve justice in people’s lives; this demonstrates its validity
(Waterman, 1998; Kemmis and McTaggart, 1988). The action research of the dis-
sertation addressed an issue that closely relates to student rights.

In the context of critical validity, it is important to identify what the change
has meant to the people involved (Waterman, 1998). The dissertation work put
student groups in unequal positions as the approach taken with these groups dif-
fered from what other groups practiced. As students have experienced inequity
due to the different approaches of project teachers independent of this research
(as indicated by the data), this dissertation work inevitably injected more dif-
ferences into the course practices. However, this work did not directly harm or
overload students and aimed at foregrounding important knowledge.

Several discussions on student rights occurred with colleagues during the
research process, particularly with regard to the limits of the course and contract-
ing. I see all of this as about challenging the each other’s occupational views. As
noted in Section 3.6.3, such critical discussions helped in acknowledging personal
bias.

Theoretical sensitivity

The second part of the dissertation is the result of continuous teacher reflection
and reduction of that reflection to few conceptualizations (theory): see Figures
16 and 17, the teaching principle in Section 5.3.1, and the characterization of in-
teraction in Section 5.3.2. The final interest was thus in theorizing and then in
informing others of the understanding gained.

At many points I ended up using a comparison similar to GT. An illustrative
example of this is Section 5.2, particularly the point at which I review the different
project groups and conclude about the applicability of short iterations. In the
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similar manner, I could compare between an active and a less active teacher role. I
also did systematic coding and note writing when I reviewed student experiences
regarding the one-track principle in Section 5.3.1. This arose from the inclusion of
an incomplete grounded theory process in the action research results. As stated
in Chapter 3, the grounded theory-like comparison procedure intuitively entered
the action research when theorizing the findings.

It should thus be appropriate to refer to validity in terms of grounded the-
ory. Similarly to the grounded theory chapter (see Section 4.4), theoretical sen-
sitivity is argued here as a validity aspect. Any theorizing process most likely
involves some reduction to be able to put forward a consistent while explana-
tory outline of the theory. In this regard, the theory of this chapter was centered
around a very basic and reduced conceptual idea, as illustrated in Figure 16 (cf.
the core category in grounded theory).

Generalizability

As stated in Section 3.6, theory (conceptualization) becomes free from time, place,
and people. In this connection, the theorizing aim of the present action research
process is likely to increase generalizability and transferability: conceptualiza-
tions mean raising the level of abstraction and are easy to remember. Therefore,
those planning or using the similar course constraints may benefit from the stated
conceptualizations.

This free from time, place, and people is referred to from the methodological
perspective here, thus in the sense of what kind of knowledge is developed: con-
ceptualization vs. description. It is not assumed that (and it is not the interest
of this dissertation to examine whether) the research result here is context-free,
generalizable in the classic sense of the word, see (Lincoln and Guba, 1985, pp.
110–128), but can principally concern intensive real customer projects. This is in
line with the grounded theory notion substantive theory, as discussed regarding
the generalizability of the first results chapter (see Section 4.4)20. Only on the
account of the messiness of social systems (Sayer, 2000), the dissertation neither
claims that the stated operational approach is the only applicable approach with
the studied course model.

Similar to the first results chapter of the dissertation, it must be noted here
that the reflectional comparison between the local theory and the literature in
Section 5.4 does not imply an attempt to force a generalization. Here also, the
comparison arose from the on-going nature of the theory-oriented research and
can advance the local theory in a hypothetical manner. To give an example, in
Section 5.4 I further characterize the research results through a hypothesis which
says that the course studied can be managed by viewing software development

20 While grounded theory literature speaks of substantive grounded theories, the notion of
“naturalistic generalization”, which may associate with the “substantive theory”, has been
introduced in the literature by Stake (1978). As opposed to a grand generalization, natu-
ralistic generalization is intuitive, empirical, and based on personal direct and vicarious
experience; see discussion in (Lincoln and Guba, 1985, pp. 110–128).
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FIGURE 20 Temporal ordering (decisions and realization) vs. order of presentation

as a knowledge acquisition process.

Process of coming to know

Turnock and Gibson (2001) have examined observation-based action research and
conclude that it may be a good idea to try to illustrate validity so that the reader
can judge it. Clark (2000, p. 191) proposes that the researcher should present an
analysis of the decisions made. To answer these validity issues it is noted that
the results were given in a reflective manner and connected with teaching situ-
ations. For example, when a preference for short iterations was claimed, it was
illustrated how such a conclusion was arrived at; when a changing part was pro-
posed to be included in the software process, examples of the process tailoring
were provided; when the teaching context was claimed to be sensitive, specific
teaching situations were referred to. The process of coming to know was expli-
cated within the results.

It was given in Section 3.6 that due to the theorizing aim, the temporal or-
der of the present action research (the temporal order of the process of coming to
know) is hardly foregrounded in the results. It is nevertheless possible to approx-
imate how the layout of the results relates to the three larger scale phases given
in Section 3.6. Namely, the results are given in reverse order compared to the
temporal ordering of the research. This is illustrated in Figure 20. For example,
the illustrative description of the occasion in Section 5.1.4 (which is a reflective
research observation) later contributed to the realization of a meta-process that
proposes that the applicable process has a changing part in it, and it is given to
illustrate the holistic idea of the main conceptualization (Figure 16). I here follow
Glaser’s recommendations on theoretical writing (Glaser, 1978, Chapter on theo-
retical writing) so that conceptualizations come first and illustrative description
follows.
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Emergence

An interesting issue from the methodological viewpoint relates to the concept of
emergence in the meaning familiar from grounded theory: how do concepts and
theory emerge? Namely, I noticed that I had arrived at one and the same pattern
whether I had examined the process approach, contentual focus of teaching, or
interaction between teacher and students: the teacher has a specific position re-
garding reflection on relevant process and practices (see the outline of the present
theory in Section 5.1). In line with this, the contentual focus of teaching is based
on understanding the relevant practices that fit the context (see Section 5.3.1), and
some kind of authority is inevitable in the interaction between the teacher and
students (see Section 5.3.2). I therefore noticed that I can state and start with one
holistic view of the studied course, as given in Figure 16. I assume this “parallel
emergence” increases the validity of the results in terms of relevance.

Data collection by observation

The present action research did not directly affect the course in the sense that
students would have consciously taken part in the research. My role in the ten
projects supervised was clearly a teacher role, and reflective analysis of observa-
tions took place in the background. While I felt that this was appropriate for the
research target to remain a teaching context, I would do things differently in ret-
rospect. The afterthought is that continuous note writing closer to the teaching
situations would have helped theorizing. As I have stated, technically the action
research was iterative writing, but this was hampered without the on-going writ-
ing of analytic notes. Note writing would have helped in retaining a connection
between thought and data.

I thus identify a validity concern which is the lack of continuous note writ-
ing. However, I would state that this diminishes because I became aware of it
when performing the grounded theory research (Chapter 4), which underlines
the importance of note writing, because the student data analyzed in that research
indicated the same issues as the teacher observations (cf. triangulation), and be-
cause I finally stated the results so that I maintained a connection with empirical
teaching situations (see “Process of coming to know” above). I also found it diffi-
cult to place myself as a researcher compared to the first part of the dissertation,
in which I principally utilized data in the written form. Compared to the first
part, it is not that straightforward to identify with the objective mindset given
by comparative analysis (see Section 4.4), which may be due to the emancipatory
characteristics of the present action research.

Role of the literature

The issues picked up in the second part of the dissertation principally arise from
theorizing teaching experiences, thus not from the literature, although I consider
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I have, for example, largely arrived at the view of a modern teacher21. I consider
that first omitting the literature increases the validity of the study in the sense
that I assume that I have intuitively extracted the most relevant issues from the
process of teacher reflection, so that the result is very contextual, which is what
this chapter was meant to be about: how to manage a one-semester real customer
project model.

It was a conscious choice to present the analogy to objective knowledge al-
ready at the start of the present theory as I considered that this helped in commu-
nicating the holistic idea of the results. Similarly, I employed concepts from the
educational literature, in particular when speaking of interaction in Section 5.3.2.
This was because some of the issues that I ran into related to such general knowl-
edge of modern teaching that I did not want to delay the citation to an isolated
section (Section 5.4). This inclusion of the literature within the results is thus a
presentational issue.

21 Hacker and Niederhauser (2000) state that active participation, effective use of examples,
collaborative problem solving, effective use of feedback, and motivational components un-
derline the modern view of creating deep and durable learning as a teacher.



6 DISCUSSION AND CONCLUSIONS

This dissertation theorized a one-semester real customer student project model.
The first results chapter posited a grounded theory that reveals a mechanism that
played a role in students’ overall experience of the studied course. The second re-
sults chapter identified an operational approach that can be used with the studied
course model. In addition, there was a strong focus on theory development.

In the following sections I briefly discuss the results of the dissertation and
state my conclusions. Section 6.1 summarizes the results chapters in the light of
the attribute of realism in education. Section 6.2 returns to the problem of delayed
projects. Section 6.3 argues why it is important to identify an operational ap-
proach that can be used with the studied course model. Section 6.4 illustrates the
on-going nature of present non-positivist theorizing-oriented research: as sup-
porting each student’s reflective (conceptual) learning was found challenging, a
word on group work from the viewpoint of individual learning is given to indi-
cate how this line of research could be furthered in the future. The contribution
of the dissertation is discussed in Section 6.5 and concluding remarks are given
in Section 6.6.

6.1 Realism

TIES405 has generally been very well received by the students. Solely on the
basis of the overall positiveness of student experiences, reported in Chapter 4,
the dissertation suggests that realism is an important attribute in education with
respect to both the enjoyability of learning and the learner’s growth. The frequent
presence of realism in a curriculum is a good starting point both to drive students’
interest and to disclose problems. The latter means here that when students are
sufficiently frequently exposed to realism their response is perhaps not colored
by enthusiasm about realism.

Putting realism into practice requires effort. In particular, I hope that the
mechanism underlying the positive student overall course experience — pro-
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posed in Chapter 4 — helps to critically evaluate such efforts. Moreover, I hope
that the second part of the dissertation provides a good illustration of the effort
needed (on-going course development work with conceptualization) when em-
bedding realism in an educational context. I could formulate something like this:

You wouldn’t leave a child to cook by him/herself with an electric oven as it
is likely that the child would burn him/herself. But you can cook together
and then the child can use the oven, being overseen by someone who takes the
responsibility of the child’s authentic use of the oven.

The major message and conclusion of the dissertation follows the same idea: re-
alism must be managed.

6.2 Problem of delayed projects

Having stated that one must be careful in how to embed realism in education, I
return to the problem of delayed projects. This is first discussed from a critical
perspective and then in relation to the data sources used and the aim of theoriz-
ing.

Chapter 4 presented a grounded theory which states that the positive im-
pact of realism endures in students’ experiences irrespective of the problems that
arise during a project. The underlying reason is that inexperienced students who
are in need of realism tolerate problems when fed with realism, which in turn
explains why their overall course experiences tend to turn positive. However,
the overall positiveness of students’ experiences does not justify actions that are
risky from the perspective of students’ rights. Overall positiveness is found in
the students’ experiences in delayed projects, but this positiveness does not jus-
tify using students as free labor. Students’ inexperience has to be acknowledged,
as indicated by the student data and also by the curricular position of the course
(no prior projects). Due to this inexperience, students are not likely to speak up
for themselves in problematic situations. An indication of this silence is also the
observation that the students’ criticism of the course was observed to be more
hard-hitting in the anonymous questionnaire data than in the public project re-
ports. Note also that for most of the attendees the course has been mandatory.
This discussion refers back to the emancipatory starting point of this disserta-
tion and underlines the tenet that students’ “silence” due to their inexperience
and obligation does not justify ethically questionable acts in realistic project
courses.

The above discussion can be continued in the context of Parlett’s (1977)
work. His discussion concerns how an academic environment (e.g. a depart-
ment) inevitably creates certain norms (a “background factor”) that may have
a strong and lasting effect on students’ perceptions. He states that with educa-
tional inquiries that are concurrent rather than retrospective, there is the difficulty
of students’ views at the time not being their final ones; those sought long after
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the event may deserve greater notice. He also points to the difficulty that stu-
dents may be responding to the milieu in ways they may not wish to disclose;
and of which at the time they may be only partially aware. In the light of these
assertions, it could be asked whether the local motivation of the dissertation is
justified: is the view of a project delay as a problem anchored in student data that
represents the students’ final views?

In Section 3.6 I pointed out that the very nature of a customer project and the
large number of process deliverables and expectations of them are likely to cause
tension in project completion. The latter was discussed in the results (Chapter
5) through the concept “second track”. There, data quotes were provided from
public project reports (concurrent data) and from retrospectively collected anony-
mous questionnaire data. This partially answers the concerns raised by Parlett
above. Moreover, the whole of Chapter 4 is basically consistent with Parlett’s
assertions, as the grounded theory of that chapter calls for careful analyses on
student feedback although a positive overall response to the course is in place
(see discussion in Section 4.4 under the title “Relevance to those involved”). The
grounded theory suggests that the students’ responses are connected to their in-
experience. In this light, I see that discussion of project delays is well initiated
through a research undertaking.

Moreover, I do not see that focusing on students’ project-time responses
limits theorizing. Theories in the sense of this dissertation are abstract represen-
tations that can be modified (as opposed to fixed generalizations). Re-gathering
student data, for example, ten years after project completion, would enable the
inclusion of a timeline in relation to the students’ perceptions in the theory, but
would not reduce the theorizing interest on the basis of the students’ initial per-
ceptions.

6.3 Why an operational foundation must be in place

The second results chapter started with a holistic operational idea found to be ap-
plicable in the course of the research. This had to do with understanding the na-
ture of applicable operational knowledge within the studied course model. This
section discusses why this is considered important.

Understanding the nature of operational knowledge, how it is acquired
and delivered, is crucial with a one-semester real customer project model. If
an appropriate contract is used in such a course, a teacher can and should refer
to the contract when necessary and terminate projects on time. However, this is
not the only answer to the task of finding a successful arrangement for such a
course model, as it is unlikely that paying customers will continue to engage in
student projects if their outcome is nothing more than a set of unfinished process
deliverables. For this reason a basic understanding of the operational approach,
which directs projects to efficient operation, but also explicates the students’ and
the teachers’ epistemological positions in relation to the students’ learning, is re-
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quired.
On the other hand, one could argue that the project topics need to be sta-

tionary and down-sized to remove the tension in project completion. As dis-
cussed earlier in the dissertation, working with a truly stationary topic with a real
customer arrangement is problematic due to the very nature of software devel-
opment. Down-sizing means moving towards pre-packaging, which is likely to
reduce the challenge perceived by students, and thus also their motivation (the
challenge-is-motivation association was foregrounded in Chapter 4). From this
perspective also, it is the operational approach should receive attention in course
contexts of this kind.

One could also argue that projects can always be continued with another
group in the next semester, as a way of removing the tension in completion. I
return here to Chapter 2. I stated there that the project outcome depends on the
nature of the project, and gave an example of how sometimes, when the project
stakeholders notice the actual size of the project after project commencement, a
project is continued during the following semester with a new student group.
This is also the option given by Forner et al. (2007): a new group continues the
project. However, in TIES405, the customer may have the expectation that the
project should be doable in one semester, because the project proposal was ac-
cepted by the departmental committee in the first place. Small companies may
not be willing to pay for work where a new group has to learn the problem do-
main, extending delivery by half a year. Thus, while assigning unfinished project
work to a new group is one option when a project must be continued, it is cer-
tainly not a guaranteed option, as customers are of different size, have different
schedules for the product and collaboration resources, and come with a varying
degree of need. Furthermore, in the light of the student experiences reported
in Chapter 4, i.e., students’ enjoyment and feeling of survival due to comple-
tion in an authentic context, it seems valuable to provide students with stand-
alone projects instead of turning the project into an on-going project during the
semester. From this perspective also, the operational approach stated in Chapter
5 is important.

6.4 A word on group work

It was found that student learning in a group is non-trivial (see Chapter 4) and
that supporting student learning in an intensive group work context is challeng-
ing (see Sections 5.3.1 and 5.3.2). I concluded, among the results, that student
learning could have been better addressed with frequent and structured teacher
interventions, that is, by introducing focus into the students’ reflection. In the
following I discuss how group work could be better taught in a context such as
TIES405, and at the same time illustrate the on-going nature of the present re-
search.

Those parts of the grounded theory in Chapter 4 that relate to the learning
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possibilities of individuals in the context of group work could be formulated as
self-evaluation questions. The grounded theory proposed that students’ positive
experiences are conditioned by support, and in respect of group work this meant
that students must both attend actively and involve their group mates actively.
The grounded theory also proposed that students’ negative experiences tend to
be associated with feelings of unfairness. In these connections, students could
be asked throughout their projects (e.g. every other week) whether they are at-
tending actively, whether they are involving their team mates actively, and how
they see their own performance from the viewpoint of justice in group work.
Here the concepts of supportiveness and justice would be used as a teaching tool.
This would give students explicit ideas about how to view group work in rela-
tion to the learning possibilities of individuals, and give them a chance for self-
regulation during the projects.

Such self-evaluations would also help in studying how much individuals’
learning objectives can be addressed in the presence of real customer expecta-
tions. Meeting individuals’ learning objectives is one of the most difficult chal-
lenges facing group work under real customer expectations: as the grounded the-
ory in Chapter 4 foregrounded, students tend to divide work according to their
individual strengths. On the other hand, the data indicated that using a small
group size is likely to mitigate this problem. Moreover, shared reflection, which
was proposed as the principal way of learning in the theory presented in Chap-
ter 5, is something all the students can do whatever their role in a group. While
these, small team size and the learning through reflection, may help in providing
a meaningful experience for all the students in a group, the challenge of meeting
personal learning objectives remains and merits study.

Overall, these future directions on teaching in the context of group work
underline the importance of supporting students’ meaning making when they
are engaged in intensive project work. It can easily happen that a realistic course
gives students a chance to accumulate tacit knowledge through a realistic expe-
rience, without making more explicit what is being taught (see Section 5.4 under
the heading “Learning objectives”). To help remedy this situation, ways of in-
troducing focus into students’ reflection need to be found, and this would con-
cern not only group work. This goal can be characterized as controlling the loss
of meaning in educational communication, as discussed by Roos and Hamilton
(2004).

I also conclude that introducing students to realism does not always need
to be realized in the form of group work. The ability to work independently is a
valuable working life skill, and based on the challenges facing group work, en-
countered in the course of this dissertation, it makes sense that students have also
been introduced to realism in individual projects in computer science education
(see Section 2.8).
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6.5 Contribution

In the introduction to the dissertation it was stated that a research field with a
long history presents the researcher with a challenge with respect to making a
genuine contribution. The research approach taken here evolved into theorizing,
the motivation for which was the possibility of finding fresh viewpoints in, and
giving structure to, the long-established research field, in which studies are of-
ten realized in the form of description. Overall, both the results chapters of the
dissertation arrived at a holistic mechanism. In Chapter 4 this explains students’
course experiences and in Chapter 5 how actions took place. This collection of
experiences and the conducting of the research on the basis of critical realism
form the central contribution of the dissertation. Critical realism states that the
explanation of social events, processes, and states of affairs requires an account
of the real mechanisms that bring them about (Nash, 2005). I would summarize
the results of the dissertation by considering that while many of the findings are
described or touched on in the literature, it is the integrity and the conceptual
level of the analysis that contributes most to the field. Thus I view the results as
having a close relation to the research approach, i.e., theorizing on the grounds of
critical realism.

I will give examples starting from Chapter 4. It is repeatedly reported in the
literature that students working on a realistic project course enjoy it and think that
their project experience has been useful, e.g. (Clark, 2005; Newman et al., 2003;
Melin and Cronholm, 2004). If such extracts are conceptualized into two dimen-
sions, run-time (they enjoy) and future-oriented (useful), as is done within the
theory in Chapter 4, one can start saying that the run-time and future-oriented di-
mensions are in place and move on. In a similar manner, it is repeatedly reported
in the literature that project students need support, e.g. (Davis, 2000; Laware and
Walters, 2004). In this dissertation, this subject matter is formulated into a the-
oretical proposition: students’ positive experiences are conditioned by support,
the form of which depends on the topic of the project work. Further, it can be
frequently observed in the literature how students summarize their project expe-
rience as the best course they have taken, e.g. (Brown, 2000). My position is that
it is valuable to come to know why this is the case. Thus I am pointing to the
real mechanisms that underlie such strikingly similar responses; for example the
mechanism of the theory presented in Chapter 4: enduring value of realism —
boosted by inexperience, as I briefly refer to it.

Similar illustrations can be drawn from Chapter 5. For instance, it is re-
ported in the literature that iterative and incremental development means less
documentation and can thereby reduce the workload of students (Brown, 2000).
In Chapter 5, I arrive at a higher level of abstraction, by pointing to the inductive-
ness of the operational processes and to the teaching challenge with an analogy
to the objective nature of knowledge. Within the same framework, I further refine
that operation has a stable part, and that due to variation in the course context,
it also has an unstable part. With respect to the stable part, I refer to iterative
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development.
In my view, it is this level of abstraction (conceptual level) and integrity that

is valuable. It is valuable to conceptualize and have lower level conceptualiza-
tions integrated into a single conceptual scheme, as illustrated at the beginnings
of the results chapters. To explain this, I will repeat the quote from Glaser (1978)
I gave in Chapter 3, where I argued for theorizing in the action-taking context:
Men in the know easily become locked-in or status quo-oriented, as their knowledge be-
comes stable, consistent and consolidate their position. With theory their perceptions are
more amenable to change since they can begin to see the processes making for change and
can modify their ideas to handle the new knowledge. They begin to transcend what was
seen as inviolate, by seeing precious happenings as merely elements of patterns in process.
They can work with familiar occasions purposefully.

I feel it necessary to point out that how one sees the contribution of this
dissertation may depend on the lens one uses, that is, whether one notices the
presence of middle-ground theory and sees value in theory that touches many of
the issues which are repeatedly found in the literature. This means viewing the
results as theory instead of “a set of findings”. The grounded theory debate in
the literature demonstrates how emergence-based theory development is some-
times subordinated to a traditional research approach, such as the one described
by Jenkins (1985): idea ⇒ library research ⇒ research topic ⇒ research strat-
egy ⇒ experimental design ⇒ data capture ⇒ data analysis ⇒ publish results.
Suddaby (2006), for example, states that the idea that reasonable research can be con-
ducted without a clear research question and absent theory simply defies logic. He also
states that in pure form, grounded theory research would be presented as a jumble of
literature consultation, data collection, and analysis conducted in ongoing iterations that
produce many relatively fuzzy categories that, over time, reduce to fewer, clearer concep-
tual structures. Theory would be presented last. Suddaby directs his critique towards
grounded theorists who take their method as an excuse to ignore literature. In my
view, these assertions point to the traditional research process described, for ex-
ample, by Jenkins and conflict with the idea of emergence. These assertions con-
flict with my experience that latent patterns resulting from theory development
can be implicitly present in the literature but not identifiable until they emerge
for a researcher in a local context. Assertions such as those stated by Suddaby are
an interesting point in the grounded theory literature and make me conclude that
seeing the contribution made by this dissertation may depend on the lens.

As further contribution of this work, I would also note the presence of a
critical voice from inside academia, when I refer to student rights; see for example
Sections 6.1 and 6.2. Moreover, it is noted that the holistic research approach
adopted in the dissertation gives rise to many themes that with further work can
become stand-alone research results. For example, in Section 5.3.1 it is pointed
out that when inexperienced students are given wrong practices (ones that do
not fit the context), they do not necessarily identify this as a cause of problems,
and may think that they are gaining a realistic view of a software project. This can
be further analyzed in connection with course assessment, i.e., what if students
in such situations are assessed at least partly on the basis of achievement? This



161

constitutes an unfortunate latent pattern in project education, the disclosing of
which is about emancipation.

6.6 Concluding remarks

Based on the present research, I regard the one-semester real customer project
model as a feasible educational arrangement, even if it is prone to serious prob-
lems. It is a stressful teaching context, but the challenging situations that arise
from close contact with students and using real customers drive the teachers’
professional learning and thus also organizational learning. The dissertation pro-
poses theory that helps teachers to cope with their daily practice. The dissertation
is inevitably a snapshot of the understanding yielded by the act of theorizing in
a specific project teaching context.
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YHTEENVETO (FINNISH SUMMARY)

Ohjelmisto- ja tietotekniikan projektiopetusta on tutkittu usean vuosikymmenen
ajan, käytännössä yhtä kauan kuin termi ’ohjelmistotekniikka’ on ollut olemassa.
Projektikurssikirjallisuudessa on esitetty useita projektimalleja mukaanlukien täs-
sä väitöskirjatyössä tutkittu projektimalli, jossa opiskelijat toteuttavat yhden luku-
kauden aikana sovellusprojektin oikeille asiakkaille.

Tutkimusalueen pitkä historia asettaa haasteita uudelle tutkimukselle. Tä-
män työn tutkimusotteeksi muodostui teoretisointi klassisen grounded teorian
mielessä.Teoretisoivan tutkimusotteen motivaatio oli se, että sen avulla tutkimus-
alueelle tyypillistä kuvailevaa ja kokemuksia raportoivaa tutkimusta voidaan jä-
sentää helposti kommunikoitavaan muotoon sekä löytää uusia hyödyllisiä näkö-
kulmia.

Väitöskirja koostuu kahdesta osasta, joista ensimmäinen pintauttaa mekanis-
min liittyen opiskelijoiden kurssikokemuksiin. Tämän syntyneen teorian mukaan
opiskelijoiden positiiviset kokemukset vahvistuvat sen vuoksi, että he pääsevät
kosketuksiin realimaailmaa vastaavan käytännöllisen kurssin kanssa. Kun rea-
lismia tarjotaan oppijoille, jotka ammatillisen kehittymisen mielessä tarvitsevat
sitä, tapahtuu positiivisten kokemusten vahvistuminen ja toleranssi negatiivisia
kokemuksia kohtaan kasvaa. Näin ollen kokonaiskokemus kurssista on usein
positiivinen. Tämä mekanismi tarjoaa näkökulman, jonka avulla voidaan tarkas-
tella objektiivisesti kurssipalautetta realistisilta ja käytännöllisiltä opintojaksoilta:
positiiviseen kokonaiskokemukseen voi liittyä vahvistuminen johtuen oppijan
kokemattomuudesta ja kurssin asemasta opinto-ohjelmassa. Tästä näkökulmas-
ta opetuksen ja tutkimuksen tulee muistaa kiinnittää erityistä huomiota myös
negatiiviseen palautteeseen.

Jälkimmäinen väitöskirjan osa teoretisoi toimintatutkimuksen viitekehyk-
sessä tapahtunutta kurssikehitystyötä, jonka tarkoituksena oli etsiä ja teoretisoida
kurssille sopivia toiminnallisia malleja. Tavoitteena oli se, että kurssi pystytään
läpiviemään ilman projektien viivästymisiä ja opiskelijoiden resurssien ylityksiä,
mutta silti riittävin tuloksin ja oppiminen huomioiden. Syntynyt teoria painottaa
toiminnan ja kurssikontekstin välistä yhteyttä siten, että toiminnalliset mallit on
havainnoitava kurssikontekstiin sopiviksi. Opettajan reflektointi on tässä keskei-
sellä sijalla, koska opettajalle, joka pystyy seuraamaan peräkkäisiä projekteja, on
mahdollista havannoida ja käsitteellistää vertailemalla toimintaa, mikä puolestaan
ohjaa projekteja oikeaan suuntaan. Opettajan on jaettava reflektoitua tietoa opiske-
lijoille sekä tuettava opiskelijoiden reflektointia, jotta oppiminen voidaan taata
osana tuloksellisuuteen tähtäävää intensiivistä kurssityötä.



APPENDIX 1 GT REVIEW NOTES

Tables 4 – 11 provide review notes from systematic literature review regarding
GT usage in CSE/SEE research (see Section 3.4).

TABLE 4 Theorizing vs. data analysis

Authors & Source Q1: GT for theorizing or data analysis?

Isomöttönen & Kärkkäinen (2008a),
IEEE CSEE&T, search: SEE & GT

Data analysis, theorizing by accident (see Section 3.4).

Williams et al. (2007) IEEE ICSE,
search: SEE & GT

Data analysis, theorizing not mentioned but aims to (re)develop a conceptual
framework.

Ho et al. (2004) IEEE Frontiers in Ed-
ucation, search: SEE & GT

Data analysis (“we used GT to analyze interviews and students’ retrospective
essays”), three initial themes given not a theory.

Last (2003) IEEE Frontiers in Educa-
tion, search: SEE & GT

Cannot tell as paper does not explicate that it tries to theorize, resembles theoriz-
ing that leads to a typology of four themes and team cohesion as its core attribute.

Shull et al. (2000) IEEE Transaction
on SE, search: CSE & GT

Data analysis or “tentative” theorizing, hypotheses raised on the basis of qualita-
tive and quantitative data.

Lappenbusch & Turns (2005) IEEE
International Professional Commu-
nication Conference, search: cap-
stone project & grounded theory

Data analysis.

Begel et al. (2008) ACM ICER,
search: SEE & grounded theory

Data analysis “We used grounded theory to analyze data”.

Almstrum & Last (2006) ACM
SIGCSE, search: CSE & grounded
theory

cannot tell based on the text, most probably because of the one-page poster paper.

Chen et al. (2007) ACM SIGCSE,
search: CSE & grounded theory

Cannot tell based on the text. Authors speak of theorizing only when they refer
to DGT as a means of theorizing. Seems like data analysis.

Cheng et al. (2004) ACM ITiCSE,
search: CSE & grounded theory

Data analysis.

Chinn et al. (2007) ACM ITiCSE,
search: CSE & grounded theory

More like data analysis to allow generation of new categories. Note: authors
extend an existing external coding scheme.

Deibel (2007) ACM ITiCSE, search:
CSE & grounded theory

Data analysis, but refers to theorizing when speaks of grounded theory. . The
end goal of the study in progress is to develop a “descriptive model”.

Deibel (2008) ACM SIGCSE, search:
CSE & grounded theory

Data analysis, but refers to theorizing when speaks of grounded theory.

Dick et al. (2003) ACM SIGSCE
Bull. ITiCSE working group report,
search: CSE & grounded theory

Data analysis (categories developed with NVivo software using grounded theory
approach).

Fitzgerald et al. (2005) ACM ICER,
search: CSE & grounded theory

Both, the study present a goal of developing theories and cites DGT. Theoriz-
ing is most clear in the section where temporal ordering of student code tracing
strategies is given. Otherwise is of data analysis.

Hanks et al. (2009) ACM SIGCSE,
search: CSE & grounded theory

Data analysis, the identified categories were grouped into themes, and frequen-
cies of the themes were given.

Herman et al. (2008) ACM ICER,
seach: CSE & grounded theory

Data analysis, there is no integration, the study provides themes with data exam-
ples.

Hewner et al. (2008) ACM ICER,
search: CSE & grounded theory

Data analysis, there is no integration, themes with data examples given.

Jadud (2006) ACM ICER, search:
CSE & grounded theory

GT is given only as a reference for theorizing from quantification, no theory is
reported.

Kautz et al. (1999), ACM SIGCPR
Computer Personnel, search: CSE &
grounded theory

Cannot tell as the authors does not explicate their own objective, but seems like
data analysis, GT (Strauss) is cited as a means to develop substantive theories.

Kollanus et al. (2008) ACM ITiCSE,
search: CSE & grounded theory

Data analysis.

Melin & Cronholm (2004) ACM
ITiCSE, search: CSE & grounded
theory

Data analysis, qualitative analysis is referred to, not theorizing. However, some
integration between categories are given (condition-consequence causalities).

Nagarajan & Edwards (2008) ACM
ACE, search: CSE & grounded the-
ory

Theorizing is given as a goal, the work presents initial themes (cf. data analysis)
and aims to theorize later on. Authors say they do not start with preconceptions
but the findings are guided by a typical taxonomy (technical vs. non-technical)
which may prevent focusing on fresh analytic viewpoints in the first place.
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Schulte & Knobelsdorf (2007) ACM
ICER, search: CSE & grounded the-
ory

Not explicated, but refers to theorizing when speaking of research design, seems
to be of verification of a carefully built and described preconception, more of data
analysis than theorizing.

Yuen (2007) ACM SIGCSE Bulletin,
search: CSE & grounded theory

According to author it’s theorizing: is stated to provide a general theory on how
students know and use their knowledge regarding difficult CS1 concepts. No
core category, does not provide any explicit theory.

Sudol (2008) ACM SIGCSE, search:
CSE & grounded theory

Not theorizing, and not given. More of content analysis to foreground categories
from the data. Starts by identifying something that has an impact, but this “some-
thing” seems to be the pre-determined research assumption.

Simon et al. (2008) ACM SIGCSE,
search: CSE & grounded theory

Not theorizing. GT used for categorizing thus as a means for data analysis.

Levy (2001) JCSE, search: grounded
theory

Not theorizing, but constructing of initial categorical system from students’ dis-
course.

Kolikant & Mussai (2008) JCSE,
search: grounded theory

Theorizing given as an aim by referring to DGT. The study applied both a ques-
tionnaire and interviews and GT was used with the interview data. The inter-
views were informed by the responses to the questionnaire (cf. theoretical sam-
pling).

TABLE 5 Description of data collection and analysis

Authors & Source Q2: How was the data collection and analysis like, and how it was described?

Isomöttönen & Kärkkäinen (2008)
IEEE CSEE&T

Analysis technically, no, interpretations & outcomes with examples, yes

Williams et al. (2007) IEEE ICSE Data collection technique mentioned; use of semi-structured interviews which
has a written protocol, but the protocol itself is not given. With regard to the
analysis, the relation between the data extracts given and conceptualization is
unclear; data is interpreted with a previously developed framework.

Ho et al. (2004) IEEE Frontiers in Ed-
ucation

A general description of open, axial, and selective coding given but not examples
of how the authors did it, i.e., how they interpret the data and use comparison.
This may be due to the short poster paper.

Last (2003) IEEE Frontiers in Educa-
tion

Research method given as is set out in GT books, illustrations on codes and re-
lated data examples, not on actual method usage.

Shull et al. (2000) IEEE Transaction
on SE, search: CSE & GT

Data collection and analysis descibed, an illustration (yet not very accurate) given
on analysis (comparison).

Lappenbusch & Turns (2005) IEEE
International Professional Commu-
nication Conference, search: cap-
stone project & grounded theory

General references given, but actual method usage remains unclear. Software was
used for data analysis.

Begel et al. (2008) ACM ICER,
search: SEE & grounded theory

Seems like conceptual labeling of subjects’ actions, this information is given with
examples.

Almstrum & Last (2006) ACM
SIGCSE, search: CSE & grounded
theory

Cannot tell, most probably because of the one-page poster paper.

Chen et al. (2007) ACM SIGCSE,
search: CSE & grounded theory

Data collection given, no details on GT analysis (we developed a list of foci).

Cheng et al. (2004) ACM ITiCSE,
search: CSE & grounded theory

Data sources described; analysis not described with regard to use of GT.

Chinn et al. (2007) ACM ITiCSE,
search: CSE & grounded theory

Data collection described and analysis described. The latter is not detailed and
it remains unclear whether the constant comparison (first given in DGT) was ap-
plied.

Deibel (2007) ACM ITiCSE, search:
CSE & grounded theory

Data collection and analysis described. The latter not detailed; a research method
textbook is cited, i.e., uses general method description.

Deibel (2008) ACM SIGCSE, search:
CSE & grounded theory

See previous item (this is a continuation study of it).

Dick et al. (2003) ACM SIGSCE
Bull. ITiCSE working group report,
search: CSE & grounded theory

Data collected using open-ended questions; this is given but not detailed. Analy-
sis conducted using software; analysis is not described otherwise than by a refer-
ence to the software and GT in general.

Fitzgerald et al. (2005) ACM ICER,
search: CSE & grounded theory

Data collection (think aloud transcript data) and analysis described, the latter
not explicated in terms of grounded theory (cf. constant comparison), general
references made to DGT and data sorting techniques.

Hanks et al. (2009) ACM SIGCSE,
search: CSE & grounded theory

Data collection described (collected with one question); analysis not detailed, a
reference made to Strauss and Corbin without detailing the analysis.
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Herman et al. (2008) ACM ICER,
seach: CSE & grounded theory

Data collected described (based on students’ verbalization in problem solving),
and also analysis steps described and codes given. However, the use GT proce-
dures not explicated.

Hewner et al. (2008) ACM ICER,
search: CSE & grounded theory

Data collection given. With regard to analysis, a general reference made to
Strauss’ procedures; micro-level analysis used (every sentence coded).

Jadud (2006) ACM ICER, search:
CSE & grounded theory

Data collection is based on an algorithm taking student code as its input. The
analysis is about visualization based on the quantification provided by the algo-
rithm.

Kautz et al. (1999) ACM SIGCPR
Computer Personnel, search: CSE &
grounded theory

Questionnaire partly described in detail; analysis described by referring to open,
axial, and selective coding.

Kollanus et al. (2008) ACM ITiCSE,
search: CSE & grounded theory

Data collection described (all questions), analysis not detailed.

Melin & Cronholm (2004) ACM
ITiCSE, search: CSE & grounded
theory

Not detailed. Analysis was conducted in two steps, using part of the data to
generate categories and then focusing on two dominating categories (theoretical
sampling thus seems to be grounded on the dominance of the two categories),
causalities were also searched.

Nagarajan & Edwards (2008) ACM
ACE, search: CSE & grounded the-
ory

Uses interviews with pre-determined questions. The analysis not detailed , “ma-
jor issues and themes were identified”, but a criterion for them is given. Describes
GT in a general manner. Ends up listing findings under pre-determined areas of
an interview.

Schulte & Knobelsdorf (2007) ACM
ICER, search: CSE & grounded the-
ory

Uses biographies as data. This is explained, but the actual coding is explained
only by conceptually confusing citing of a secondary grounded theory source.

Yuen (2007) ACM SIGCSE Bulletin,
search: CSE & grounded theory

Data collection (different sources and manners) given, coding and analysis not
explicated. Only a general reference to GT when describing the analysis.

Sudol (2008) ACM SIGCSE, search:
CSE & grounded theory

Data collection given (the students’ assignment). Coding was about extracting
qualifying student statements according to a set of pre-determined criteria. Com-
mon themes were then searched from these statements. Coding process not de-
tailed, but resultant categories supported with data extracts.

Simon et al. (2008) SIGCSE, search:
CSE & grounded theory

Data sources and techniques given, but GT usage not explicated: “Blog entries
were categorized using a grounded theory based analysis...”. Categories sup-
ported with data.

Levy (2001) JCSE, search: grounded
theory

Techniques and data sources described. Inductive analysis used (GT not men-
tioned at this point) to find such patterns that repeat and stand out. First finds
four dimensions and then focuses on one of those.

Kolikant & Mussai (2001) JCSE,
search: grounded theory

Data collected with both a questionnaire and interviews that were tape-recorded
and transcribed. A predefined set of questions/areas of interests was used in the
interviews. Think aloud method and then probing questions were used to get the
answers to certain areas of interest. Constant comparative method was used in
the analysis of interview data.

TABLE 6 Joint data collection, coding and analysis

Authors & Source Q3: Joint data collection, coding and analysis?

Isomöttönen & Kärkkäinen (2008)
IEEE CSEE&T

Data collected first with the questionnaire; seems to continue research based on
teachers’ previous observations, thus has some character of the joint approach.

Williams et al. (2007) IEEE ICSE Cannot tell; the interview technique allowed divergence from the protocol; re-
develops a conceptual framework.

Ho et al. (2004) IEEE Frontiers in Ed-
ucation

Cannot tell.

Last (2003) IEEE Frontiers in Educa-
tion

Cannot tell.

Shull et al. (2000) IEEE Transaction
on SE, search: CSE & GT

Data collected first, but the interviews allowed to lead to other than intended
directions.

Lappenbusch & Turns (2005) IEEE
International Professional Commu-
nication Conference, search: cap-
stone project & grounded theory

Cannot tell, because software used in the analysis, probably not.

Begel et al. (2008) ACM ICER,
search: SEE & grounded theory

Cannot tell. Because of observation technique in which the subjects were not
interrupted, probably not.

Almstrum & Last (2006) ACM
SIGCSE, search: CSE & grounded
theory

cannot tell, most probably because of the one-page poster paper
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Chen et al. (2007) ACM SIGCSE,
search: CSE & grounded theory

No.

Cheng et al. (2004) ACM ITiCSE,
search: CSE & grounded theory

Cannot tell, but the results of first action research cycle informed the latter.

Chinn et al. (2007) ACM ITiCSE,
search: CSE & grounded theory

No, given that the data collection is outlined as a separate step.

Deibel (2007) ACM ITiCSE, search:
CSE & grounded theory

Parallel coding and analysis mentioned by referring to a research method text-
book, but it remains unclear whether this took place in the study.

Deibel (2008) ACM ITiCSE, search:
CSE & grounded theory

Yes (obviously also in the previous item in the table as this a continuation of it).

Dick et al. (2003) ACM SIGSCE
Bull. ITiCSE working group report,
search: CSE & grounded theory

Cannot tell, because software used in the analysis.

Fitzgerald et al. (2005) ACM ICER,
search: CSE & grounded theory

No, it is acknowledged, but was not possible due to the study setting.

Hanks et al. (2009) ACM SIGCSE,
search: CSE & grounded theory

No.

Herman et al. (2008) ACM ICER,
seach: CSE & grounded theory

No.

Hewner et al. (2008) ACM ICER,
search: CSE & grounded theory

No.

Jadud (2006) ACM ICER, search:
CSE & grounded theory

No, but use of visualization aids to analyze the data while working with the data

Kautz et al. (1999) ACM SIGCPR
Computer Personnel, search: CSE &
grounded theory

No; data collected first with the questionnaire. Cannot tell regarding the coding
and analysis.

Kollanus et al. (2008) ACM ITiCSE,
search: CSE & grounded theory

No; data collected first with a questionnaire and repetition mentioned regarding
the analysis.

Melin & Cronholm (2004) ACM
ITiCSE, search: CSE & grounded
theory

Data collected first. Theoretical sampling is based on the dominance of the cate-
gories, thus some kind of joint coding and analysis.

Nagarajan & Edwards (2008) ACM
ACE, search: CSE & grounded the-
ory

Cannot tell; pre-determined questions used in interviews but the responses were
also further probed for nuances.

Schulte & Knobelsdorf (2007) ACM
ICER, search: CSE & grounded the-
ory

No; data collection purposively not affected by the researchers.

Yuen (2007) ACM SIGCSE Bulletin,
search: CSE & grounded theory

Cannot tell; use of probing questions mentioned.

Sudol (2008) ACM SIGCSE, search:
CSE & grounded theory

Cannot tell; two phases in data collection but it seems that reading the first set of
data did not direct the later collection.

Simon et al. (2008) ACM SIGCSE,
search: CSE & grounded theory

Cannot tell, but does not seem so.

Levy (2001) JCSE, search: grounded
theory

Cannot tell, but does not seem so (collects data first and then analyzes it)

Kolikant & Mussai (2001) JCSE,
search: grounded theory

Cannot tell; is possible as the interview group was selected according to preced-
ing responses to a questionnaire.

TABLE 7 Approach to GT

Authors & Source Q4: Appoach on GT?

Isomöttönen & Kärkkäinen (2008)
IEEE CSEE&T

Strauss’ techniques, Glaser’s approach by accident (latter not recognized in the
paper)

Williams et al. (2007) IEEE ICSE GT coding techniques used in collective case study. A mixture of collective case
study and Strauss’ approach and procedures

Ho et al. (2004) IEEE Frontiers in Ed-
ucation

Strauss’ techniques, “tailored coding process for textual data”

Last (2003) IEEE Frontiers in Educa-
tion

Strauss’ approach

Shull et al. (2000) IEEE Transaction
on SE, search: CSE & GT

The main methodological reference is theorizing from a case study (not GT). Only
a general reference made to DGT, seems to follow Strauss’ style.
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Lappenbusch & Turns (2005) IEEE
International Professional Commu-
nication Conference, search: cap-
stone project & grounded theory

Cannot tell, the primary method was an instrumental case study: “research de-
sign strongly influenced by grounded theory” is not explicated, NVivo software
with GT mode was used in the analysis.

Begel et al. (2008) ACM ICER,
search: SEE & grounded theory

Observational case study with “a grounded theory descriptive analysis” (seems
more like Strauss’ approach)

Almstrum & Last (2006) ACM
SIGCSE, search: CSE & grounded
theory

Cannot tell, most probably because of the one-page poster paper. Authors
demonstrate a comparison of males and females responses coded to the same
category (cf. method of comparison given in DGT)

Chen et al. (2007) ACM SIGCSE,
search: CSE & grounded theory

Not explicated, only general reference made to DGT.

Cheng et al. (2004) ACM ITiCSE,
search: CSE & grounded theory

Not explicated, GT only mentioned as a method for data analysis

Chinn et al. (2007) ACM ITiCSE,
search: CSE & grounded theory

“Hybrid of typological analysis and grounded theory”. GT referenced as authors
not only use pre-determined categories but also ones discovered in the data, oth-
erwise not explicated

Deibel (2007) ACM ITiCSE, search:
CSE & grounded theory

Not explicated, only a general reference made to grounded theory: “the goal is to
inductively to develop hypothesis, concepts, and theories...”

Deibel (2008) ACM SIGCSE, search:
CSE & grounded theory

See previous item (this is a continuation study for it)

Dick et al. (2003) ACM SIGSCE
Bull. ITiCSE working group report,
search: CSE & grounded theory

Cannot tell, DGT referred to as the mode used in NVivo analysis software.

Fitzgerald et al. (2005) ACM ICER,
search: CSE & grounded theory

Cannot tell, not differentiated. Besides citing DGT, uses also sorting techniques
(unconstrained card sorts) to group the findings.

Hanks et al. (2009) ACM SIGCSE,
search: CSE & grounded theory

Cannot tell, cites Strauss and Corbin, but does not explicate the method usage

Herman et al. (2008) ACM ICER,
seach: CSE & grounded theory

Strauss

Hewner et al. (2008) ACM ICER,
search: CSE & grounded theory

Strauss

Jadud (2006) ACM ICER, search:
CSE & grounded theory

GT referenced as a means of theorizing, no particular approach given, quantifi-
cation and visualization to theorize from the data

Kautz et al. (1999) ACM SIGCPR
Computer Personnel, search: CSE &
grounded theory

Strauss

Kollanus et al. (2008) ACM ITiCSE,
search: CSE & grounded theory

Mentions that uses GT procedures only for data analysis, objective in not theoriz-
ing.

Melin & Cronholm (2004) ACM
ITiCSE, search: CSE & grounded
theory

Strauss

Nagarajan & Edwards (2008) ACM
ACE, search: CSE & grounded the-
ory

Cites both DGT and Strauss & Corbin, not thus clear which stand is and will be
taken.

Schulte & Knobelsdorf (2007) ACM
ICER, search: CSE & grounded the-
ory

A modified coding, but remains unclear. No differentiation regarding Glaser vs.
Strauss.

Yuen (2007) ACM SIGCSE Bulletin,
search: CSE & grounded theory

Cannot tell; Only a few general references were made. “GT informed the analy-
sis...”.

Sudol (2008) ACM SIGCSE, search:
CSE & grounded theory

Discovery of GT is cited (“read in preparation for evaluating the student data”)
but the approach (Glaser vs. Strauss) is not otherwise explicated. Pre-determined
criteria used in the analysis, but this does not seem to be theoretical sampling
based on a discovery from the data

Simon et al. (2008) ACM SIGCSE,
search: CSE & grounded theory

Cannot tell, GT just mentioned in the text as an analysis tool

Levy (2001) JCSE, search: grounded
theory

Cannot tell, not explicated, mentions a possibility to further the findings to a
grounded theory. Thus uses inductive analysis to develop an initial categorical
system, perhaps without a need to account for a particular GT approach at the
current point of the research.

Kolikant & Mussai (2001) JCSE,
search: grounded theory

DGT and constant comparison are referred to, later differences between Strauss
and Glaser not explicated.
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TABLE 8 Citing of GT literature

Authors & Source Q5: Correct citing?

Isomöttönen & Kärkkäinen (2008)
IEEE CSEE&T

Yes (Strauss with open, axial, and selective coding)

Williams et al. (2007) IEEE ICSE Yes (Strauss with open, axial, and selective coding)
Ho et al. (2004) IEEE Frontiers in Ed-
ucation

No, refers to DGT but discusses open, axial, and selective coding

Last (2003) IEEE Frontiers in Educa-
tion

Yes (DGT as original source and Strauss with open, axial, and selective coding)

Shull et al. (2000) IEEE Transaction
on SE, search: CSE & GT

Yes, references GT as a method of theorizing originating from sociology. Based
on the analysis a reference could have been made to Strauss as well.

Lappenbusch & Turns (2005) IEEE
International Professional Commu-
nication Conference, search: cap-
stone project & grounded theory

Yes, but refers only generally to grounded theory using many sources (DGT,
Glaser, and Strauss) without differentiating them

Begel et al. (2008) ACM ICER,
search: SEE & grounded theory

Grounded theoy mentioned but not cited at all

Almstrum & Last (2006) ACM
SIGCSE, search: CSE & grounded
theory

No references, most probably because of the one-page poster paper

Chen et al. (2007) ACM SIGCSE,
search: CSE & grounded theory

Yes, only general reference made to DGT.

Cheng et al. (2004) ACM ITiCSE,
search: CSE & grounded theory

Not cited.

Chinn et al. (2007) ACM ITiCSE,
search: CSE & grounded theory

Yes, DGT referenced as one first popularizing GT.

Deibel (2007) ACM ITiCSE, search:
CSE & grounded theory

Cites a general qualitative methods textbook; no differentiation between the ap-
proaches.

Deibel (2008) ACM SIGCSE, search:
CSE & grounded theory

See previous item (this is a continuation study for it)

Dick et al. (2003) ACM SIGSCE
Bull. ITiCSE working group report,
search: CSE & grounded theory

Cannot tell, DGT mentioned when referred to NVivo analysis software.

Fitzgerald et al. (2005) ACM ICER,
search: CSE & grounded theory

Yes, DGT as the original book on GT. No differentiation between the GT ap-
proaches.

Hanks et al. (2009) ACM SIGCSE,
search: CSE & grounded theory

Cannot tell, as does not explicate the use of the method.

Herman et al. (2008) ACM ICER,
seach: CSE & grounded theory

Seems so as the analysis steps resemble Strauss approach which is cited. Also two
qualitative research textbooks are cited regarding the use of grounded theory.

Hewner et al. (2008) ACM ICER,
search: CSE & grounded theory

Yes, Strauss with open and axial coding.

Jadud (2006) ACM ICER, search:
CSE & grounded theory

Cannot tell, many references used without any commentary on them.

Kautz et al. (1999) ACM SIGCPR
Computer Personnel, search: CSE &
grounded theory

Yes, Strauss with open, axial, selective coding.

Kollanus et al. (2008) ACM ITiCSE,
search: CSE & grounded theory

Cannot tell, DGT rerenced but analysis procedures are not explicated in detail.

Melin & Cronholm (2004) ACM
ITiCSE, search: CSE & grounded
theory

Yes, as cites Strauss and searches for causalities in a way which resembles Strauss’
paradigm model

Nagarajan & Edwards (2008) ACM
ACE, search: CSE & grounded the-
ory

Yes, but due to the absence of explicating the approach taken, this remains unclear

Schulte & Knobelsdorf (2007) ACM
ICER, search: CSE & grounded the-
ory

Unclear in methodological concepts, might be because of using some secondary
literature (methodological) source. For example, the work associates theoretical
coding with open, axial, selective coding, and speaks of axial coding as a selec-
tion, and yet then speaks of selective coding.

Yuen (2007) ACM SIGCSE Bulletin,
search: CSE & grounded theory

With these general references probably yes, but the citations are not informative
regarding the approach taken.

Sudol (2008) ACM SIGCSE, search:
CSE & grounded theory

Yes, refers to DGT as the original source for GT.

Simon et al. (2008) ACM SIGCSE,
search: CSE & grounded theory

GT referred to without any citations

Levy (2001) JCSE, search: grounded
theory

Yes, a general reference to GT by citing DGT.
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Kolikant & Mussai (2001) JCSE,
search: grounded theory

Yes, DGT with constant comparative method. Yet, some unclarity in concepts
as authors speak of discussional theory building strategy not only a discussional
way of laying out the theory — which to my knowledge is what DGT brings out.

TABLE 9 Core category

Authors & Source Q6: Core category?

Isomöttönen & Kärkkäinen (2008)
IEEE CSEE&T

Yes, one results from the use of Strauss’ procedures on the student data, but is
also based on the challenges identified by the authors in the course context; an
emergent hypothesis is also given which is actually more analytic, thus there is
some unclarity in method usage.

Williams et al. (2007) IEEE ICSE No; previously generated framework seems to be the core (“social interaction
model of pair programming”), which, however, does not seem like an analytic
core category but a label for a model. Based on the findings authors conclude
with three “conjectures” whose emergence is unclear.

Ho et al. (2004) IEEE Frontiers in Ed-
ucation

No.

Last (2003) IEEE Frontiers in Educa-
tion

Yes (“team cohesion”), but an external source is cited regarding the core.

Shull et al. (2000) IEEE Transaction
on SE, search: CSE & GT

No; Provides several tentative hypothesis.

Lappenbusch & Turns (2005) IEEE
International Professional Commu-
nication Conference, search: cap-
stone project & grounded theory

Not from the data; an external concept (community of practice) is used as a frame
for the analysis.

Begel et al. (2008) ACM ICER,
search: SEE & grounded theory

Not from the data; An external conept, newcomer socialization, is applied to ex-
plain the results.

Almstrum & Last (2006) ACM
SIGCSE, search: CSE & grounded
theory

No; four categories given, one picked out as an example.

Chen et al. (2007) ACM SIGCSE,
search: CSE & grounded theory

No.

Cheng et al. (2004) ACM ITiCSE,
search: CSE & grounded theory

No.

Chinn et al. (2007) ACM ITiCSE,
search: CSE & grounded theory

No.

Deibel (2007) ACM ITiCSE, search:
CSE & grounded theory

No; Three tentative themes given.

Deibel (2008) ACM SIGCSE, search:
CSE & grounded theory

No; Several themes emerged from which four is reported due to space limitation.

Dick et al. (2003) ACM SIGSCE
Bull. ITiCSE working group report,
search: CSE & grounded theory

No.

Fitzgerald et al. (2005) ACM ICER,
search: CSE & grounded theory

No.

Hanks et al. (2009) ACM SIGCSE,
search: CSE & grounded theory

No.

Herman et al. (2008) ACM ICER,
seach: CSE & grounded theory

No.

Hewner et al. (2008) ACM ICER,
search: CSE & grounded theory

No.

Jadud (2006) ACM ICER, search:
CSE & grounded theory

No.

Kautz et al. (1999) ACM SIGCPR
Computer Personnel, search: CSE &
grounded theory

No.

Kollanus et al. (2008) ACM ITiCSE,
search: CSE & grounded theory

No.

Melin & Cronholm (2004) ACM
ITiCSE, search: CSE & grounded
theory

No.

Nagarajan & Edwards (2008) ACM
ACE, search: CSE & grounded the-
ory

No.
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Schulte & Knobelsdorf (2007) ACM
ICER, search: CSE & grounded the-
ory

No; In terms of GT, a preconception guides the analysis

Yuen (2007) ACM SIGCSE Bulletin,
search: CSE & grounded theory

No; Guided by pre-determined questions.

Sudol (2008) ACM SIGCSE, search:
CSE & grounded theory

No; List of categories.

Simon et al. (2008) ACM SIGCSE,
search: CSE & grounded theory

No; Blooms’s taxonomy is taken to interpret the findings.

Levy (2001) JCSE, search: grounded
theory

No; list of categories (initial categorical system) under the selected areas of inter-
est.

Kolikant & Mussai (2001) JCSE,
search: grounded theory

Student perception, “partial correctness”, stands out as an emergent main discov-
ery while the paper also presents the students’ methods of verification.

TABLE 10 Research process characteristics

Authors & Source Q7: What was the research process like?

Isomöttönen & Kärkkäinen (2008)
IEEE CSEE&T

Analysis on one questionnaire data set, accompanied with identified practical
challenges in the course context

Williams et al. (2007) IEEE ICSE Conceptual framework built in several steps. This study continues the authors’
previous work → theoretical sampling is referred to here

Ho et al. (2004) IEEE Frontiers in Ed-
ucation

A start up for a longer research process, relates to three-year research project (re-
ports on initial findings)

Last (2003) IEEE Frontiers in Educa-
tion

Relates to an on-going process. Results from a three-year period.

Shull et al. (2000) IEEE Transaction
on SE, search: CSE & GT

A case study (one course instance, not iterative) in which the data were collected
at several time points during the students’ work.

Lappenbusch & Turns (2005) IEEE
International Professional Commu-
nication Conference, search: cap-
stone project & grounded theory

A case study (not an iterative) using GT methods for data collection and analysis.
“Strongly influenced by grounded theory”, but the actual GT process remains
unclear

Begel et al. (2008) ACM ICER,
search: SEE & grounded theory

A case study with analysis on observations logs and subjects’ video diaries, not
an iterative process.

Almstrum & Last (2006) ACM
SIGCSE, search: CSE & grounded
theory

The poster paper reports on a result of a study that had started earlier

Chen et al. (2007) ACM SIGCSE,
search: CSE & grounded theory

Two related projects which focused on reporting frequencies of found issues, not
an iterative process.

Cheng et al. (2004) ACM ITiCSE,
search: CSE & grounded theory

One project with two phases (two action research cycles), an ethnographic study
which mentions GT only as a means to analyze data

Chinn et al. (2007) ACM ITiCSE,
search: CSE & grounded theory

Analyzing verbalizations of students problem solving in order to evolve a coding
scheme and understand the capabilities of the students. Data from two different
courses, but not an iterative process.

Deibel (2007) ACM ITiCSE, search:
CSE & grounded theory

An illustrative case study that interviewed two subjects twice during an academic
term, GT taken for data analysis.

Deibel (2008) ACM SIGCSE, search:
CSE & grounded theory

Four illustrative case studies (four subjects) in which all subjects were inter-
viewed twice. GT adopted for data analysis (continuation study of previous item)

Dick et al. (2003) ACM SIGSCE
Bull. ITiCSE working group report,
search: CSE & grounded theory

Evolving a conceptual framework based on related work. Then collecting data
and developing categories which were discussed in the light of the given frame-
work

Fitzgerald et al. (2005) ACM ICER,
search: CSE & grounded theory

Collecting the data and then analyzing it into initial findings (themes). This was
followed by a return to data to verify the presence of the themes. It is noted that
the result can be used to inform further data collection in order to advance the
research.

Hanks et al. (2009) ACM SIGCSE,
search: CSE & grounded theory

Collecting the data set and analyzing it into themes. The presence of the themes
in the data was then judged (cf. verification).

Herman et al. (2008) ACM ICER,
search: CSE & grounded theory

First identifying initial categories which were elaborated to thematic patterns.
These were then verified with the data (“a decision about the presence of the
theme was needed for it to be included in the final list of themes”)

Hewner et al. (2008) ACM ICER,
search: CSE & grounded theory

Codes generated first. Then the codes were developed to axial codes, which again
were verified across the data.

Jadud (2006) ACM ICER, search:
CSE & grounded theory

Analyzing (judging) students’ code with an algorithm, and then visualizing the
results to understand students’ behavior; about creating means/tools for the re-
search purpose
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Kautz et al. (1999) ACM SIGCPR
Computer Personnel, search: CSE &
grounded theory

Data collected with questionnaire and analyzed. Both quantitative data (back-
ground information) and qualitative data (actual research interest addressed with
open-ended questions) collected.

Kollanus et al. (2008) ACM ITiCSE,
search: CSE & grounded theory

Students experiments collected with questionnaire and then analyzed.

Melin & Cronholm (2004) ACM
ITiCSE, search: CSE & grounded
theory

Collecting data by encouraging students to write esseys, and then analyzing the
data.

Nagarajan & Edwards (2008) ACM
ACE, search: CSE & grounded the-
ory

Devising in-depth interviews and then analyzing the resultant data.

Schulte & Knobelsdorf (2007) ACM
ICER, search: CSE & grounded the-
ory

Presenting a theoretical framework, and a related preconception which is verified
with student-written biographies.

Yuen (2007) ACM SIGCSE Bulletin,
search: CSE & grounded theory

Devising data collection and analysis with eight study subjects. A pre-designed
study.

Sudol (2008) ACM SIGCSE, search:
CSE & grounded theory

Four phases of in the process, setting a question with a potential impact, collect-
ing data, and evaluating data in two phases. A typical one-shot study on one
course offering.

Simon et al. (2008) ACM SIGCSE,
search: CSE & grounded theory

One course offering: collect data, analyze it, and interpret it with an external
framework (Bloom).

Levy (2001) JCSE, search: grounded
theory

Concerns one course offering. Data collected (observations and audio recorded
student discourse) and then analyzed.

Kolikant & Mussai (2001) JCSE,
search: grounded theory

Selecting students to respond to the questionnaire, and then selecting students
for the interview part of the study so that the data from the former informed
the latter selection. Then analysis on the interview data and reporting of the
prominent theme.

TABLE 11 Preconception

Authors & Source External preconception?

Isomöttönen & Kärkkäinen (2008)
IEEE CSEE&T

Sets specific questions to the questionnaire according to previous teacher obser-
vations. However, the preconception is based on teacher conclusion from the
same study context, it is not an external theory. There is thus a theoretical sam-
pling character which is not acknowledged.

Williams et al. (2007) IEEE ICSE partly yes (valuing pair programming).
Ho et al. (2004) IEEE Frontiers in Ed-
ucation

Can’t tell because coding and interpretations not given (obviously due to page
restrictions).

Last (2003) IEEE Frontiers in Educa-
tion

Not likely, but the emergence of the core attribute is unclear.

Shull et al. (2000) IEEE Transaction
on SE, search: CSE & GT

No. But the choice of techniques taught limits the study to only those two ap-
proaches.

Lappenbusch & Turns (2005) IEEE
International Professional Commu-
nication Conference, search: cap-
stone project & grounded theory

Preconception, framework of “community of practice” was applied in the analy-
sis.

Begel et al. (2008) ACM ICER,
search: SEE & grounded theory

Not apart from the section where results are explained with an external concept.

Almstrum & Last (2006) ACM
SIGCSE, search: CSE & grounded
theory

No.

Chen et al. (2007) ACM SIGCSE,
search: CSE & grounded theory

No.

Cheng et al. (2004) ACM ITiCSE,
search: CSE & grounded theory

No. A chosen toolset sets the boundaries for the results.

Chinn et al. (2007) ACM ITiCSE,
search: CSE & grounded theory

Both a pre-determined coding scheme and emergent categories were utilized to
evolve the pre-determined scheme.

Deibel (2007) ACM ITiCSE, search:
CSE & grounded theory

No. Study subjects were allowed to talk about whatever they felt important while
an interviewer had a set of questions for guidance.

Deibel (2008) ACM SIGCSE, search:
CSE & grounded theory

No; see previous item (this is a continuation study for it).

Dick et al. (2003) ACM SIGSCE
Bull. ITiCSE working group report,
search: CSE & grounded theory

Categories emerged, but a pre-determined framework was applied to discuss the
findings.
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Fitzgerald et al. (2005) ACM ICER,
search: CSE & grounded theory

Partially; problem solving strategies found seem to come from the data, but were
also verified with the data, and then given under Bloom’s Taxonomy and con-
cepts of Strategic Learning. Also generally known concepts from the research
domain (programming languages) are used to group the found strategies. Also
includes a separated sections for emergent findings.

Hanks et al. (2009) ACM SIGCSE,
search: CSE & grounded theory

No external concepts, but the findings were verified with the data.

Herman et al. (2008) ACM ICER,
seach: CSE & grounded theory

No external concepts, but the findings were verified with the data (cf. deduction
and verification).

Hewner et al. (2008) ACM ICER,
search: CSE & grounded theory

No external concepts, guiding sample excerpts used in autobiography data col-
lection. The results of axial coding were verified with the data.

Jadud (2006) ACM ICER, search:
CSE & grounded theory

No, as does not focus on the results but the means and tools to gain understand-
ing of the research topic.

Kautz et al. (1999) ACM SIGCPR
Computer Personnel, search: CSE &
grounded theory

No, but study context is based on particular systems development methodology,
and study discusses results within context of existing theories.

Kollanus et al. (2008) ACM ITiCSE,
search: CSE & grounded theory

No, concepts and conclusions derived from data. Constrained by pre-determined
questions.

Melin & Cronholm (2004) ACM
ITiCSE, search: CSE & grounded
theory

No, the paper, however focuses on the results (two main concepts derived from
data) that are introduced before the results of the analysis.

Nagarajan & Edwards (2008) ACM
ACE, search: CSE & grounded the-
ory

Constrained by pre-determined questions.

Schulte & Knobelsdorf (2007) ACM
ICER, search: CSE & grounded the-
ory

Yes, is of the tradition where the data are examined with a lens of existing con-
ception — yet refers to GT.

Yuen (2007) ACM SIGCSE Bulletin,
search: CSE & grounded theory

No, but limited and guided by two pre-determined questions.

Sudol (2008) ACM SIGCSE, search:
CSE & grounded theory

Categories emerge, but the analysis affected/limited by the pre-determined cri-
teria which arise from the research question.

Simon et al. (2008) ACM SIGCSE,
search: CSE & grounded theory

Cannot tell based on the text; the categories may emerge from the data, but the
analysis is guided by two research questions, and based on Bloom’s taxonomy.
Thus affected/limited by external framework.

Levy (2001) JCSE, search: grounded
theory

No/cannot tell; categories seem to emerge but the study sets two specific, guiding
research questions.

Kolikant & Mussai (2001) JCSE,
search: grounded theory

Not biased. Guided by the questions, the main theme seems to emerge.
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