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Planar Sobolev extension domains I

Abstract

This doctoral thesis deals with geometric characterizations of bounded planar simply
connected Sobolev extension domains. It consists of three papers. In the first and third
papers we give full geometric characterizations of W' P-extension domains for 1 < p < 2
and p = 1, respectively. The second paper establishes a density result for Sobolev functions
on planar domains, necessary for the solution for the case p = 1. Combining with the
known results, we obtain a full geometric characterization of W' P-extension domains for
every 1 < p < o0.

The author had an active role in the research and preparation of each of the three
papers.

Key words and phases: Sobolev space, extension, uniform domain.
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1 Sobolev Extension domains

Let © C R™ be a domain, that is, an open connected subset of R™.

Definition 1.1. Assume that f € L} (Q), and let 1 <i <n. We say that g; € L} ()

loc
is the weak partial derivative (or distributional partial derivative) of f with respect to x; if

[r52ar=— [ gpds
o Ox; Q

The Sobolev space WHP(Q) for p € [1, oo] is the collection of all functions u € L}, ()
with the (semi)norm

for all o € CL(Q).

[ullwrr) = VUl pr ) < oo

Here Vu = (g1, ..., gn) is the distributional gradient of u, where g; is the weak partial
derivative of u with respect to x;. Also recall that every Sobolev function f has a precise

representative with
) 1
f(z) = lim ——— f(y) dy

r—0 |B($7 T)‘ B(z,r)
almost everywhere (with respect to the p-capacity; see e.g. [5, Page 160]). Here |B(x, r)|
denotes the Lebesgue measure of B(z, r). In what follows we identify every Sobolev
function with its precise representative.

A domain Q is called a W bP-extension domain if there exists a bounded (linear) operator
E:WhP(Q) — WP(R?) such that Fu|g = u for all w € WP(Q). Regarding the issue of
linearity in our definition for 1 < p < co we refer the reader to [12].

Our definition of W'» and the corresponding norm only deal with Vu. This is called
the homogeneous norm. The usual Sobolev norm for u is

ullLr @) + IVl L)
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The extension problem for the usual norm is equivalent to our definition when €2 is bounded
[13].

Regarding extendability of functions in Euclidean spaces, it is clear that every function
in LP(A) can be zero-extended to R™ for every set A C R™. Also any L-Lipschitz function
f: A — R can be extended from any set A C R" to a global Lipschitz function. Indeed,
define

Ef(z) = int {f(2) + L|z —al}

One can easily check that this really gives us a Lipschitz extension (even with the same
Lipschitz constant).

For Sobolev spaces, extension problems become more complicated. When n = 1, namely
on the real line, we can extend Sobolev functions easily for any open interval by reflection
and suitable cut-off functions.

Calderén [4] and Stein [24] dealt with the case where 2 C R”™ is a Lipschitz domain.
They showed that, for each of these domains, it is possible to construct an extension
operator for every 1 < p < oo. Later in [9, 10, 11, 14] it was proven that a bounded
simply connected planar domain is a W1?-extension domain if and only if it is a quasidisk
(equivalently, a uniform domain). Moreover Jones showed in his seminal paper [14] that
every uniform domain of R™ is a W' P-extension domain for all p € [1, 0o). Let us recall
the definition.

Definition 1.2. A domain € is called uniform if there exists a positive constant ey such
that for any two different points z, y € §2, there exists a rectifiable curve v C Q joining x,
y and satisfying

() < l|gc —y| and dist (2, 0Q) > eomin{l(vsz), {(72y)} for all z € 7, (1.1)
€0

where £(7;) is the length of the part of v joining from z to z, and 7., corresponds to z
and y.

Jones’ idea was to construct an extension operator via a reflection technique Q; —

7, motivated by “quasiconformal reflections”; it was well-known that a bounded simply

connected planar domain is uniform if and only if it is the image of the unit disk under some

quasiconformal mapping on R?; see [7]. Recall here that a homeomorphism f : R? — R?
is quasiconformal if f € Wl’l(RQ; R?) and there is a constant K > 1 so that

loc

|Df(2)]* < KJs(z), ae. xcR%
p—2
p—1
domain is a W' P-extension domain and a simply connected planar domain is a W P-
extension domain if and only if it is a Z;?—subhyperbolic domain; see [23] and also [17].

In the case p > 2, the correct geometric condition is -subhyperbolicity: each such

This class of domains is strictly larger than the class of uniform domains.

In this thesis we deal with the planar case where 1 < p < 2. Then even a simply
connected planar W' P-extension domain is not necessarily uniform (see [21] and related
examples in [16, 19]). Before going further to our results, let us recall more details about
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classical results together with the ideas of their proofs in the following subsections, case by
case. Then we introduce the main ideas of our proofs. All the discussions below are always
in the plane, even though some of them can be generalized into the higher dimensional
cases.

1.1 Case p = oo: locally Lipschitz functions

A (path)connected set A C R? is called C-quasiconvez if there exists a constant C' > 0
such that for any x, y € A there exists a rectifiable curve « joining them with

() < Clz -y,

where /() denotes the length of v. Recall that the inner distance dist o(z, y) between x
and y in a domain € is defined as

dist o(z, y) = inf £(vz,4)

where the infimum is taken over all rectifiable curves v, , C €2 joining  and y. Also recall
that (the precise representatives of) W' *-functions are locally Lipschitz [5, Section 4.2.3].

Theorem 1.3. Let Q C R? be a bounded simply connected domain. Then it is a W >-
extension domain if and only if it is C-quasiconvex, where the norm of the extension
operator and C depend only on each other.

Sketch of the proof. To show the necessity of C-quasiconvexity, given z1, zo € 2 let
u(z) = dist o(z, z1).

Then u € WH*(Q) and the L*°-norm of |[Vu| is no more than 1. Moreover since ) is a
W *_extension domain, then

dist (21, 22) = [Eu(21) — Eu(22)| < [VEu| peor2)|21 — 22| < [|E||[21 — 22,

where F is the extension operator. Thus there exists a curve « joining z; and zo whose
length is no more than 2||E|||z; — z2.

The sufficiency of quasiconvexity is essentially trivial since functions in W1 () are
(globally) C||V f| e (q)-Lipschitz when € is quasiconvex. Then by applying the Lipschitz
extension operator we conclude the sufficiency. O

1.2 Case 2 < p < oo: Holder continuity
We denote by C%%(A) the space of all Holder continuous functions on A C R? with power

a, equipped with the (semi-)norm

lullgo.agay = sup &=l (12)

T, yEA, x#y ’33 - y’a

Similarly we denote by Lip,(£2) the space of all continuous functions on a domain Q C R?
such that for every u € Lip,(f2) the quantity on the right-hand side of (1.2) is finite
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with the supremum taken over all disks B € © and all z, y € B. A domain Q C R? is
called a Lip,-extension domain if it admits a bounded extension operator from Lip,(2)
to Lip,(R?) = C%%(R?).

It is well-known that WhP-functions are Hélder continuous [5, Section 4.5.3]. More
precisely for each 2 < p < oo and any disk B C () there exists a constant C' depending
only on p such that

[u(z) = uly)] < Cle =y # |Vl (s (1.3)

for all u € WLP(Q) and x, y € B C Q; recall that we have identified u with its precise
representative. Especially u € Lip,(2).

It follows that a W' P-extension domain is necessarily quasiconvex for 2 < p < oo.
Indeed for fixed 271, 2o € Q) one defines

u(z) = min{ dist o (z, 21), 2dist o(z1, 22)}.

Then a straightforward calculation shows that
/ |Vu|P de < |B(z1, 2dist o(21, 22))| S dist g(z1, 22)°.
Q

On the other hand, by letting F be the extension operator associated to {2, we conclude
from the uniform Hoélder continuity that

_2
dist o(z1, 22) = |Fu(z1) — Fu(z2)] < C(p)HVEuHLp(Rz)\zl — 22\1 p

<C(p, B — )3 ( / |wp)

= =
RSAIN)

2
< Clp, ||z —y|' » dist (=1, 22),

which with the assumption p > 2 implies
dist o(z1, 22) S|z —yl.

Here the constant depends only on p and the norm of the extension operator.

However quasiconvexity is not sufficient for extendability of W P-functions with 2 <
p < co. There are quasiconvex domains which do not admit a W' P-extension operator
for any 2 < p < oo; see e.g. [12] for more necessary conditions.

Nevertheless, a heuristic calculation leads to a correct condition. Given a sequence of
disks B; = B;(x;, r;) C € joining z1, 29 € 2, by (1.3) we have via Holder’s inequality

p—1 1
1_2 2-p P p
[u(er) = () < C Y r 7 IV ullpngs < C (Z ) (Z ||w|fzp(3i)>

p—1

2—p P
<c (Z ) IVull - (L4)

i
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We would like to obtain global Holder continuity, which is necessary for the extension, but
2

by concavity of z 2Tor we only have

(5r) "2

If the reversed inequality
2—p

er v < (ZH)H (1.5)

were to hold, then by the quasiconvexity (with a little bit more effort) we would obtain
from (1.4)

p—2
p
1—2
fu(z) — u(z2)| < €’ (Z > [Vl gy < €1 — 22l 5 [Vl
i
as desired. Indeed (1.5) is essentially the required geometric condition.

Theorem 1.4. Let 2 be a bounded simply connected domain in the plane. Then for
2 < p < oo the following are equivalent.

1) Q is a WhP_egstension domain.

)

2) Qis a Lipy_g/,-extension domain.

3) WLP(Q) can be continuously embedded into C%1=2/P(0Q).
)

4) there exist a constant C' such that, for any two points x, y € €1, there is a rectifiable

curve v C € joining them such that

/ dist (2, 0) 7 dz < Cla — y| 1. (1.6)
ol

The curve condition in (4), to my best knowledge, appeared first in [7] where it is
proven that (2) is equivalent to (4). Motivated by this, later Koskela [17] obtained a
weaker version of above theorem. The missing part was completed by Shvartsman [23] via
a key observation that (1.6) essentially has self-improvement, namely a version of it holds
if we replace p by some ¢ = ¢(p) < p, up to a multiplicative constant depending only on p
and the original constant C; a heuristic reason for this comes from the reversed inequality
(1.5).

1.3 Case p = 2: Quasidisks

The case where p = 2 has attracted considerable attention since it has very deep relations
with the theory of quasiconformal mappings. Here we list a sequence of related results.
For further results and information, we refer to e.g. [6].
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Theorem 1.5. Let 2 be a bounded simply connected domain in the plane. The following
are equivalent:

(1) Q is a uniform domain;
(2) Q@ =R2\Q is a uniform domain;

(3) for all z1, zo € Q, there is a curve v C Q) joining z1 and zy and satisfying

: -1 - |21 — 2
[y dist (z, Q)" " ds(z) < C'log <1 + min{ dist (21, 090), dist (22, 80} ) ° (1.7)

(4) there exists a quasiconformal (or even biLipschitz with respect to the spherical metric)
reflection between ) and €);

(5) Q is a W 2-eatension domain.
(6) Q is the image of D under a quasiconformal mapping f: C - C.

Towards introducing our method later, we sketch a proof of the implication of (1) to
(5) here following [14], under the assumption that € is Jordan.

Sketch of the proof: (1) = (5). Apply the Whitney decomposition [24] to Q2 and Q) respec-
tively. Fix u € WH2(Q) N C>®(Q). For each Whitney square Q C €2, by the uniformity of
the domain 2 we can choose a Whitney square ) C €2 such that

UQ) ~ £(Q) ~ dist (Q, Q), (1.8)

where the constants depend only on the uniformity constant € of 2. Then we define
=Y Qi
i

where the index ¢ goes over all the Whitney squares in some large disk B containing (2, ag,
is the average of u over the Whitney square ); associated to QZ, and {p;} is a standard
partition of unity associated to {Q } such that each ¢; is compactly supported in 10 QZ,
and N

Vil < 6@

Notice that by (1.8) and the geometry of the plane, there are at most C(e) Whitney
squares in § related to any given @ C . Moreover, for any two neighboring Whitney
squares Q Q’ C Q the corresponding Whitney squares in 2 are within at most C'(e )E(Q)
(inner) distance. These properties allow us to control ||V Eu| r2(p) by [[Vull12(q) via the
Poincaré inequality, up to a constant depending only on e. Also ||Eul| r2(p) 1s bounded
from above by C'(€)|ul|r2(q)- It is not difficult to check that we obtain a function of the
Sobolev class in B, or see [15] for a general theorem on this. Since B is an extension
domain, we conclude (5) by the fact that W1 2(Q) N C>(Q) is dense in W2(Q) for any
uniform domain €2, which is also shown in [14]. O
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1.4 Case 1 < p < 2: A generalized version of Jones’ reflection

The uniformity condition (1.1) is sufficient but not necessary for a simply connected planar
domain to be a Wl P-extension domain when 1 < p < 2; see e.g. [16]. In the first paper
[KRZ16] of this thesis we established the following result.

Theorem 1.6. Let 1 < p < 2 and let Q C R? be a bounded simply connected domain.
Then Q is a WYP-extension domain if and only if for all 21,20 € R?\ Q there exists a
curve v C R?\ Q joining 21 and zo such that

/ dist (2, 9Q)1P ds(z) < C(, p)|21 — 2|27 (1.9)
il

The theorem above with Theorem 1.4 implies (with some effort) the following corollary.

Corollary 1.7. Let 1 < p,q < oo be Hélder dual exponents and let Q C R? be a Jordan
domain. Then § is a WiP-extension domain if and only if R? \ Q is a Wh4-extension
domain.

Let us now sketch the proof. We first consider the case where €2 is a Jordan domain
in the plane, and the general case then follows from an approximation argument with the
weak compactness of W1P(Q).

In this case, the idea to show the sufficiency of (1.9) is to modify Jones’ reflection. The
key difference is that, for a Jordan domain 2, after applying Whitney decomposition we
do not associate squares as in (1.8), but via the shadows of squares on 9f).

To be precise, let us define the shadow S(A) of a set A C Q. Since Q is Jordan, a
conformal map ¢: D — € can be extended homeomorphically up to the boundary by
the Caratheodory-Osgood theorem. The images of radial line segments in ID under ¢ are
called hyperbolic rays. Then we define the shadow S(A) of A as the subset of 02 where
the hyperbolic rays crossing A end. It follows from the definition and the homeomorphity
of ¢ that S(A) is connected whenever A is. Indeed S can be regarded as a projection map
from § to its boundary. In a similar manner we define the shadow of A C (2; here the
hyperbolic rays are images of radial rays towards oo in Ra\ D under 3: R2\ D — Q.

Then mimicking (1.8) for each Whitney square @@ C Q we choose a Whitney square
@ C 2 such that

diam (S(Q)) ~ diam (S(Q)) ~ diam (5(Q) N S(Q)) (1.10)

with the constant depending only on the constant in (1.9). In the case where €2 is uniform,
we in fact obtain the condition (1.8) of Jones’ since

diam (S(Q)) ~ £(Q) and diam (S(Q)) ~ £(Q).

However in our case only the former inequality holds, i.e. only for Q C €2, since €2 is a
John domain with the John constant depending only on the constant in (1.9) by [22].
This might not hold for Whitney squares in ; see [KRZ16, Lemma 4.3]. Thus we cannot
expect either the uniform finiteness of Whitney squares corresponding to a square Q C €2
or the comparable sizes of () and @
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Instead, a motivational lemma [KRZ16, Lemma 4.5] indicates that we may control the
sizes of all (possible) Whitney squares (); corresponding to @ in the following sense:

D UQ)TT S UQ)T, (1.11)

Q
which essentially comes from (1.9) with considerable effort. Roughly speaking this gives
the control for change of variable with respect to the “reflection”, and hints us that,
after defining the extension operator E via a suitable partition of unity, we can control
the gradient of the extended function by the gradient of the original function, for each
function in C*°(Q2) N WHP(Q). If so, then by a density result [20] for bounded Jordan
domains in the plane, we obtain the desired extension operator as in the case of Jones’ in
the previous subsection.

However (1.11) is not enough for our purpose. The reason is that, for a given pair
of Whitney squares @1, @2 C Q with @1 N @2 # (), the corresponding Whitney squares
@1, Q2 might not be of comparable sizes. Assume that £(Q1) << ¢(Q2) for our illustration
later.

To estimate the difference of the averages, we need lots of intermediate Whitney squares
of geometric-type sizes joining Q)1 to Q2 in 2, namely their side-lengths form a geometric-
type sequence. However neither @1 nor @2 are associated to these intermediate Whitney
squares. Thus (1.11) is too weak; some extra terms should appear in the left-hand side
of (1.11), and for the usage of the Holder inequality later we also need a slightly smaller
power than 2 — pin (1.11).

To this end, we introduce “fake squares” ﬁj inside Q as suitable (in the sense that
each S (ﬁ]) satisfies a property similar to (1.10)) sets corresponding to the intermediate
Whitney squares, such that F i C @1 U@g and @1 CF . These “fake squares” by definition
have diameters comparable to their distances to 92 with a uniform constant. Then by an
argument similar to the one for (1.11), with an important observation of Shvartsman [23]
we obtain the following key estimate

> diam (F)7 4> £(Q)** SUQ)*, (1.12)
B 2,

where ﬁj’s and Qj’s are sets corresponding to @), and s = s(p) > p. This gives us the
correct estimate on change of variable with respect to the “reflection”, and the rest follows
similarly as in the Jones’ case.

To show the necessity of the condition (1.9), we again first consider the case where (2 is
Jordan. First observe that when 1 < p < 2 the function %Arg(z) is a W1 P-function of the
upper half disk. Motivated by this, and the fact that simply connected W' P-extension
domains in the plane are necessarily John for 1 < p < 2 (see e.g. [16, Theorem 6.4], [10,
Theorem 3.4], [22, Theorem 4.5] and references therein), we construct an “arctangent-
like” function inside €2; recall that every point on the boundary of a John domain admits
a “twisted cone” inside the domain by the definition of John domain. See [KRZ16, Lemma
3.3] for the construction. Then by the extension property of {2 with this test function,
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we conclude the curve condition (1.9). The case where  is simply connected is handled
via an approximation argument, in which we apply a version of Jones’ “reflection” inside
John domains to show an inner W' P-extension property; see [KRZ16, Theorem 3.6] and
recall that simply connected John domains are inner uniform [2], [25]; namely uniformity
here is with respect to the inner distance, comparing to (1.1).

1.5 Case p = 1: Hyperbolic triangulation

This is the endpoint of the whole story, but the most difficult one. To begin with, a result
of Burago and Maz’ya [3] implies that a domain, whose complement is quasiconvex, is a
BV-extension domain. Later in [18] it was shown that quasiconvexity is also necessary.
Then the fact that the complement of a bounded simply connected W '!-extension domain
in the plane is necessarily quasiconvex follows as a corollary [18, Corollary 1.2].

Quasiconvexity of the complement does not imply W' l-extendability in general. A
typical example is given by a slit disk

Q=D\{(z, 0) | x>0},

which has a quasiconvex complement but fails to be a W l-extension domain. In the third
paper [KRZ17] we show that in order to obtain a characterization of W1 '-extendability,
in addition to the quasiconvexity of the complement, one needs to control the size of the
set, of self-intersections of the boundary 0.

Theorem 1.8. Let Q C R? be a bounded simply connected domain. Then Q is a Wh1-
extension domain if and only if there exists a constant C < oo such that for each pair
x,y € Q° of points there exists a curve v C Q¢ connecting x and y with

1
——dz < Clz —y|. 1.13
/q/X]RQ\{)Q(Z) | | ( )

In other words, (1.13) requires that ¢(y) < C|x — y| and that H'(y N dQ) = 0, where
H' denotes the 1-Hausdorff measure.

This time we cannot construct the extension operator via the standard Whitney de-
composition. One of the reasons is that, to deal with overlaps of Whitney squares in the
reflection procedure, one usually uses the maximal function operator which preserves the
LP-norm; however it maps L!-functions to L' *°-functions.

To deal with this problem, we introduce a hyperbolic triangulation of Q¢ = R?\ €.
First assume that € is Jordan. We apply a dyadic decomposition to dD and then via
the (extended) conformal map ¢: D — € decompose JQ. Then based on the points
on 0f) we decompose Q= R? \ Q into hyperbolic triangles (that is, a closed set whose
boundary consists of three hyperbolic geodesics) by joining neighboring points of the
same dyadic level on 9f2 via hyperbolic geodesics in Q. In order to control the length of
these geodesics via the Gehring-Hayman theorem inside an unbounded domain, we start
our decomposition with a sufficiently high level, and apply the quasiconvexity of Q (or,
equivalently, the quasiconvexity of 2¢). Also we apply a Whitney-type decomposition for
Q) via the images of a Whitney-type decomposition of D under ¢.
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This time our association is not given with respect to the Whitney-type sets, but be-
tween the Whitney-type sets in {2 and the hyperbolic geodesics (which are the boundaries
of hyperbolic triangles) in Q. Precisely we associate to each hyperbolic geodesic the inte-
gral average of a function u € C*°(Q) N W 1(Q) on the Whitney-type set in  such that
the shadows of the sets coincide with each other on 9. We construct a function in Wh!
for each hyperbolic triangle with suitably controlled norm, such that it takes the corre-
sponding value continuously (except the three vertices) on each of the edges; note that
the vertices of these hyperbolic triangles are on 9€). Moreover, we extend the function as
constant towards infinity; in order to do this some technical treatments are needed. This
gives us a function Fu which is continuous except for a countable number of points on 0f2,
and it can be checked that we obtain a global Sobolev function. Finally a density result
in the second paper [KZ16] is applied to define Eu for all u € W1 1(Q).

For the simply connected case, we can neither use the approximation argument since
W L(B) is not weakly compact for any disk B C R2, nor apply the method above di-
rectly since there might be lots of complementary domains. Nevertheless, we can take
the limit of hyperbolic geodesics by the Arzeld-Ascoli lemma because of the (uniform)
quasiconvexity of R? \ ¢(B(0, 1 —2-")). This motivates us to introduce the concept of
“piecewise hyperbolic geodesic”, and then similar ideas as above can be applied except
for an important issue: The limits of hyperbolic geodesics might overlap with each other,
and because of this the limits of hyperbolic triangles might degenerate. To deal with
this problem, we study the cases of degeneracy, and check how the overlaps of piecewise
hyperbolic geodesics might happen; see [KRZ17, Lemma 5.1, Lemma 5.2, Lemma 5.3].
Finally we use a result in the second paper [KZ16] about the density of C(£2) N W1>°((Q)
in W (Q) when Q is a bounded simply connected planar domain; see [KRZ17, Section
5.3]. This, with some other techniques, allows us to check that Fu is in the Sobolev class
when u € C(Q) N WhH>(Q).

To show the necessity of (1.13), we first use a result in [18] saying that € is necessar-
ily quasiconvex. This allows us to define piecewise hyperbolic geodesics between points
relatively close to each other. Then via suitable test functions, we show that for each
piecewise hyperbolic geodesic v C Q€

H (yN Q) = 0.

In the end the injectivity of piecewise hyperbolic geodesics implies (1.13); see [KRZ17,
Lemma 4.1].

2 Density of regular functions in Sobolev spaces

As mentioned in the previous section, density of regular functions is needed for extend-
ability. The second paper [KZ16] was motivated exactly by this.

Let us recall some earlier results. First smooth functions are dense in W1P(Q) for any
domain Q C R? with 1 < p < co. Consequently, if Q is a W!P-extension domain, then
global smooth functions can approximate functions in W1P(Q) with respect to WP (€)-
norm. Indeed we extend u € WHP(Q2) to Fu € WHP(R?), pick a sequence v; € C(R?)
approximating Eu in W1P(R?)-norm and then restrict these v; to Q.
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Recall that Lipschitz domains are extension domains. However, if we would like to
approximate Sobolev functions by functions that are smooth up to the boundary, then
the Lipschitz condition can be relaxed. For instance, if €2 satisfies a cone condition or the
weaker segment condition, then C*°(Q) is dense in W1 P(£2). On the other hand, it is easy
to construct domains  for which C°°(Q) fails to be dense. For example, take 2 to be a
slit disk: the unit disk minus a radius. See e.g. [1] for more information.

Lewis gave another condition for density of global smooth functions in [20]. He proved
that C°(R?) is dense in W1P(Q) for every 1 < p < oo provided  is a planar Jordan
domain: the bounded component of R? \ v, where 7 is a Jordan curve. Note that only a
topological property is assumed.

More recently, Giacomini and Trebeschi established in [8] density results that especially
yield the density of W1 2(Q) in WhP(Q) for all 1 < p < 2 when  is bounded and simply
connected. The Helmholtz decomposition of L?(£2, R?) was applied to characterize the
orthonormal subspaces of certain Sobolev spaces. Thus only the density of W12(€) can
be obtained by this technique.

We established the following theorem in the second paper.

Theorem 2.1. If Q C R? is a bounded simply connected domain, then W >°(Q) is dense
in WHP(Q) for any 1 < p < oo. Moreover if  is a planar Jordan domain, then C™(R?)
is dense in W P(Q) for any 1 < p < oo.

The idea of the proof is quite straightforward. Firstly fix a bounded simply connected
domain in the plane, and let ©, = ¢(B(0,1—27")), where p: D — Q is conformal.
Applying a (radial) dyadic Whitney decomposition to D up to the n-th level, we obtain
a decomposition of B(0, 1 —27"), and by ¢ we also decompose 2, into Whitney-type
sets of Q. We call o(B(0, 1 —27")\ B(0, 1 —277*1)) n > 2, the boundary layer of Q,,
consisting of Whitney-type sets R;.

We next decompose Q2 \ €,. The main idea is to regard Q \ Q, as a “copy” of the
boundary layer of €2,,. To be precise, 2\ €, is decomposed into sets S; such that

Hl(asj N Sj_l) ~ diam (RJ) ~ Hl(ﬁSj N Rj) (2.1)

where S; and R; are neighboring sets. This can be done because of the geometry of simply
connected domains in the plane; see the proof of inequalities (3.4) and (3.5) in [KZ16].

Now we start to construct the approximating sequence. Pick u € WP(Q). We may
assume that u is smooth and bounded by the classical results; the general case then
follows from a diagonal argument. Define v,, on 2, as the restriction of u to €2, and then
extend v, to '\ €,. Towards this, for each Sj, we associate to it the integral average
of u on R;, and use a partition of unity, coming from the inner distance, to “glue” these
values together. It is not difficult to see that v, € W1 >°(Q). Additionally, by (2.1) and
the Poincaré inequality, one sees that the W' P-norm of v, is bounded from above by a
multiple of the W1 P-norm of u on the boundary layer of €2,,.

Regarding the case where 2 is Jordan, we use a sequence of Lipschitz domains to
approximate it from outside with respect to the Hausdorff distance, and apply the method
above to the Lipschitz domains (sufficiently close to €2,,) with a function u defined in .
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Then we obtain a sequence of W' >-functions inside these Lipschitz domains. Since
Lipschitz domains are W' *®-extension domains, we then obtain a sequence of Lipschitz
functions approaching u in W1 P(2). Via standard mollifiers, another diagonal argument
gives a desired sequence of smooth functions.
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ABSTRACT. We characterize bounded simply connected planar W!'P-extension domains for
1 < p < 2 as those bounded domains Q C R? for which any two points 21,22 € R? \ Q can
be connected with a curve v C R? \ Q satisfying

/ dist (z,09)' P dz < |21 — 2> 7P,
-

Combined with Shvartsman’s characterization of W 'P-extension domains for 2 < p < oo, we
obtain the following duality result: a Jordan domain Q C R? is a W P_extension domain,
1 < p < oo, if and only if the complementary domain R?\  is a WP/ (P=1_extension
domain.
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1. INTRODUCTION

In this paper we study those planar domains © C R? for which there exists an extension
operator E: WHP(Q) — W1P(R?). Here the Sobolev space WP 1 < p < oo, is

WhP(Q)={ue LP(Q) : Vue LP(Q,R*)},
where Vu denotes the distributional gradient of u. The usual norm in WP () is | |u] lwir) =
|l o) + [IVul (o). More precisely, E: W'P(Q) — WP(R?) is an extension operator if
there exists a constant C' > 1 so that for every u € WP(Q) we have

| Bullwemey < Cllullwieq)

and Eu|lg = u. Notice that we are not assuming the operator E to be linear. However,
for p > 1 there always exists also a linear extension operator provided that there exists an
extension operator, see [15] and also [34]. Finally, a domain 2 C R? is called a W!P-extension
domain if there exists an extension operator E: WHP(Q) — WHP(R?). For example, each
Lipschitz domain is a W!P-extension domain for each 1 < p < oo by the results of Calderén
[6] and Stein [36].

In this paper we prefer to use the homogeneous seminorm ||ul|1.0() = [|Vul|1p(q). This
makes no difference because we only consider domains  with bounded (and hence compact)
boundary; for such domains one has a bounded (linear) extension operator for the homoge-
neous seminorms if and only if there is one for the non-homogeneous ones; see [17]. In what
follows, the norm in question is always the homogeneous one, even if we happen to refer to it
by [[ullwreq)-

The main result of our paper is the following geometric characterization of simply connected
bounded planar W!P-extension domains when 1 < p < 2.

Theorem 1.1. Let 1 < p < 2 and let Q C R? be a bounded simply connected domain. Then
is a WhP-extension domain if and only if for all z1, 22 € R?\ Q there exists a curve v C R?\
joining z1 and zo such that

/ dist (z,0Q)1 7P ds(z) < C(Q,p)|z1 — 22|*7P. (1.1)
.

Both the necessity and sufficiency in Theorem 1.1 are new. Notice that the curve v above
is allowed to touch the boundary of {2 even if the points in question lie outside the closure of
). This is crucial: there exist bounded simply connected W1P-extension domains for which
R?\ © has multiple components, see e.g. [20], [7].

When combined with earlier results, Theorem 1.1 essentially completes the search for a
geometric characterization of bounded simply connected planar W1 P-extension domains. The
unbounded case requires extra technical work and it will be discussed elsewhere.

The condition (1.1) on the complement in Theorem 1.1 appears also in the characterization
of Wl extension domains when 2 < ¢ < co. For such domains a characterization using
condition (1.1) in the domain itself with the Holder dual exponent ¢/(q¢ — 1) of ¢ was proved
in [35, Theorem 1.2], see also earlier results [5, 21].

Theorem 1.2 (Shvartsman). Let 2 < ¢ < 0o and let Q be a bounded simply connected planar
domain. Then Q is a W4 -extension domain if and only if for all z1, za € Q there exists a
rectifiable curve v C Q joining z1 to zo such that

2

/ dist (z,aﬂ)ﬁ ds(z) < C(Q,q)|=1 — 22‘%. (1.2)
g
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The above two theorems leave out the case p = 2. This is settled by earlier results [12, 13,
14, 18], according to which a bounded simply connected domain is a W'2-extension domain
if and only if it is a quasidisk (equivalently, a uniform domain). Since the complementary
domain of a Jordan uniform domain is also uniform, one rather easily concludes that a Jordan
domain is a W!'2-extension domain if and only if the complementary domain is.

Combining our characterization in Theorem 1.1 (also see the remark after Theorem 3.1
and Proposition 4.1 with Lemma 2.11 for the case where 9 is Jordan) with Shvartsman’s
characterization stated in Theorem 1.2 (see also Lemma 2.1 for the passage between bounded
domains and unbounded domains with bounded boundary, Theorem 3.1, Lemma 4.1 and
Lemma 4.12)) we get the following duality result between the extendability of Sobolev func-
tions from a Jordan domain and from its complementary domain.

Corollary 1.3. Let 1 < p,q < oo be Holder dual exponents and let 2 C R? be a Jordan
domain. Then Q is a WhP-extension domain if and only if R? \ Q is a Whi-extension
domain.

Corollary 1.3 was hinted by the example in [23] (see also [28, 33]) that exhibits such duality.

Corollary 1.4. Let Q C R? be a bounded, simply connected W'P-extension domain, where
1 < p < 2. Then there is ¢ > p so that Q is a Wh*-extension domain for all 1 < s < q.

The case 1 < p < 2 follows from Theorem 1.1 together with the fact that (1.1) implies the
analogous inequality for all 1 < s < p 4 €. The case of smaller s is essentially just Holder’s
inequality, see [26], while the improvement to larger exponents follows from the proof of
Proposition 2.6 in [35]; see Lemma 2.11 below. Again, the case p = 2 of Corollary 1.4 was
already known to hold: one then has extendability for all 1 < s < oo.

Combining Corollary 1.4 with results from [21] and [35] we obtain an open-ended property.

Corollary 1.5. Let Q C R? be a bounded, simply connected W'P-extension domain, where
1 < p < oo. Then the set of all 1 < s < oo for which Q is a Wh5-extension domain is an
open interval.

Actually, the open interval above can only be one of 1 < s < 00, 1 < s < g with ¢ < 2, or
q < s < oo with ¢ > 2.

Let us finally comment on some earlier partial results related to Theorem 1.1. First of all,
bounded simply connected W !P-extension domains are John domains when 1 < p < 2; see e.g.
[20, Theorem 6.4], [13, Theorem 3.4], [29, Theorem 4.5] and references therein. The definition
of a John domain is given in Definition 2.12 below. However, there exist John domains
that fail to be extension domains and, even after Theorem 1.1 there is no interior geometric
characterization available for this range of exponents. Secondly, in [22] it was shown that
the complement of a bounded simply connected W1 l-extension domain is quasiconvex. This
was obtained as a corollary to a characterization of bounded simply connected BV -extension
domains. Recall that a set E C R? is called quasiconvez if there exists a constant C' > 1 such
that any pair of points z1, 25 € F can be connected to each other with a rectifiable curve v C E
whose length satisfies ¢(y) < C|z1 — z2|. In [22] it was conjectured that quasiconvexity of the
complement holds for every W1P-extension domain when 1 < p < 2. This conjecture follows
from our Theorem 1.1, but again, quasiconvexity is a weaker condition than our geometric
characterization.

Before going into the proof of Theorem 1.1 in Sections 3 and 4, we fix some notation
and recall basic results in Section 2. The necessity of (1.1) is proved in Section 3 by first
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verifying this condition under the additional assumption that the domain in question is a
Jordan domain. The general case is then handled via an approximation argument, for which
we need to approximate  from inside by Jordan W'P-extension domains. For sufficiency,
we again first deal with the Jordan case, and then use a compactness argument to pass to a
limit. This is done in Section 4. The crucial point in the proof is the construction of a new
version of the Whitney extension technique.

2. PRELIMINARIES

Let us start this section with the following lemma stating that we can always swap an un-
bounded domain to a bounded domain (and vice versa) with the same extendability and curve
properties. This is the minor observation needed to conclude Corollary 1.3 from Theorem 1.1
and Theorem 1.2.

Lemma 2.1. Let Q C R? be a bounded domain. Take x € 2 and define an unbounded domain
0 = i,(Q) using the inversion
. —x
ZIR2\{J;}—>R2\{$}yI—>I+|yy_7x|2
Then
(1) For any 1 < p < oo the domain Q is a WP-extension domain if and only if Qs a
WP _extension domain. .
(2) For any 1 < p < 2 the domain Q has the curves satisfying (1.1) if and only if Q has
them for some constant C' (€, p).

Proof. Let R = 2diam () and 2r = dist (x, 9Q). Then 02 C A(z, r, R) := B(x, R) \
B(z, r).

Notice that i, is a biLipschitz map when restricted to A(z, r, R), with the biLipschitz
constant only depending on r and R. Hence for any function u € Wh? (Q)7 the pull-backed
function w0 iy| 4(y,r, Ryng € WHP(Q\ B(z,r)). Since the annulus A(z, r, 2r) C A(z, r, R)NQ
is a W1 P-extension domains for any 1 < p < oo, we can extend UwOoiz|A(z,r, )N tO @ function
v € WHP(Q), and then apply the operator E to extend v as a global W ? function Ev, whose
norm is less than the norm of u up to a multiplicative constant.

Next we use the diffeomorphism 7, to push the global function Fv forward to the im-
age side and restrict it on the set i,(A(z, r, R)), namely let w = FEv o i;1|iI(A(I7T,R)).
Again by the biLipschitz property of i, on A(z, 7, R), we know w € WY P(i(A(z, r, R))),
llwllw.»(iy (A, r, R))) 18 less than the norm of u up to a multiplicative constant, and by defi-

nition w|Qﬁiz(A(z » r)) = U Therefore we can additionally define w(z) = u(z) for all z € Q.

Since complementary domains of disks are also W1 P-extension domains for any 1 < p < oo,
we can extend the function w globally to R2. Note that w coincides with u on . Hence finally
we construct an extension operator for u with the norm depending only on the norm of E, p,
R and r. The other direction follows from a similar argument.

Additionally, the fact that i, is biLipschitz when restricted to A(z,r, R) and the fact that
outside A(z,r, R) and its image one can always connect using curves satisfying (1.1), imply
claim (2). Indeed, if © has curves satisfying (1.1), then let 1, x2 be any two points in Q, and
let z1 = i;l(xl) and z9 = i;l(xg). Then z1, z9 € Q. If the curve v C € connecting them lies
in A(z, r, R), then the bi-Lipschitz property of i, directly gives the desired inequality for the
curve i, oy up to a multiplicative constant depending only on p, r and R.
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Next if z1, z9 € A(x, r, R) but the corresponding curve is not contained in A(zx, r, R), since
= w, then we can replace the part of curve inside B(x, ) by the shorter subarc of
the circle S'(z, ) connecting the corresponding points on the circle S*(z, ). The new curve
that we still denote by ~ satisfies inequality (1.1) with a constant that only depends on the
original constant and p. The desired inequality for the curve i, o~ follows by the argument
in the previous case.

The case where z1, 29 € B(x, r) is trivial, since then 1, x9 are contained in the complement
of a disk, and this complement is contained in  and far away from 9. The case z; € B (z, r)
while z9 € A(z, 7, R) follows easily from the combination of previous cases, and by symmetry
we finish the proof of one direction. The other direction is similar. O

Let us fix some notation. When we make estimates, we often write the constants as
positive real numbers C(-) with the paranthesis including all the parameters on which the
constant depends. The constant C'(-) may vary between appearances, even within a chain of
inequalities. By a ~ b we mean that b/C < a < Cb for some constant C' > 2. If we need
to make the dependence of the constant on the parameters (-) explicit, we write ar~(yb. The
Euclidean distance between two sets A, B C R? is denoted by dist (4, B). By D we always
mean the open unit disk in R? and by S' its boundary. We call a dyadic square in R? any set

[mi27F, (m; +1)27%] x [m;27F, (m; +1)27%],

where m;, m;, k € Z. We denote by ¢(Q) the side length of the square Q.
Recall that any open set in R™ admits a Whitney decomposition; see e.g. [36, Chapter VI].

Lemma 2.2 (Whitney decomposition). For any U C R? open there exists a collection W =
{Q;}jen of countably many closed dyadic squares such that

(i) U= UjeNQj and (Qk)o N (Qj)o =0 for all j, k € N with j #+ k;

(i) £(Qr) < dist (Qk, 02) < 4v20(Qx);

(ii1) iﬁ(Qk) <U(Qj) < 4(Qr) whenever QN Q; # (.

Definition 2.3. A bounded connected set A C Q C R? is called a \-Whitney-type set in Q
with some constant A > 1 if the following holds.

(i) There ezists a disk with radius %diam (A) contained in A;

(i) % diam (A) < dist (4, 9Q) < Adiam (A).

For example, the Whitney squares in Lemma 2.2 are 41/2-Whitney-type sets. Observe that
for a A-Whitney-type set A in Q and any = € A, by the triangle inequality we have

dist (A, 9Q) < dist (z, Q) < (1 + \)dist (4, 99). (2.1)
Thus if two A-Whitney-type set Ay, As have non-empty intersection, then
diam (4;) ~ diam (As) (2.2)

with the constant depending only on A. Now let us recall some terminology and results from
complex analysis that will be needed in what follows.
Recall that for z1, zo € D, the hyperbolic distance between them is defined to be

2
dist (21, 22) = 1inf | ———— |dz|,
ist (21, 22) in [/1|z2| z|

where the infimum is over all rectifiable curves «y joining z1 to zo in D. Notice that the density

above is comparable to 1%‘2‘ = dist (2, D). The hyperbolic geodesics in I are arcs of
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(generalized) circles that intersect the unit circle orthogonally, and both the hyperbolic metric
and hyperbolic geodesics are preserved under conformal maps. To be precise, if ¢: D — Q is
conformal, then for z, y € )

dist p(z, y) = distn(p ™" (2), ¢~ (v))

by definition. This is independent of the choice of ¢ since ¢ is unique modulo a Mdbius
transformation that maps D to D, and the hyperbolic distance in D is invariant under such
transformation. The hyperbolic metric in R? \ D is defined via the M&bius transformation %,
and the hyperbolic geodesics in R?\ D are arcs of (generalized) circles that intersect the unit
circle orthogonally. Then the associated density is still controlled from above by an absolute
constant multiple of IZI%1 = dist (2, OD)~! (and also from below when z € B(0, 10)). By the
Koebe distortion theorem [1, Theorem 2.10.6], up to a multiplicative constant these density
estimates also hold for domains conformally equivalent to D or R? \ D. One may refer to [1,
Chapter 2] for more information.

Observe that for any A-Whitney-type set A contained in D or R? \ D, the hyperbolic

diameter of A satisfies

diam p(A4) < C(N), (2.3)
as A is connected. Indeed if A C D is a A-Whitney-type set, then for any two points 21, 22 € A,
the line segment L connecting them is also contained in D by the convexity of . Moreover
the distance from L to D is not less than dist (4, 0D). Then by Definition 2.3 one easily
gets that

dist (21, 22) < C(N),

and hence we get (2.3) for the unit disk. For the complement of the unit disk we just apply
the standard Mobius transformation %

Moreover (2.3) even holds for any domain € conformally equivalent to D or R? \ D. To
see this, for every point x contained in the A-Whitney-type set A, by definition B, =
Bz, ﬁ diam (A4)) cC , and then by applying the 5r-covering theorem to the collection
{By}zea, there is a set T4 C A, consisting of at most countable many points, such that

Ac |JsB,cca
yEla
with {By},er, pairwise disjoint; indeed this disjointness implies that the cardinality of I
is controlled by C(\). Moreover this covering together with the connectedness of A further
implies that for any points z, w € A there is a curve v C € joining them and satisfying

dist (y, 0Q2) > 3% diam (A)

with
{(7) < C(A) diam (A).
Hence the desired control follows.

Further recall that a Jordan curve divides the plane into two domains, the boundary of
each of which equals to this curve; we refer to the bounded one as a Jordan domain. Given a
Jordan domain © and a conformal map ¢ : D — Q or f: R?\ D — R?\ Q, our map ¢ extends
homeomorphically up to the boundary by the Caratheodory-Osgood theorem [30]. Then the
hyperbolic ray in 2, ending at z € 0€), is the image under ¢ of the radial ray from the origin
to ¢~1(2), or in R?\ Q the image under f of the radial half-line starting from p=!(z). We
sometimes also use the hyperbolic metric in Q = R2 \ ©Q when  is Jordan.
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~ Next let us recall the definition of conformal capacity. For a given pair of continua F, F' C
Q) C R?, define the conformal capacity between E and F in € as

Cap(E, F, Q) = inf{HVuH%g(Q) cueA(E, F)},

where A(E, F) denotes the class of all u € W1 2(Q) that are continuous in Q U E U F and
satisfy w = 1 on F, and v = 0 on F. By definition, we see that the conformal capacity is
increasing with respect to .

For two continua E, F C D,

min{ diam (E), diam (F)}

Z E, F,D) > 2.4
dist (B, F) >6>0 = Cap(E, F,D)>C(s) >0, (2.4)

and the analogous estimate holds in R?\D. Moreover, for a continuum E and a Jordan domain
Q; satisfying
EccocCQ,

diam (E)

Tt (E,0an) Ve have

by letting § =
C1(5) < Cap(E, 00, Q) < Ca(9), (2.5)
where C1(d), Ca(d) are continuous increasing functions with respect to ¢ such that
513(% ci(9) =0 51520 Cil9) = oo,

for both i = 1, 2. The lower bound of (2.5) follows from [37, Theorem 11.7, Theorem 11.9].

For the upper bound, if 0 < § < % we have K C B C 2B C () for some suitable ball B,
and then by the monotonicity of capacity and [37, Example 7.5] one obtains the upper bound

C(log(1/8))~! for some absolute constant C' > 0. When 3 < § < oo one just applies the test

function
_ dist (z, F)
e 1 1 e e — .
u(x) mm{ , max{O7 dist (B, 090) }}

A simple calculation shows that

diam (E) + dist (E, 0€) ’
, ~ (14 6)2
IVull72q) < < dist (E, 081) o

We remark that, while using (2.5), we may not directly apply it to the two continua in
question, but to some suitable related sets. For example, when applying (2.5) to the case
where €27 is just simply connected, we in fact apply it to a sequence of Jordan domains
contained in ; and approximating 2; (in Hausdorff distance). Since (2.5) depends only on
d, then the desired inequality still holds for F and 0€;. To conclude, the essence of (2.5)
tells us that the capacity of two continua in the plane is comparable to 1 if and only if the
corresponding ratio § is also comparable to 1, with the constants depending on each other.

Moreover recall that conformal capacities are conformally invariant. Here the conformal
invariance is in the following sense: For f: ' — Q conformal, for two continua E, F' C Q and
any u € A(F, F) we have uo f € A(f(E), f(F)), and hence the chain rule and the change
of variable give us

Cap(E, F, Q) = Cap(f(E), f(F)v Q)

When E, F C Q, if f can be extended as a homeomorphism to , or F = 99 (and then
f(F) = f(09)), we can also deduce a similar result via a truncation argument. Indeed for
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any 0 < e < % and a function u € W1 2(Q) that is continuous in QU EU F and satisfies u = 1
on FE, and u =0 on F, we define

u—€
C1-2¢
Then the two sets U, = {u, > 1} and V. = {u, < 0} are relatively open with £ C U, F C V.
Moreover u, — u in Wh2(Q) as € — 0. Therefore via a suitable truncation for each u., we
obtain the claim as in the previous case. See [37, Chapter 1] for more properties. Actually,
[37] states these results for “modulus”, but “modulus” is equivalent with conformal capacity
in our setting below (see e.g. [32, Proposition 10.2, Page 54]).

Define the inner distance with respect to €2 between x, y € 2 by

ue(x)

dist — inf ¢
ist o(z, v) Inf) (7)s

where the infimum runs over all curves joining = and y in . The inner diameter diam q(F)
of a set £ C € is then defined in the usual way. We record the following estimate, which
states a converse version of (2.4).

Lemma 2.4. Let E, F C  be a pair of continua. Then if Cap(E, F, Q) > ¢y, we have
min{ diam o(F), diamq(F)} 2 disto(E, F),
where the constant only depends on cqg. FEspecially
min{ diam o(F), diam q(F)} = dist (E, F),
and if Q = R?
min{ diam (F), diam (F')} 2 dist (E, F).
Proof. We may assume that diam q(E) < diamq(F) and 2diam o(E) < distq(E, F). Let

z € E, and % = ¢. We define

1, if dist o(z, z) < diamq(F)

f(x) =<0, ifdist o(z, z) > disto(E, F) .
log(dist o (E, F))—log(dist o(z, 2))

log(dist o(E, F))~log(diam o (E)) ’ otherwise

Then a direct calculation via a dyadic annular decomposition with respect to the inner
distance gives

o< [ VP S Qogs)
Q
Hence 6 < C(cp), which means that dist o(E, F') < diamq(E). O

We remark that, even though this lemma is stated in the case F, F C €, it is also true if
E, F are on the boundary of  when € is Jordan and dist o(E, F) < oo. Indeed let p: D — Q
be a homeomorphism given by the Caratheodory-Osgood theorem. Then for ¢! (E), ¢~} (F)
we can find a sequence of continua p~1(E}), p~!(F;) C D approximating them (in Hausdorff
distance). Note that for every two points 21, 2o € F, the hyperbolic geodesic IV joining them
satisfies (see Lemma 2.7 below with the remark afterward)

A1) < dist o(z1, 22).

For any wq, we € Ej, denoting by I' the hyperbolic geodesic connecting them (and extended
to the boundary), when j is large enough we have I' N 92 C E. Therefore

dist o (w1, wy) < 4(T) < diam o (F).
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By the arbitrariness of wi, wsy, we conclude that
diam q(FE;) S diam o(F)
for large enough j. Hence by applying a similar argument to F; and F', we obtain that
min{ diam o(Ej), diamq(F;)} < min{diamo(E), diamq(F)} (2.6)

when j is large enough.
Additionally when j is big we also have

1
Ca‘p(E]7 F]v Q) > 5607

and hence applying Lemma 2.4 and (2.6) to each Ej, F; we obtain that there is a rectifiable
curve 7; connecting E; and F} such that

{(v;) $ min{ diam o(£), diamq(F)},

with the constant independent of j. Then by parameterizing ~; with arc length and applying
the Arzela-Ascoli lemma, we get a curve v C  joining E, F with the length bounded by
min{ diam (FE), diam o(F)} up to a multiplicative constant as desired.

The following lemma states a distortion property of conformal maps.

Lemma 2.5 ([1], Theorem 2.10.8). Suppose ¢ is conformal in U, where U is the unit disk D
orU=R?\D and z, w € U. Then

exp (—3dist (2, w))|¢'(w)| < [¢'(2)] < exp (3dist (2, w))|¢' (w)].

Given a \-Whitney-type set A C D, one has dist(z, w) < C(A) for all z, w € A by (2.3).
Hence Lemma 2.5 implies |¢/(2)] ~ |¢'(w)| with a constant depending only on \.

By this (applied to suitable disks), condition (2.4) and the capacity estimate (2.5), one
obtains the following well-known property. Also see [8, Theorem 11] for a more general
statement.

Lemma 2.6. Suppose ¢: Q — Q' is conformal, where Q, Q) C R? are domains so that at least
one of them is the unit disk or its complementary domain and Q C ) is a Ai- Whitney-type
set. Then o(Q) C ' is a Ao-Whitney-type set with Ag = A2(\1).

Proof. Since @ is a A;-Whitney-type set, for every point x € @ by definition we have
Ail diam (Q) < dist (z, 92) < (1 + A1) diam (Q),
and for some xg € @Q, the ball B(x, )\% diam (Q)) is contained in Q. Therefore for any = € @,
by (2.3) we have
dist (g, ) < C(A1).

Then via Lemma 2.5 and the fact that @Q is a A;-Whitney-type set, using the change of variable
we obtain that there exists a ball B(y(zg), )\—12 diam (f(Q))) C ¢(Q) with Ao = Aa(\1). Hence
we get (i) in Definition 2.3.

To check the second property, we study the cases separately. If Q or ' is the unit disk,
then by (2.5) (with the remark afterward) and the conformal invariance of capacity,

1 ~y, Cap(Q, 092, Q) = Cap(p(Q), 0, &),

and therefore diam (¢(Q)) ~», dist (¢(Q), ') by (2.5) (with the remark afterward) again.
Thus ¢(Q) is a Ae-Whitney-type set with A2 = Aa(A1).
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Next let us discuss the case where € or €' is the complementary domain of the unit disk; we
first assume that 0 = R?\ D. If diam (Q) < 4\, then by (2.5) (with the remark afterward)
and a similar argument as above we conclude that ¢(Q) is also a Whitney-type set. Hence
we only consider the case where diam (Q) > 4.

By scaling, we then may assume that diam (092') = 1. Then by [25, Pages 254-256] and
p(00) = oo we know that % < | (00)] < % Observe that for any z, w € Q with |z|, |w| > 4
we have dist (2, w) < 1. Hence Lemma 2.5 implies that for any |w| > 4

' (w)] ~ 1 (2.7)

for some absolute constant. Notice that by Definition 2.3 and the assumption diam (Q) > 4\,
one has dist (Q, 0D) > 4. Hence (2.7) gives

diam (¢(Q)) ~ diam (Q) ~ dist (Q, 99Q). (2.8)

Then for any A;-Whitney-type set @ C 2 with diam (Q) > 4Aq, let v C Q be a line segment
connecting ) to a nearest point on 9{2. By applying the Jordan curve theorem to B(0, 4),
we find a A\;-Whitney-type set Q" C Q intersecting v such that diam (Q') = 4\1, and then by
the conclusion of the paragraph before we have

dist (€, (Q")) ~ diam ((Q")).
Hence via change of variable, (2.7) and (2.8) we conclude that

dist (¢(Q), 0') < dist (Q’, 9Q) + dist (Q, Q')
<14 / ¢ (w)| dw < dist (Q, 99) < diam (12(Q).
v {z||z|>4}

In a similar manner we obtain the other direction of the inequality, and the case where
Q' = R?\ D also follows from a similar argument. Consequently the lemma follows. O

We remark that in the proof of the case where Q = R?\ D, we essentially use the fact that
when ¢'(00) = 1, the mapping ¢ behaves almost like the identity near oo. This philosophy
will be used again in what follows.

Sometimes we omit the constant A when we are dealing with the Whitney squares from
Lemma 2.2. We record the following estimates, often called the Gehring-Hayman inequalities.

Lemma 2.7 ([9],[31]). Let ¢ : D — Q be a conformal map. Given a pair of points x, y € D,
denoting the corresponding hyperbolic geodesic in D by I'y o, and by v, 4 any arc connecting
x and y in D, we have

U(p(Tz,y)) < ClUP(Vz,y))

and
diam (¢(I's,y)) < C diam (0(7z,y)),
where C' is an absolute constant.

When €2 is Jordan, Lemma 2.7 also holds for points on the boundary, as one just extends
the hyperbolic geodesic to the boundary and argues by approximation. Actually, we also need
a version of a step in the proof of Lemma 2.7.

Lemma 2.8. Let () SRQ be a Jordan domain, and let a homeomorphism p: R\ D — R?\ Q
be conformal in R? \ D. For z; € 09, define

Alzr, k) = {z e RP\D | 27! < |z — 7' (21)| < 2°),
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for k € Z. Furthermore, let T C R?\ Q be the hyperbolic ray corresponding to z1, let zo € T,
and let v C R?\ Q be a curve connecting z1 and zy. Set
Ly = @(A(z1, k))NT

when 28 < |71 (21) —p " (22)| and let y;, be any subcurve of v in p(A(z1, k)) joining the inner
and outer boundaries of p(A(z1, k)). (Here the inner and outer boundaries of p(A(z1, k)) are
the images under ¢ of the inner and outer boundaries of A(z1, k). ) Then
L(Tg) ~ dist (T'g, 092)
and
U(ve) Z €(L'k) ~ diam (I').
Here all the constants are independent of ) and the choice of @, 21,7, 22, k.

Proof. The fact that £(T'y) ~ dist (I'y, 092) ~ diam (I'y) follows immediately from Lemma 2.5
and Lemma 2.6, since by definition ¢~ !(I'},) is contained in a Whitney-type set in R? \ D.

Hence we only need to prove that ¢(yx) = ¢(I'y). Observe that, since 7, by definition joins
the inner and outer boundaries of ¢(A(z1, k)), then

U™ () 2 diam (¢ (T'y)) ~ dist (¢~ (), OD). (2.9)
We next argue by case study.
Case 1: dist (0~ (), o H(Tk)) > %dist (¢~ 1(T'), D). By Lemma 2.5, the assumption and
the fact that ¢~ !(I'y) is contained in a Whitney-type set, we know that for any curve ~/
joining ~ and T'y, its length satisfies
((y') 2 diam (T';),
and hence
dist (v, I'x) 2 diam (I'y). (2.10)
Moreover by (2.4) for the exterior of the unit disk, (2.9) and the monotonicity of the
capacity we obtain
1 S Cap(cp_l(ﬁk), Qo_l(fk)v RQ \E) = Cap(ik: Fk) RQ \ﬁ) < Cap(ik’ Tk) RQ)
Hence by (2.10) and Lemma 2.4 we know that
(yg) > diam (%) = diam (I'g) ~ £(T'%).

Case 2: dist (¢~ (7x), OD) > Ldist (o~ (I'y), OD). This assumption implies that the set
0 Y (y)Up 1 (I'}) is contained in a Whitney-type set. Then 7y, is also contained in a Whitney-
type set by Lemma 2.6, and then the desired estimate follows directly from Lemma 2.5 and
(2.9).

Case 3:

dist (9 (), 74 (T) < 5 dist (7 (), OD)

and )
dist (o™ (), D) < 3 dist (o™ (T), OD).

In this case, by assumption there is a subcurve 75, C v, such that £(¢ 1 (F)) = Lo~ (Tk))
and dist (¢~ 1(Fx), OD) > dist (¢~ 1(T'k), OD), as v is a (connected) curve. Then we are
reduced to a case similar to the second one, and it follows that

tlyk) 2 €(k) = diam (33) 2 diam (Tx) ~ £(T').
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Consequently we obtain the desired estimate. O

One can also apply Lemma 2.8 to prove a version of Lemma 2.7 for hyperbolic rays in the
exterior of the unit disk. We record another similar result, see [31, Corollary 4.18] and [4,
Proof of Theorem 3.1, Page 645].

Lemma 2.9. Let ¢ : R2\D — R?\ Q be a conformal map, where Q is a Jordan domain. Let
20 € R2\ D and let I be an arc of OD with

((I) 2 6(|z0l = 1)

and

20| — 1

5
Then there is a curve o C R?\ D joining 2 to I so that

U(p(a)) < C(6) dist (p(20), 092).
Moreover, given a Whitney square Q C R%\ Q with
diam (2
o < S @

there is a hyperbolic ray (i.e. radial half-line) Ty, starting at some w € 0D so that Ty, N
¢~ Q) #0 and

dist (I, z9) <

Ue([w, y])) < C(9) diam (Q)
for the arc [w,y] of Ty, between w and the last point y where Ty, intersects o~ 1(Q). Above
C(0) is independent of ¢, g, 2, Q.

Proof. We begin with the first claim. We may assume that ¢(I) < (|z9| — 1) and that I is
closed. Let w be the midpoint of I and set z = |zo|w. Then |z — 2| < (1 + $)(|z0| — 1)
and |z| — 1 = |z| — 1. It follows from this and the geometry of R? \ D that we can join z
to zp via a chain of no more than M (0) Whitney squares. By Lemma 2.5 we conclude that
|’ (2)| ~ |¢'(20)| with a constant only depending on M () and that this estimate also holds in
the union of the squares in our chain. Noticing that the diameter of each of the above Whitney
squares is no more than C'(1 — |z¢|) with C' only depending on M(§), we conclude that there
is a curve 3 that joins ¢(z) to p(2g) in R?\ Q and satisfies £(8) < C(8)|¢’(2)|(1 - |20]). By the
Koebe distortion theorem [1, Theorem 2.10.6] we conclude that ¢(3) < C(0) dist (¢(20), 0S2).
We proceed to show that we may join z to I with a suitable curve. Towards this end, define
I, = {t§: £ €I} when 1 <t < |z|. From the argument in the first paragraph we see that
U(p(1),)) < C(8)dist (o(20),0). Write G = R? \ Q. According to (2.4) (for R? \ D),

Co(8) < Cap(Iy, 1., R*\ D) = Cap(p(L), ¢(1}), G)-
Then by Lemma 2.4 and the above estimate on the length of ())), we conclude that

dist G(@(It)v SO(I|Z|)) S g(@(l\z\) ~ dist (90(20)3 89)

Hence, for every 1 < ¢t < |[z|, we obtain a curve j; joining I|.| to I; so that {(¢(f;)) <
C(0) dist (p(z0), 982). Since L(p(I),))) < C(0)dist (p(20), 9S2), by the triangle inequality we
may assume that §; contains points w; € Iy and z; € E that lie on the same hyperbolic ray.
Lemma 2.8 (together with its proof) now shows that

U(p(Tjz12)) < C(6) dist (p(20), 092),
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where I'|| ; is the corresponding (hyperbolic) segment. The Arzeld-Ascoli theorem now gives
us the desired curve a.
For the second claim, notice first that

Co(8) < Cap(Q, 99, G) = Cap(y~'(Q), 9D, R*\ D)

by (2.5). Hence Lemma 2.4 shows that dist (¢~ 1(Q), D) is bounded from above by a constant
depending on 6. Let I C 9D consist of those w for which the corresponding hyperbolic ray
intersects ¢~ 1(Q). Then I is a closed arc and since ¢~ 1(Q) is a Whitney-type set and of
diameter absolutely bounded from above in terms of ¢, it follows that the diameter of I is
comparable (with constants only depending on §) to both the diameter of ¢~!(Q) and to the
distance between these two sets. Hence we may repeat the argument at the end of the proof
of the first claim to obtain the second claim. O

We record a consequence of (1.1) from [26], also see the proof of [10, Theorem 2.15].

Lemma 2.10. Let 1 < p < 2 and let Q C R? be a bounded simply connected domain. Suppose
that 21,22 € R?2\ Q and v C R?\ Q is a curve joining z1, z2 with

/ dist (z,0Q) 7P ds(z) < Clz; — 2o*7P.
v

Then £(y) < C'|z1 — za|, where C" depends only on p,C.

The following self-improving property of (1.1) can be established by the proof of [35,
Proposition 2.6].

Lemma 2.11. Inequality (1.1) implies the analogous inequality for all 1 < s < p + € with
€ > 0 that only depends on p and the constant C(S,p) in (1.1). Namely, for all z1, 22 € R?\Q

there exists a curve v C ) joining z1 and zy such that

/ dist (z,00)1 7 ds(z) < Clz1 — zo|*>7°.
.

Proof. Fix z1, z2 € R? \ Q and pick a sequence of curves vj joining z1, 22 in R?\ Q that
minimizes the integral in (1.1). Then Lemma 2.10 permits us to use the Arzela-Ascoli lemma
to conclude the existence of a minimizer for (1.1); the limiting argument is a special case of
the reasoning in Section 3.3 below. This observation allows one to employ the argument of the
proof of [35, Proposition 2.6]. Indeed, the essential condition for the proof of [35, Proposition
2.6] is that any subcurve of a minimizer also satisfies (1.2) for its end points with a uniform
constant. If a minimizer v C R?\ € exists for any given two points 21, zo (which will be shown
this soon), then for any wi, we € 7y, the subcurve of v between them is also a minimizer for
them; otherwise by changing the subcurve to a corresponding minimizer for wq, ws we obtain
a new curve 4 joining 21, zo with a smaller totally integral because of the linearity of the
integral. This contradicts the minimality assumption on ~.

Then let us show the existence of a minimizer. Let ; be a sequence of curves joining z;
and zy, whose corresponding constants ¢; in (1.1) converge to the minimal constant c¢. Then
this condition ensures that

Uv;) <Clzy — 2| =2 M
by Lemma 2.10. Parametrize each «; by arc length, v;: [0, £(7;)] — R?\ , starting from 21,
and extend 7, to [¢(v;), M] as ~;(t) = z2. Notice that ~; C B(z1, M), and therefore by the
Arzelé-Ascoli lemma we obtain a 1-Lipschitz parametrized curve v: [0, M| — B(z1, M) \ Q
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such that a subsequence of {;} converges to v uniformly. Then v is a curve connecting z;
and zs.
Fix m € N and € >0. For z € R? set

w™(2) = min{m, dist (z, Q)'P}.

Then w(™(2) is continuous and bounded.
Let us now show that

/ dist (2, 90) P ds < c|z; — z|*7P. (2.11)
~

To this end, since M < 400, up to choosing a subsequence and redefining v, we may assume
that £(vy;) converges to M as n — oo. Therefore for j large enough, by Fatou’s lemma we
have

M—e M—e
/O W™ o A(8) 7 ()] dt < /O W™ o (2 dt

M—e M—e
S/ lim w(™ o 7;(t) dt < liminf w(™ o v;(t) dt
0

j—o0 j—oo  Jo

Jj—00 Jj—00

£(v;)
<lim inf/ w™ o ~;(t) dt < lim inf/ W™ (2) dz
0 Y
<liminf [ dist(z, Q)P dt < c|z; — 29|*7P,
I Uy
where we used the fact that

lim w™ o v;(t) = w™ o ~(t)

Jj—o0

when t € [0, M — €]. Letting ¢ — 0 we obtain
/w(m)(z) dz < ¢z — z]*7P,
.

and by the monotone convergence theorem we finally get (2.11). O
Finally, let us recall a few things about John domains.

Definition 2.12 (John domain). An open bounded subset Q C R? is called a John domain
provided it satisfies the following condition: There exist a distinguished point xog € Q and a
constant J > 0 such that, for every x € Q, there is a curve 7 : [0, I()] — Q parameterized by
arc length, such that v(0) =z, v(I(7)) = z¢ and

dist (y(t), R\ Q) > Jt.
The curve vy is called a John curve.

We further need the following results from [29], see [29, Theorem 2.18, Theorem 4.5]; see
Lemma 2.10 for the comment regarding (1.1).

Lemma 2.13. A bounded simply connected planar domain Q0 whose complement is quasicon-
vex, especially if the complement satisfies (1.1), is a John domain, where the John constant
J only depends on the constant in quasiconvezity or the constant in (1.1). Moreover, each
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simply connected John domain ) is finitely connected along its boundary, we may use hyper-
bolic geodesics to the base point as John curves, and any given pair of points z1, zo in R\ Q
can be joined by a curve v C R?\ Q with diam (y) < C(J)|z1 — 22|.

We remark that, for a simply connected planar John domain 2 with the base point xg
and a point y € 0, the hyperbolic geodesic v connecting xo and y is also a John curve by
Lemma 2.13 and the definition of a geodesic.

We say that a homeomorphism ¢: D — Q is quasisymmetric with respect to the inner
distance if there is a homeomorphism 7 : [0, 00) — [0, 00) so that

|2 — x| < tly — a| implies dist o(p(2), p(z)) < n(t) dist ((y), ¢(z))

for each triple z,x,y of points in . It is clear from the definition that the inverse of a
quasisymmetric map is also quasisymmetric. Roughly speaking the homeomorphism ¢ maps
round objects to round objects (with respect to the inner distance).

Lemma 2.14 ([16], Theorem 3.1). Let Q C R? be a simply connected domain, and p: D —
be a conformal map. Then Q is John if and only if ¢ is quasisymmetric with respect to
the inner distance. This statement is quantitative in the sense that the John constant and
the function n in quasisymmetry depend only on each other and diam (2)/dist (¢(0), 092).
Especially, if Q is John with constant J and ¢(0) = xg, where xq is the distinguished point,
then, for any disk B C D, f(B) is a John domain with the John constant only depending on
J.

To be precise, the definition of quasisymmetry with respect to the inner distance in [16]
is based on another version of the inner distance, where £(v) is replaced by diam (). By
Lemma 2.7 one may replace the arcs v in these definitions by hyperbolic geodesics. If our
simply connected domain 2 is John with constant .J it then follows from [11, Theorem 5.14]
that these two distances are comparable modulo a multiplicative constant that only depends
on J. Conversely, if ¢ is quasisymmetric in our sense, then it easily follows from the definitions
and Lemma 2.7 that Q is John with a constant J that only depends on the quasisymmetry
function 7. Hence the two distances are again comparable. Thus the statement of Lemma
2.14 holds also under our definition of quasisymmetry.

Let us give an example of the usage of quasisymmetry. Suppose that ¢p: D — € is a
conformal map from the unit disk onto a J-John domain with ¢(0) = ¢ the John center of
Q, and Q C D is a simply connected J’-John domain with John center zy. We claim that
Q' = ¢(Q) is a John domain with constant depending only on J, .J'.

Fix w € Q" and let ¢~ '(w) = € Q. Then by Lemma 2.13 the hyperbolic geodesic (with
respect to Q) T' C @ connecting zy to x satisfies that, for every y € T

dist (3, 0Q) > C(J)lz — yl.
Now for ¢(y) € ¢(I'), take z € 9Q’ such that
dist ((y), 0Q') = |z — ¢(y)|.
Then
C(J)|z —y| < dist (y, 9Q) < ¢~ (2) —yl.

As ¢ is quasisymmetric with respect to the inner distance, we have

dist (¢(y), 0Q') = |z — o(y)| = dista(p(y), 2) = (n(1/C(J"))) " dist o(w, ¢(y)).
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Notice that ¢(T') is a hyperbolic geodesic of @’ since ¢ is conformal. Then by Lemma 2.7
the length of ¢(I") between w and ¢(y) is comparable to dist o(w, ¢(y)) with an absolute
constant. Hence our claim follows.

3. PROOF OF NECESSITY

In this section we prove that a bounded simply connected planar W1P-extension domain
necessarily has the property that any two points 21, 2o € R?\ Q can be connected with a curve
v C R?\ Q satisfying

/ dist (2789)1_]” dz < C(||E||,p)|z1 — 22|2_p.
¥

We will first consider the case where () is additionally assumed to be Jordan. Under this
assumption, we usually denote by € its complementary domain.

Theorem 3.1. Let 1 < p < 2 and let 2 be a Jordan domain. Suppose that there exists an
extension operator E: WHP(Q) — WHP(R?). Then, given z1, zo € QU 09, there is a curve
v C QUOIN so that

/ dist (2, 00)"P dz < C(|[E||, p)|z1 — 2]2P. (3.1)
vy

where C(||E||,p) depends only on p and the norm of the extension operator.

After this, based on inner uniformity (see Definition 3.7 below), we prove that, if Q is
a bounded simply connected W!P-extension domain, then, for n > 2, the Jordan domains
Q, = ¢(B(0, 1 — 1)) are also W1P-extension domains with extension operator norms only
depending on p and the norm of the extension operator for 2. Here ¢: D — € is a conformal
map. Finally by approximation and a limiting argument we obtain the result for the general
case. B

We remark that, actually when 21, z9 € () one can require that the curve v in Theorem 3.1
is contained in €. For this see the comment after the proof of Theorem 3.1.

3.1. Necessity in the Jordan case. In this section we will prove Theorem 3.1. Recall that
the existence of our extension operator guarantees that {2 is a John domain with a constant
J only depending on p and the norm of E. In what follows, J refers to this constant. For
notational simplicity, we first consider the case z1, 22 € o0 = 09,

Since € is Jordan, the two points z1, 29 separate the boundary into two open curves P;
and P». Without loss of generality we assume that diam (P;) < diam (P;). For the following
four lemmas let €, z1, 29, P; and P, be fixed.

We need the following general lower bound on the Sobolev norm.

Lemma 3.2. Let Q be a square, 1 < p < 2 and let u € WH(Q) be absolutely continuous on
almost all lines parallel to the coordinate axes. Write
Ay={zeQ|u(z) <0} and Ay ={zrec@|u(x)>1}.
Suppose further that
max{#" (m1(Ao)), 7" (m2(A0))} > 64(Q)
and

max{ " (11(A1)), 7 (ma(A1))} > 6(Q)
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for some § > 0, where the notation H* means the 1-dimensional Hausdorff measure, and ;
stands for the projection to the x;-axis for each i =1, 2. Then

/ VP dz > C(5, p)O(Q)2P.
Q

Proof. Assume first that 2 (7 (Ag)) > 50(Q) and 1 (71(A1)) > 64(Q). If for 7 —almost
every 1 € m1(Ap), there exists some x9 € m3(Q) such that u(xy, x9) > %, then

1
P

1 _
Lo / Vular, 8)]di < 6Q)"F / Vular, ) dt
37 Jr©) m2(Q)

for s#!—almost every z; € m1(Ap), and our claim follows by Fubini’s theorem. Similarly,
the claim holds if for #!—almost every x; € m (A1), there exists zo € m2(Q) such that
u(wy, x2) < % If both of the above two conditions fail, we find z1 € 71 (Ag) and &1 € 71 (A1)
such that for all z9 € m3(Q), u(z1, x2) < % and u(&y, x9) > % Then the claim again follows
by using the fundamental theorem of calculus, Holder’s inequality and the Fubini’s theorem.

If 1 (m3(Ag)) > 64(Q) and 21 (ma(A1)) > 64(Q), the argument from the previous para-

graph applies with obvious modifications. We are left with the cases where
A (m1(Ag) 2 60(Q)  and ' (ma(Ar)) > 64(Q)

and

AN (ma(Ag)) > 60(Q)  and A (mi(A1)) > 64(Q).
By symmetry, it suffices to consider the first one. As above, we get reduced to the case in
which there exist z1 € m1(Ap) and z2 € ma(A;1) such that for all ¢t € m2(Q) and s € m(Q) ,
u(zy, t) < % and u(s, zg) > % Since u is absolutely continuous along these two line segments,
this is impossible as these segments intersect. O

Now we are ready to state the existence of a suitable test function. We remark again that
the two curves P; and P, are open.

Lemma 3.3. Let ¢; > 1. With the above notation, there exists a function ® € W1P(Q) such
that for any 0 < € < é, we have ® > 1 — e in some neighborhood of Py N B(z1,c1]|z2 — #1]),
® < € in some neighborhood of Py N B(z1, c1|ze — z1|), and

||V‘I’Hip(g) < C(p,c1,J)|z1 — 2> 2.
Here the neighborhoods are defined with respect to the topology of €.

Proof. Recall that a bounded W!P-extension domain ) is a John domain with a constant
only depending on p and the norm of the extension operator when 1 < p < 2. Let J be the
John constant and x( the distinguished point as in Definition 2.12. Denote by 7; a John
curve connecting zp and z;. By Lemma 2.13 we may assume that 7; is a hyperbolic geodesic.
Similarly we define o for zg and 29, and let 79 = 71 U 2. The existence of John curves is
actually only guaranteed by the definition for points inside the domain, but the general case
follows easily from this; see Lemma 2.13 and the remark after it for our setting. Observe that
Py and 7 give a Jordan subdomain Q; C €. Indeed let ¢: D — Q be a homeomorphism
which is conformal inside and ¢(0) = xg. Then it is clear that the preimages of v and o
under ¢ are radial line segments, and o~ (P; U~p) is a Jordan curve. Hence P; U g is also
Jordan as ¢ is a homeomorphism.
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Define a function ¢: Q@ — R by setting

¢(x) = max{ inf / ! / dz )
1@, Pa) oo, ) 12 = 21 ik zﬁﬂz

for z € €2, where the infima are taken over all the rectifiable curves y(z, P2) C Q from z to
some point of P,. We may define ¢(z) =0 for x € Ps.

Since €2 is a Jordan domain, 7y, P; and P, are disjoint. From the John condition we have
for every w € 71,

dist (w, 0Q) > J|w — z].

Therefore for w € 71, we get

bw) > inf 1 - dist (w, 00) .

2 - >
Yw, P) Joy(w, By 121 — 2| T dist (w, 0Q) + |w —z1| T J+1

where we have used the triangle inequality, and the fact that ~y(w, Py) necessarily exits
B(w, dist (w, 9)). The same estimate follows similarly for w € ~9. Hence for any point
w € Q, we have ¢(w) > ¢y as y is Jordan and P, is outside ;; any curve y(z, P2) C Q
must cross 7y by the Jordan curve theorem.

Fix 0 <e< %. We claim that we have ¢ < € in some neighborhood of P». Indeed for any
x € Py there is a radius r, > 0 such that B(z, 3r,) N Py = (. Then for any y € B(x, r;) N
there is a point z € Py U {21, 22} such that

ly — 2| = dist (y, P») = dist (y, 9Q) < r, < 2r, < dist (y, Pp)

via the triangle inequality. Moreover the definition of ¢ implies ¢(y) < € if r, is sufficiently
small (compared to min{|z — 21|, |x — 22|}). Hence by taking the union of B(x, r,) N over
x € P we obtain a neighborhood of P, in which ¢ < e.

Let ¢; > 1. We define a cut-off function by setting

1, if |z — 21| < e1]21 — 22|
a(z) = < log %, if c1|z1 — 29| < |z — 21| < 2¢1|21 — 29
0, otherwise

for z € Q. Using this cut-off function we define

@u)za@nmn{l¢uy1}

€o

when z € ). Then by the properties of ¢ we know that, for any 0 < € < %, ®>1—¢€in
some neighborhood of the set Py N B(z1, ¢1|21 — 22]|), and ® < € in some neighborhood of
Py N B(z1, c1|z1 — 22|). We may also define ®(x) = 1 for x € P, N B(z1, c1]21 — 22|), and
®(z) =0 when z € P,.

Moreover, we claim that ¢ is locally Lipschitz in Q with

3 _ _
Vo(:)] < Smax {|z =z ™", |2 — 2l 7'}
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almost everywhere. Indeed, for any y € B(z, 37! dist (2, 99)), we have, by the definition of
¢ and the fact z1, zo € 09,

|¢>(y)—¢(2)|<ma><{/[ ]Iz—21|‘1dz,/[ }Iz—zz‘le}
Y,z Y,z

3 _ _
< 5max{|z—zl| 1, |z — 22| 1} ly —2[,

where [y, 2] is the line segment joining y and z. Thus our claim follows. Furthermore applying
the Leibniz’s rule we obtain

HV(I)HZL)p(Q) S ||V04||Zzp(g) + HVQSHI[)/P(QQB(Zl,ch‘zlszD)

5/ |z—z1|7pdz+/ |z — 21| P+ |2 — 22| Pdz
B(Zl,2Cl‘Zl—ZQ|)\B(Zl,‘Zl—ZQl) B(Zl,ch‘Zl—zzl)

< lar — 2277,

by calculating in polar coordinates with 1 < p < 2. Thus ® € WHP(Q) with the desired
properties since || @) < 1 and Q is bounded. O

Let ¢ : R2\D — R?\Q) be a conformal map. Since € is Jordan,  extends homeomorphically
up to the boundary. We refer to this extension also by ¢. Given z1, 22 € 99, let I'; be the
hyperbolic ray starting at ¢1(z;), where j = 1, 2. Pick y; € I'; with

571 (2) =il = 167 (22) = @7 (=),
and let o be the curve obtained from the arcs [¢~!(2;),y;] together with the shorter one of
the two circular arcs between yi,y2. Set v = p(a). See Figure 1.
Let W be a Whitney decomposition of {2 and set

Wy, ={Q: e W | Qi Ny #0}.

We index the squares in W, according to side length: Q;1,--- , Qin, are those with side length
2! when i € Z, if there are such squares. Notice that each n; is necessarily finite. Moreover
observe that by applying Lemma 2.6 to Whitney squares, there are at most uniformly finitely
many @ 1(Q;;) intersecting the circular part of a.

Lemma 3.4. For the curve v defined above, we have
diam (v) < Clz1 — 29|, (3.2)
where C' = C(J) is independent of z1, z2, @.

Proof. Since © is John, Lemma 2.13 gives us a (closed) curve 8 C R?\ ) that joins 21, z2 and
so that diam (8) < C(J)|z1 — 22|- Then 8 C B(z1,C(J)|21 — 22|). Let z € 7. We claim that
z € B(z1, NC(J)|z1 — 22]) for some absolute constant N. Let @ € W, be a Whitney square
containing z. If @ N B # 0, the desired conclusion follows. Otherwise, notice that ¢~ (Q) is a
Whitney-type set by Lemma 2.6 and hence the definition of v together with the lower bound
on the capacity obtained via the version of (2.4) for R?\ D and the conformal invariance of the
capacity show that the capacity of  and 3 in Q is bounded away from zero by an absolute
constant. In fact as ¢ is a homeomorphism, we have

diam (371(8)) 2 167" (21) — & (=2)].
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FIGURE 1. The curve v satisfying inequality (3.2) is obtained as the image of
the curve a under the conformal map @: R?\ D — R?\ Q. In the illustration
the Whitney squares W, are highlighted.

Since = 1(Q)Na # (), by (2.1) and the fact ~1(Q) is a Whitney-type set by Lemma 2.6, we
further have

dist (p71(Q), ¢ (8)) < min{dist (371(Q), ™' (21)), dist ($71(Q), &' (22))}
HQ) S 187 Hz) — @7 (=),

< diam (@
In conclusion we have

min{ diam (371(Q)), diam (¢™'(8))} > C(J)dist (57(Q), ™" (8))-

Then the version of (2.4) for R? \ D and conformal invariance of capacity give

1 < Cap(@H(Q), §1(8), R*\ D) = Cap(Q, B, Q) < Cap(Q, B, R?),

where in the last inequality we use the monotonicity of capacity.

Hence Lemma 2.4 shows that dist (Q, 3) < diam (8), and by the definition of 3 we conclude
that @ must intersect B(z1, NC(J)|z1 — 22|), where N is an absolute constant. Since @Q is a
Whitney square, the side length of @) is no more than dist (Q, 99); especially no more than
dist (21, Q) as z1 € 9. The asserted inequality then follows. O

Lemma 3.5. For Q; ; defined via W, above, we have
> n27 ) < C(||B|l, p)|z1 — 2P
i

Proof. Let ® be defined as in Lemma 3.3 for the choice ¢; = ¢C, where C' is the constant in
Lemma 3.4, and ¢ will be determined momentarily.

Since 2 is a Wl P—extension domain, we have E® € WhP(R?), where E is the corre-
sponding extension operator. Therefore, by denoting by M the Hardy-Littlewood maximal
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operator and by fixing co > 1 to be determined momentarily and 1 < s < p, we get
P

ZZ Qi " </ o |VE<I>(I)de> s

i g=1
< ZZ Qi ( ][%z%vmwxnw)
< ZZ/ (VE®)®)(z)|* dx

i g=1
< éM((VE@)S)(z)ﬁdzr

< ||E¢)||€V1,p(R2) Sz — Z2|27p7

where |Q;;| denotes the Lebesgue measure of Q;;.
By Lemma 2.9, there is a constant cy such that, for every Q;; € W,

c2Qij NPy # 0 # c2Qi N Pa. (3.3)

Indeed for any 2z € [p71(25),y;] C a with j =1, 2, Lemma 2.9 gives a curve o/ connecting

Py and P, and passing through zy such that £(p(a)) < dist (¢(20), 09). Suppose ¢(z) € Q'
with @' € W,,. Then there is a constant ¢, such that p(a’) C ¢4,Q’, and by the definition of o/
we conclude (3.3) for such @Q'. For the circular part of a, as there are only uniformly finitely
many @ 1(Q;;) intersecting «, there exists a constant ¢ such that

0Q') < 4l(Qiy)  and  dist (Qiy, Q) < Qi)
for each such Q;; and some @’ as above. By setting ca = ¢4 we obtain (3.3). This determines
the value of ¢y in the above estimate.
We now choose a constant ¢ depending on ¢z so that 2coQ;; C B(21,cClz1 — 22|) for each

Q;5; this determines the constant c in the definition of ¢; in the beginning of our proof. Notice
that for any Q;;,

diam (71) ~ £(Qi;) ~ diam (72)
for subcurves 1 C 2c2Q);; of Pi and v2 C 2¢2Q;; of P> by Lemma 3.4 and the definition of ca.
Then, by Lemma 3.2 (with p = s there) applied to a representative of E® that is absolutely
continuous on almost every line segment parallel to the coordinate axes, relying on the values
of ® on P, P, from Lemma 3.3 we have

ZZ|2C2Q¢;‘|1_§ (/ [VED(z Sdg;) > Zn 9—i(2-p)
QCZQ’LJ

i j=1
Therefore we have established the asserted inequality. O

Proof of Theorem 3.1. For each @Q;j, its diameter is comparable to dist (Q;;, 0€2), which
means for the points w € yN @Q;; that
dist (w, 0Q) ~ diam (Q;). (3.4)

Moreover we claim that

HH Qi Ny) S Qi) (3.5)
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Indeed, first of all by Lemma 2.6 we have that w_l(Qij) is a A-Whitney-type set with an
absolute constant A. Then it can be covered by C' = C(A) Whitney squares of R2\ D; see
(2.2). According to the geometry of R? \ D and the definition of a, we have

HEH S Na) < U(S)

for each Whitney square S of R? \ D with an absolute constant. Here 3' denotes the 1-
dimensional Hausdorff measure. Then by applying Lemma 2.5 to these C' Whitney squares
which cover ¢ ~1(Q;;), we obtain (3.5) by a change of variable. Therefore the claim of Lemma
3.5 with (3.4) and (3.5) gives

/ dist (z, 90Q)1 7P ds < Z/ dist (z, 90Q) P ds
¥ Qi; N
S dist (Qig, 09)°7F < C(|El|, p)l21 — 2o 7.
Qij

In fact the inequality in Lemma 3.5 is equivalent to (1.2) for 4. One direction is shown
above. For the other direction, first we note that each Whitney square has at most 20
neighboring squares, which tells us that we can divide the squares in W, into at most 21 sub-
collections {W},}7L, such that in each of the subcollections the squares are pairwise disjoint.
Then for any two distinct Q;, @Q; € Wy, by Lemma 2.2 we have

11QZ M 1-1Qj = 0.

Notice that for each @Q;; € W, by definition we have

HH11Qi N7) = 0.16(Q4y).-
Thus by applying
U(Qij) ~ dist (Qi5, 09),

we have

21
D dist (Qig, 09°PS> Y / dist (z, dQ)1 P ds
YNQij

Qij k=1Q;;EWj

< / dist (2, 9)"P ds < C(||E||, p)|=1 — 22,
:

which gives the other direction. Hence we have proven the existence of the desired curve when
21, 29 € 0N

Suppose now that z; € 9 and 29 lies on the hyperbolic ray T starting at z1. If |1 (29)| < 2,
then

1 < Cap(31(Q), oD, R? \ D) = Cap(Q, 89, Q) < Cap(Q, 89, R?)

for every Whitney square Q@ € W with Q N [z1, 22] # 0, where [z1, 29 is the part of the
hyperbolic ray I" between z; and zo. Now Lemma 2.4 shows that dist (Q, Q) < diam (), or
equivalently diam (Q) < diam (). Especially, dist (22,0Q) < diam (Q) and

|20 — 21| < diam (Q). (3.6)
Moreover, the proof of Lemma 3.4 applies with 7 replaced by [z1, 22] to show that
diam ([21, 22]) < |22 — 21]- (3.7)
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Indeed since (2 is John, Lemma 2.13 gives us a closed curve f C R?\ Q that joins 21, 22
and so that diam (8) < C(J)|z1 — 22]. Then 8 C B(z1,C(J)|z1 — 22]). Let 2z € [21, 22]. We
claim that z € B(z1, NC(J)|21 — 22]) for some absolute constant N. Let @ € W be a Whitney
square containing z. If @ N 3 # 0, the desired conclusion follows. Otherwise, notice that

¢ 1(Q) is a Whitney-type set by Lemma 2.6. Then as @ is a homeomorphism, we have

diam (371(B)) > |31 (z1) — ¢ (=)

Since 3~ 1(Q)Na # () and 3~ 1(Q) is a Whitney-type set by Lemma 2.6, by (2.1) we further
have

dist (271(Q), @1(8)) < dist (57(Q), ¢ (21))
< diam ($71(Q)) 187 (=21) — ¢ (=2,

where we applied the geometry of R? \ . In conclusion we have

min{ diam (37(Q)), diam (¢™'(8))} > C(J) dist (57(Q), ¢ (8))-

Then the version of (2.4) for R? \ D and conformal invariance of capacity give

1 < Cap(@H(Q), $1(8), R*\ D) = Cap(Q, B, Q) < Cap(Q, B, R?),

where in the last inequality we use the monotonicity of capacity. Hence Lemma 2.4 shows
that dist (Q, 8) < diam (8), and by the definition of 8 we conclude that @ must intersect
B(z1, NC(J)|z1 — 22|), where N is an absolute constant. Since () is a Whitney square, the
side length of @ is no more than dist (Q, 992); especially no more than dist (z, Q) as z1 € 9.
The asserted inequality then follows.

With the property (3.6) above, we can find an auxiliary point 2}, € 9Q with

|25 — 21| ~ |22 — 21 (3.8)

Then we apply Lemma 3.3 for the pair z1, 25 to obtain a suitable test function ® such that,
for any 0 < € < %, ® > 1 — € in some neighborhood of P; N B(z1,¢1|2, — z1]), ® < € in some
neighborhood of P, N B(z1, ¢1]25 — z1|), where Py, P, C 92 are the two open curves separated
by z1 and 25, and the constant ¢; is again to be determined. Moreover we also have

IV@I7, ) < Clpcr, Tl = 2577 < Clp,er, )|z — 2277

by (3.8). This allows one to apply the argument of the proof of Lemma 3.5 with (the first
paragraph in this proof) to [z1, 23], determine the constant ¢; above via (3.7) and (3.8),
and obtain the desired inequality for the integral over [z1,2z0]. When |p71(22)| > 2, let
23 € [21, 22] be the last point such that |[¢~!(23)| = 2. Then the estimate on [21, 23] follows
from the previous case, and the estimate on [z3, 23] follows directly from Lemma 2.5. This
gives us the desired curve.

Suppose now that 21,29 € Q. If |21 — 29| < dist(z1,09) or |21 — 22| < dist (22,09), we
may choose v to be a line segment between z1, z9. Otherwise, Lemma 2.9 allows us to pick
hyperbolic rays I'; starting at some wj, j = 1,2 so that I'; intersects B(z;, %dist (25,00)) at
some y; and the length of the arc [wj, y;] of I'; is no more than C' dist (z;, 0§2). Now one obtains
the curve v by joining wi,wy by the first part of our proof, applying the beginning of this
paragraph to the arcs [wj, y;] and using additional line segments inside B(z;, %dist (25,00))
if necessary. The case when only one of the points is in Q is similar.

O
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We remark that, even though for z1, 29 € Q the curve which we construct in the proof
above may touch the boundary 0f, it can be modified to be contained in Q. Indeed for
2z € Q with i = 1, 2, in the proof of Theorem 3.1 we first go along a suitable hyperbolic ray
near z; to the boundary point w;, and then go along the curve v constructed for boundary
points (before Lemma 3.4). However v goes from the boundary to the interior Q along the
same hyperbolic rays again. Hence if we cut off the overlap in the union of the original curve
in the proof of Theorem 3.1, we obtain a curve inside 2 with the desired bound.

3.2. Inner extension. We prove the following inner extension theorem in this subsection.

Theorem 3.6. Let ¢: D — Q be a conformal map, where Q C R? is a simply connected John
domain with John constant J. Suppose that p(0) is the distinguished point in the definition
of a John domain. Set Q. = ¢(B(0, 1 —€)) for 0 < € < 3. Then there exists an extension
operator E.: WhP(Q.) — WhP(Q) such that |E.|| < C(p, J) for 1 < p < oco.

Fix €, and notice that Q. is a Jordan domain. Let Q. = R2\ Q,, and (~26 = Q. NQ. Since a
John domain is finitely connected along its boundary, see Lemma 2.13, by [29, Theorem 2.18]
we may extend ¢ continuously to the boundary 0D; we denote the extended map still by ¢.
We are going to modify the method of P.W. Jones from [18] to prove Theorem 3.6.

First, recall a concept introduced in [38], also see [2].

Definition 3.7 (Inner uniform domain). 4 domain 2 is called inner uniform if there exists
a positive constant €y such that for any pair of points x, y € ), there exists a rectifiable curve
v C Q joining x, y and satisfying

1
y) < —distq(z, y) and dist (z, 0Q) > eo min{l(7,.), L(7zy)} for all z € ~, (3.9)
€0

where 7y is the part of v joining from x to z, and 7.y correspondingly for z and y.

By [2], [38] we know that each simply connected J-John domain € is an inner uniform
domain, with ¢y depending only on J. Moreover, one can require v to be the hyperbolic
geodesic between x and y.

Proof of Theorem 3.6. We wish to construct a suitable cover for 626 inside €2 and an associated
partition of unity. Towards this, recall that € is John and that, by Lemma 2.14, so is €2,
with a constant only depending on J. From the discussion after Definition 3.7 we may further
assume that ). is inner uniform, and that we may use hyperbolic geodesics of (2. as curves
referred to in the definition, with constant ¢y only depending on J.

Fix 27%0~=1 < ¢ < 27%0 for some ky € N. We begin by constructing a decomposition of the
preimage A =D\ B(0, 1—¢), of Q. under ¢, and then obtain a decomposition of Q. with the
help of the map ¢.

For k € N let

A =DB(0,1—-€e+2%)\ B(0,1—e+27"1e).
For each k > 0, the collection of the 2#+*0 radial rays obtained by dividing the polar angle
27 evenly and by starting with the zero angle subdivides Ay into Whitney-type (with respect
to R2\ B(0,1 — ¢€)) sets. Run this process for all k € N. We denote these Whitney-type sets
by Q;. They satisfy (i) in the Definition 2.3 with

%diam (Q;) < dist (Qi, 8 (B(0,1—¢))) < Adiam (Q;)
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for some absolute constant A\. Also note that they are John domains with an absolute constant.
According to Lemma 2.14, ¢ is quasisymmetric with respect to the inner metrics, and it

follows from this and the geometry of the sets Q; that each S; = (Ql) is a John domain with

the John constant only depending on J; see the argument after Lemma 2.14. Set W= {SZ}.

Then according to the quasisymmetry of ¢, the set S;is a A-Whitney-type set with respect

to distance to 02 in the inner distance of €2 : replace the diameter by the inner diameter and

dist (A, 99Q) with dist o(A, ) in Definition 2.3. Here the constant A depends only on .J.
Indeed, we will show that there exists a constant 0 < ¢ = ¢(J) < 1 such that

Ba(p(20), cdiam Q(gz)) C gi (3.10)
and )
cdiam o(S;) < dist o(S;, 9Q) < *di&l’ﬂg(;gi). (3.11)

Here Bq(x, r) denotes the open ball centered at x with radius r with respect to the inner
distance. Fixing S; with the corresponding set Qi, by the geometry of Q; there is a ball
Bz, codiam (Ql)) contained in Ql for some absolute constant ¢y < 1. Let z; be an arbitrary
point on the boundary of B(zp, codiam (@Z)) and 25 € 8Q; such that

dist g(¢(22), ¢(z0)) > %diamg(@);

the existence of such a point follows from the triangle inequality. Then by quasisymmetry we
have

diam () < 3dist a(p(22), ¢(20)) < 3n(cy ") dist o(0(21), ¢(20))-
By the arbitrariness of z; and the fact that ¢ is a homeomorphism, we conclude (3.10) for
some constant ¢ = ¢(J).
To show (3.11), first choose points z3 € 9B(1 —¢€) and z4 € Béi such that

dist o(S;, 09) = dist o(p(24), (23)). (3.12)
Notice that by the geometry of Qi
|24 — 20| ~ diam (Q;) ~ dist (Q;, B(1 —¢€)) < |23 — 24
with absolute constants. Then the quasisymmetry of ¢ implies
dist o (0(24), ©(20)) < C(J) dist o(p(23), p(z1)) = C(J) dist o (S;, IQ). (3.13)
By (3.10) above, we have that
dist o(¢(24), ©(20)) ~ diam (S;),

and hence obtain the lower bound of the distance in (3.11) by combining (3.12) with (3.13).
For the upper bound, pick points z5 € dB(1 — €) and zg € 9Q); such that

|25 — 26| = dist (Qi, OB(1 —¢)).
Again by the geometry of @z we get
|25 — 26| < |20 — 26l
and by quasisymmetry

dist o(S;, 99) < dist o(¢(23), v(26)) < C(J) dist o(¢(z6), ©(20)) ~ diam o(S;),
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where we apply (3.10) with (z6) € d5S; in the last estimate. All in all we have shown (3.10)
and (3.11). o

We then claim that diam o(S;) ~ diam Q(gj) if S; N gj NQ # (. This follows from the
facts that B B

diam (Q;) ~ diam (Q;) (3.14)

if @Z— N ij # (), and that ¢ is quasisymmetric with respect to the inner metric of ; see
Lemma 2.14.

Now for each S; € W, define

- - 1 -
Ui:={x € Q| distq(z, S;) < gdiamQ(Si)}.

We claim that, we can choose ¢ > 1 depending only on J such that these sets (71- have uniformly
finite overlaps. Namely for every x € Q.

1< xp () <C (3.15)

for some absolute constant C, where X is the characteristic function of l~]l This easily

follows from the quasisymmetry of ¢ with respect to the inner metric and the fact that w
forms a cover of €2. Indeed the lower bound is trivial. For the upper bound, first observe
that @Q; N Q; = 0 gives

dist (Qs, Q) Z max{ diam (Q;), diam (Q;)},
and then by quasisymmetry, S; N.S; = () implies
dist o(S;, §]) 2 max{ diam o(.5;), diamq(Sj)}, (3.16)
where the constant depends only on the John constant; also see [24, Formula (3.5)] for a

version of this. Then by the fact that each S; has at most 9 neighboring sets, we conclude
the upper bound in (3.15) by choosing the constant ¢ according to (3.16).

Given :S'vl € VIN/, we construct a locally Lipschitz function ¢; whose support is bounded and
relatively closed in 2, and contained in U;, such that [Vé;| < diam o(S;)~! and ¢;(z) = 1 for
any T € S;. Indeed, simply set

¢i(x) = max{1 — 2cdiam o(S;) " dist o (z, S;), 0}
for z € Q.

Since we have uniformly finite overlaps for Ui, our collection of the functions ¢; give rise
to a partition of unity, still denoted by {¢;}, such that > ¢;(z) = 1 for every x € Q.. By
(3.15) and our construction of ¢;, we know that |V¢;| < diam(S;)~! still holds up to a
multiplicative constant. Indeed by the definition of ﬁl and the fact that for each gi there are
at most 9 neighboring sets §j, we have for each x € (71- with the original ¢;’s

v (2 ) | < vt + @%ﬂ V6, (x)| < diam ().

We are now ready to construct the extension operator. First, let us associate to each
S; € W a square S; € W such that

diam (S;) = diam o(S;) ~y dist o(S;, S;) ~; diam o(S;), (3.17)
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FIGURE 2. In the inner extension the annular region (Nle is divided into
Whitney-type sets that are obtained by mapping a Whitney-type decomposi-
tion of the annulus inside the disk conformally.For the inner part 2. we use a
standard Whitney decomposition. Two pairs of sets (5;,S;) and (S;,5;) are
highlighted.

where W is the corresponding Whitney decomposition of .; see Figure 2. To see that a
Whitney square of desired size can be chosen, trace back towards ¢(0) along any hyperbolic
ray of ) that intersects S; and let S; be a first Whitney square of €2, intersecting that
hyperbolic ray such that

dist (¢ (S0), 7 (59) 2 5 dinm (97 (50), (3.18)

where ) is an absolute constant such that o=1(S;) is of A-Whitney-type for . by Lemma 2.6.

The existence of such a square follows from Definition 2.3 and the assumption that 0 < € < %
Indeed if there is no such a set, then

dist (¢1(S), ¢~ 1(S)) 1

diam (p=1(5;)) 9A

for all the S; intersecting the hyperbolic ray. However, the diameter of <p71(§¢) = @1 is
at most 2, while a A-Whitney-type set in B(0, 1 — €) containing the origin has distance to
OB(0, 1 —€) at least 75 since e < 3 and A > 1. Therefore we have

1 dist(e71(S), o H(S) _ 1

8\ 7T diam(p~1(S;) T 9N
which leads to a contradiction. Then by the fact that S; is a first square satisfying (3.18),
(2.2) implies

diam (p7"(8;)) ~ dist (o1 (Si), ¢~ (S0)) ~ diam (o7'(S7).

Recalling that ¢ is quasisymmetric with respect to the inner distance, we conclude (3.17).
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By (3.17), we know that the inner distance between S; and S; with respect to € is no more
than a constant times dlamQ(S ). By the triangle inequality it follows that

dist o (S;, S;) < diam o(S;)

if gl N §j # (. Given such §i, §j and corresponding S;,.S;, consider the hyperbolic geodesic
in Q between the centers of S;,.S;. From Lemma 2.7 we conclude that the Euclidean length

of this geodesic is no more than constant times diam o(S;). Since Q. = p(B(0, 1 — ¢)), it
follows that this geodesic is contained in €2.. We use Lemma 2.7 a second time to conclude
that the Euclidean length of the hyperbolic geodesic I' with respect to Q. is also bounded
from above by a constant times diamo(S;). Let us define G(S;, S; ;) to be the union of all
Whitney squares of €2 that intersect this geodesic. By the inner unlformity of Q¢ and the
comment after Definition 3.7, one concludes that there are uniformly finitely many Whitney
squares in every G(S;, S, ;) with SN S = (), Namely

# {sk eW | Sy € G(S,,S;), SiNS; # (z)} <o), (3.19)

where # denotes the counting measure; this is a counterpart of [18, Lemma 2.8] with a similar
proof. Indeed since

() < diam o(S;)
and by (3.17) with (3.14)
diam o(S;) ~ diam (S;) ~ diam (S;) ~ diam o(S;), (3.20)

the diameters of Whitney squares of (2 intersecting I' are bounded from above by a multiple
of diam (.S;). On the other hand, the second condition of (3.9) with (3.20) tells us that

dist (Q, 9Q¢) = diam o(S;)
if QNI # 0 while QN S; =0 =QNS;; for those Q with QN S; # 0 or QN S; #(Z] by the
Whitney decomposition with (3.20) it trivially follows that diam (Q) ~ diam o(S;). Thus we

obtain an upper and a lower bound for the diameters of ) with @ NI" # (0, and hence there
are finitely many Whitney squares in every G(S;, S;) as £(T) < diam o(S;).

Define
= aigi()

for a given Lipschitz (with respect to the Euclidean metric) function u € W1P(Q,). Here

1
a; = ][ w(z)de = — | u(x)dx,
Si |5l /s,

where S; € W is the square associated to S; € W. Therefore for each S € /I/Iv/, by letting

a= ][Su(a:) dz,
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we obtain by applying the Poincaré inequality (see e.g. [18, Lemma 3.1]) to the chain of cubes
G(S, Si)

IVEa),g < [ X la-a Vo) do
SLNS#£D
Z lay, — a|P(diam o(S))*~?
SLNS£D
S (diam o(8))>P( diam o(S))P / V(@) d

5.N5£0 G(S, Sk)

DY [Vu(z)[P d,

Guns " G55

N

A

where in the first inequality we used the identity

Vu(z) = V(u(z) —a) =V (Z bi(x)(a; — @) ,

and G(S, Si) is the union of squares along a suitable hyperbolic geodesic connecting S and
Sk, as defined in the previous paragraph, with

diam o(G(S, S;)) < diam g(.9).

Note that (3.17) implies that, for a fixed S; € W, all the sets in W associated to it are
contained in a disk with (inner) radius controlled by a multiple of diam (S;). By (3.10) we
conclude that there are uniformly finitely many such sets, where the constant depending only
on J. Indeed note that for any x € Q and 0 < r < diam (£2), the hyperbolic geodesic I' of €2
joining = to a point y € Bo(x, r) satisfies

1
"= dist o(z, y) < €(Bq(z, r)NT).

Then since hyperbolic geodesics of € satiesfy (3.9) with a constant 0 < ¢ = ¢(J) < 1, we have

B <z, 11607") C Bo(z, r)
by the triangle inequality, where z is the middle point (with respect to the length) on I'. Thus
C(J)r* < |Ba(z, r)| < mr?, (3.21)
where the upper bound comes from
Bq(z, r) C B(z, r).

By (3.21) with (3.10) we conclude the uniform finiteness of the number of the sets. Therefore
since S; has uniformly finitely many neighbors, with (3.17), (3.21) and (3.19) we conclude

Yo Y Xasesn@) S, (3.22)

§Z‘EW §lﬁ§k75@
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for all ; notice that (3.19) is the counterpart of [18, Lemma 2.8], which with (3.17) and (3.21)
implies that each Whitney square is contained in at most uniformly finitely many chains. One
may also see [18, Page 80, Formula (3.2)] for a similar version. Hence we finally obtain

IVED,6 S X 2 / V()P de

S,eW 8,NS;#0 G(Si Sk)
S IVullfeg

~

with the constant only depending on p and J.

Since u is Lipschitz in €, the above procedure gives us an extension in W1 ?(€2) of u to the
entire  with the desired norm bound. Indeed we only need to check that F.u is absolutely
continuous along almost every line segment parallel to the coordinate axes. We claim that
FEcu is even locally Lipschitz.

According to our construction, F.u is smooth in ﬁe. Hence to show the local Lipschitz
continuity, we only need to consider the case where z; € Q0 and 23 € SNIE with

B(ZQ, 2|21 — Zg|) c Q.

Suppose that z9 € S for some S € W. Then by (3.17) and the Lipschitz continuity of u we
have

|Beu(zz) —u(z1)] < ) dulz2)lar — u(z1)]

SLNS£D

< Z o (22)(dist (21, Sk) + diam (Sk))
gkﬁg#@

S Y dw(z)(|z — 2| + diama(Sy)) S |21 — 2,
§kﬁ§#@

where in the last inequality we apply the facts that for §k ns # () it holds that
diam o (S) ~ dist (S, Q) ~ dist g(22, Q) < |21 — 2]-

Therefore we obtain the local Lipschitz continuity of F..

It also follows from the construction (especially (3.17) and (3.22)) that also || Eeul|r(q) <
lull Lr(o.)- Since E. is linear, then the general case of u € WhHP(Q,) follows by density of
Lipschitz functions in this class: even C*°(R?) is dense in WP(G) for 1 < p < oc if G is a
planar Jordan domain [27]. O

3.3. Proof of the general case. In this subsection, we prove the necessity in the more
general case, where € is a bounded simply connected W P-extension domain.

Fix 21, 22 € R2\ Q. Let @, = ¢(B(0, 1 — 1)) for n > 4, where ¢: D — Q is a conformal
map with ¢(0) the John center of Q. By Theorem 3.6 we know that each €2, is also a W1P-
extension domain with the norm of the operator only depending on p, the John constant of
2, and the norm of the extension operator for 2. Denoting by €2,, the complementary domain
of Q,, we know that

ﬁﬁanQ\Q.

n=4
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Moreover, by Theorem 3.1, there is a curve v, C (NZn U 0f), connecting z; and zy so that

dist (z, 0, 7P ds < C(J, || E||, p)|z1 — 22|*7P.
Yn
We proceed to find a curve v such that (1.1) holds.

Notice that the condition above ensures that £(v,) < C(J, |E|, p)|lz1 — 22| := M by
Lemma 2.10. Parametrize each v, by arc length, v, [0, £(7,)] — Q,, starting from 21, and
extend 7, to [((y,), M] as v,(t) = z5. Notice that v, C B(z1, M), and therefore by the
Arzeld-Ascoli lemma we obtain a 1-Lipschitz parametrized curve ~: [0, M] — B(z1, M) \ Q
such that a subsequence of (v;,) converges to v uniformly. Then ~ is a curve connecting z;
and zs.

Fix m € N and € >0. For z € R? and n € N set

w{™ (2) = min{m, dist (z, Q) 7}
Then wgm)(z) is continuous and

lim w™(z) = min{m, dist (z, Q)'P} := w™(2).

n—oo

Let us now show that

/ dist (z, 0Q) P ds < |21 — 2|*7P. (3.23)
.

To this end, since M < +o00, up to choosing a subsequence and redefining 7, we may assume
that £(vy,) converges to M as n — oo. Therefore for n large enough, by Fatou’s lemma we
have

M—e M—e
/O w(m)oy(t)y’(tﬂdtg/o w(™ o ~(t) dt

M—e M—e¢
< / lim w{™ o ~,(t)dt < liminf wi™ oy, (t) dt
0

- n— 00 n—oo  Jq

()
<lim inf/ W™ 6, () dt < lim inf/ W™ (z) dz
n—oo 0 n—oo "

glirginf/ dist (z, Q) P dt < C(J, |E|, p)|z1 — 22|*7F,

where we used the fact that since 2,, — 2 and ~,, — ~ uniformly, for fixed m € N
lim W™ o 7(t) = ™ 0 5(1)

when ¢ € [0, M — €]. Letting e — 0 we obtain
[z < Bl Pl - 2P
.

and by the monotone convergence theorem we finally get (3.23).
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4. PROOF OF SUFFICIENCY

In this section we prove the sufficiency of the condition (1.1) in Theorem 1.1, but begin
with an auxiliary version. Namely, let 1 < p < s < 2 and suppose that €2 is a bounded Jordan
domain with the property that there exists a constant C' such that for every pair of points
21, 72 € R?\ Q one can find a curve v C R? \  joining them with

/ dist (2, 90)*dz < Clz; — 29)* %, (4.1)
~

We claim that € is a W!?-extension domain. Write €2 for the complementary domain of €.

Proposition 4.1. Let 1 <p < s <2 and let Q C R? be a Jordan domain. Suppose that for
all z1, z2 € Q there exists a curve v C Q joining z1 and zo such that (4.1) holds. Then Q) is a
WP _extension domain and the norm of the extension operator only depends on p, s and the
constant C in (4.1).

The proof of Proposition 4.1 is given in three steps. In the first step, in the following
subsection, we show that (4.1) also holds for initial arcs of hyperbolic rays I' C Q, up to a
multiplicative constant. In the second subsection we then assign a Whitney square of the
domain 2 to each such Whitney square Q of its complementary domain Q that satisfies
£(Q) < 3diam (). In the third subsection we use the relation between the Whitney squares
to construct our extension operator.

Eventually in the final subsection of this section we prove Theorem 1.1 via Proposition
4.1 and an approximation argument. For this, it is crucial that the norm of the extension
operator in Proposition 4.1 only depends on s,p and C' in inequality (4.1) and that (4.1) for
some s > p follows from (1.1) by Lemma 2.11.

4.1. Transferring the condition to hyperbolic rays. According to the Riemann mapping
theorem there is a conformal map ¢: R?\ D — €. Since © is a Jordan domain, we can extend
© continuously to the boundary as a homeomorphism. We denote the extension still by .
Recall the definition of a hyperbolic ray from Section 2.

Lemma 4.2. Assume that (4.1) holds and that Q is Jordan. Let z; € 0Q and [z, z3] be an
arc of the hyperbolic ray I' C Q corresponding to z1. Then

/ dist (z, 90 dz < C'|zg — 23>, (4.2)
[22,23]

where C" depends only on s and the constant in (4.1).

Proof. Let v be a curve from Proposition 4.1 for the pair 29, z3. By symmetry we may assume
that z3 is after zo on I' when one moves towards infinity. Suppose first that z; # 2. We use
the notation from Lemma 2.8; especially, we let 7, be a subcurve of v that joins the inner
and outer boundaries of @(A(z1, k)), provided that [z2, z3] hits at least three such annuli.
If [29, 23] is contained in the union of two of these annuli, we claim that (4.2) follows from
Lemma 2.5. Indeed (4.2) holds trivially for the hyperbolic rays of R?\ D. By the geometry of
hyperbolic rays in R?\D, ¢~ !([22, 23]) is contained in a \-Whitney-type set for some absolute
constant A; see also Lemma 2.8. Then a change of variable with Lemma 2.5 tells us that (4.2)
holds for [z9, 23]
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For each k € Z with
571 (z1) = (=) < 2" <2V <15 (a) — 7 (=9)l,

let
Z), = (Sj;) N T,
where S} is the circle centered at $~!(21) and with radius 3 x 2872,
Fix k < 2 as above. According to Lemma 2.8,
dist (T, 09Q) ~ dist (Zj, 0) (4.3)
and
L(Ty) ~ dist (T'g, 09). (4.4)
Hence
/ dist (z,00)1 7% dz < dist (2, 09)*. (4.5)
Ty
Next we claim that
dist (Zy, 9Q) 2 dist (v, OQ). (4.6)

Indeed let By = B(Zy, idist (Zk, 09)). If v N By # (), then by the triangle inequality we
obtain the claim. For the other case, notice that By is a 4-Whitney-type set, and then by
Lemma 2.6, 3~ !(By,) is of A-Whitney-type for some absolute constant \. Hence

dist (37 1(Z,), S') ~ diam (¢~ (By)). (4.7)
By the geometry of A(z1, k) in R? \ D, we have
dist (p7'(Tk), @~ () < dist (37" (Zk), S1)

and

diam (3~ (3) 2 dist (37 (Z1), S

~

for some absolute constants. Hence with (2.4) and (4.7) we conclude that

Cap(ﬁz_l(Bk)a 412_1(’%)7 R? \E) Z L

The conformal invariance of capacity gives

Cap(B, . 2) 2 1.
Applying Lemma 2.4 we have
dist (B;C7 ’yk) < diam (Bk)

We then conclude the claim in this case by the definition of By and the triangle inequality.
Thus we have shown (4.6).
By Lemma 2.8

(k) 2 (L)
Then by (4.6) (4.3) and (4.4), this gives that there is an subcurve v}, C 7 such that
dist (Zg, 0Q2) = dist (v}, 092)

and
0(yy,) ~ £(T).
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Combining this with (4.3) and (4.4) again, we have

/ dist (z,00) "% dz >, / dist (z,0Q)1 7 dz > dist (Z, 9Q)%~*. (4.8)
Tk Vi

We are left to consider the remaining values of k. If k& > 2, then A(zy, k) is a full annulus
and the analogs of (4.5) and (4.8) easily follow from Lemma 2.5. The only remaining values
of k to consider are those potential k with

2 < g (=) - @ () < 28

and
2N <G (=) — o (=) < 28,

For such k, (4.5) still holds and Lemma 2.5 shows that dist (Zy, 0Q2) ~ dist (Z;_1, 09).
By our assumption [z2, 23] is not contained in the union of two of our annuli, and hence
these additional terms are controlled by the other terms. Consequently the claim follows by
summing over k.

Finally if z; = 22 we conclude (4.2) by picking w; € [z1, 23] N Q with wj — 2z and applying
the conclusion from the proof above (to [wj, z3]) and the monotone convergence theorem.

O

4.2. Assigning Whitney squares for reflection. Let € be a Jordan domain. We will
assign “reflected” squares in the Whitney decomposion W = {Q;} of Q to squares @Z in
the Whitney decomposition W = {@Z} of the complementary domain Q. This will only be
done for those Q; for which £(Q;) < 3diam (€2). The construction of our extension operator
will then rely on these squares. We continue under the asumption that  satisfies (4.1). In
what follows we usually use the notation A to remind the readers that the set in question is
contained in Q. B

Given a set A C (), we consider all the hyperbolic rays in ) starting from co and passing
through A, and define the shadow S(g) as the set of all points where these rays hit the
boundary 0f2.

Similarly, we define S(A) for A C 2, with the difference that the hyperbolic rays are now
starting from (0), where ¢p: D —  is a conformal map. If Q happens to be John, we
require that (0) is the distinguished point of Q and otherwise the center of one of the largest
Whitney squares in €. Notice that the shadow of a connected set is connected. Moreover, for
Whitney squares we have the following properties.

Lemma 4.3. For each Q; € W, we have that S(Q;) is connected and diam (S(Q;)) = £(Q;)
for some absolute constant. Analogous properties hold for each QQ; € W that satisfies

0(Q;) < M diam (),
with the constant further depending only on M. Moreover, if Q is John, then
diam (5(Qs)) ~ diam (S(Qs)) ~ €(Qs),
where the constant J here is the John constant.

Proof. Consider a conformal map ¢: D —  and extend it continuously to the boundary as a
homeomorphism. Then ¢~ 1(Q;) is connected. Therefore, by the fact that ¢ maps hyperbolic
geodesics to hyperbolic geodesics, = (S(Q;)) is connected, and so is S(Q;).
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Additionally, by Lemma 2.6, o~ (Q;) is a Whitney-type set and hence the conformal ca-
pacity between ¢ ~1(S(Q;)) and ¢~1(Q;) in D is bounded from below by a positive absolute
constant; see (2.4). Since ¢ preserves conformal capacity, we obtain

Cap(5(Qi), @i, Q) 2 1,

and hence diam (S(Q;)) 2 ¢(Q;) by Lemma 2.4. Indeed by the monotonicity of capacity we
have

1 < Cap(S(Qi), Qis Q) < Cap(S(Qi), Qi, R?),
which with Lemma 2.4 shows that
dist (Qi, S(Qi)) < diam (S(Q4)). (4.9)
Hence by the definition of Whitney squares
0(Qq) S dist (@i, 09) < dist (Qi, S(Qi)) S diam (S(Qi)).

The connectivity of S(@l) and the analogous estimate for @l follow similarly; notice that
by the assumption ¢(Q;) < 3diam (€2), we have by(2.5)

Cap(Q:,09,9) > C(M)
and hence by (2.5) again
dist (5~1(Qs), D) ~ diam (571(Q:) S 1,
where the constants depend only on M. This implies that
1< Cap(@~(@Q1), 3 1(S(@Q1)), B2\ D) = Cap(Qs, S(Qs), 9.
Hence we may argue as earlier.

If © is John, then we know by Lemma 2.13 that hyperbolic rays are in fact John curves.
Then by the definition of John curves and the triangle inequality we have

S(Q:) € C(J)Qi-

Especially
diam (5(Qi)) < 4(Qi),
and hence we can find a constant C(J) > 2 such that
£774(Q) < dim (S(Q) < C(NUQ)
Finally we show that
diam o (S(Q;)) ~ diam (S(Q;)). (4.10)

It suffices to prove diam (S(Q;)) < diam (S(Q;)) since the other direction is trivial. First
pick z, y € S(Q;) such that

diam o (S(Q;)) < 3dist o(z, y).
By the definition of inner distance, the hyperbolic geodesic I' joining z, y satisfies
dist o(z, y) < (T).

Let z be the middle point (in the sense of length) of I'. Then by the inner uniformity (3.9) of
2 we conclude that
UT) < dist (2, 09).
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Let Q' be a \-Whitney-type set such that ¢~!(Q’) is a closed ball of radius §|1 — ¢~!(z)|
tangent to the circular arc (') at 2 and contained in the Jordan domain enclosed by
¢ 1(T') and ¢~1(7); recall Lemma 2.6 and that »~!(T') is a hyperbolic geodesic in D. Here
X' is absolute. By the geometry of the unit disk we have p=1(S(Q’)) C ¢~ 1(S(Q;)) and then

diam (p~1(S(Qy))) = diam (o~ (S(Q")) ~ diam (¢~ 1(Q"))
~ dist (¢ 71(Q), ¢71(S(Q")) > dist (¢71(Q), ¢~ (S(Q0))).

Hence by (2.4)

Cap(p™(Q), ¢~ (S(Q:)), D) 2 1.
By the conformal invariance of capacity and the monotonicity,

1< Cap(Q', S(Qi); Q) < Cap(Q', S(Qi); R?),
which with Lemma 2.4 implies
dist (Q', S(Qi)) < diam (S(Q))-
Since @’ is a Whitney square and z € Q' we conclude that
dist (2, 90) ~ diam (Q') S dist (@, S(Q1)) S diam (S(Q1)).
To conclude, we have
diam o(5(Q:)) S A(T) S dist (2, 92) < diam (5(Q4)),

and accomplish our proof. O

Note that if we change the Whitney squares into A-Whitney-type sets for fixed A > 1 in
the proof above, the conclusions still hold with constants further depend on A; we only used
the capacity estimates, Lemma 2.6, the connectivity of Whitney squares and the estimate

diam (Q) ~ dist (Q, 99) (4.11)

for Whitney squares. A A-Whitney-type set is also connected and satisfies (4.11). Moreover,
for a Jordan J-John domain Q and a (closed) subarc v C 99, we always have

diam () ~ diam ()

with the constant depending only on J. This follows directly from the proof of (4.10) with
notational changes; one just replaces S(Q;) by 7.

We need to associate a square Q; € W to each square @i € W that satisfies
0(Q;) < 3diam (Q).

Lemma 4.4. Let Q2 be a Jordan John domain with constant J. For each (closed) subarc
v C 09), there exists a Whitney square Q; € W satisfying

diam (S(Q;)) < C(J) diam (vy), (4.12)
and
diam (v) < C(J)diam (S(Q;) N7), (4.13)
where C(J) depends only on J.
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Proof. Let ¢: D — Q be a conformal map with ¢(0) = zp, where z( is the distinguished
point in the John condition. Extend ¢ to the boundary as a homeomorphism. Given -, let
a = ¢~ 1(7). We only need to show the existence for those 7 that satisfy
1

la) < —.
Indeed suppose that () > % Recall that Lemma 2.14 shows that ¢ is quasisymmetric with
respect to the inner distance of 2 with 7 only depending on J. Then by taking z1, 29 € «
such that

dist o((21), (0)) = dist o(¢(0), 7)
and

1
21— 22| =
quasisymmetry implies
dist o((0), 7) < n(4) dist o(e(21), ¢(22)) < n(4) diam o(7).
By the John property and the triangle inequality we have
dist o((0), 0Q2) 2 diam (Q2). (4.14)
Moreover Lemma 4.3 implies that
diam () ~ diam o (7).

Thus from the inequalities above we conclude that
1
(/)

Therefore in this case if one chooses the Whitney square containing ¢(0), then by (4.14) the
desired conclusion follows.
When ¢(«) < %, denote the midpoint of o by w, let

sin (4
_om()
r—m, z=(1-2r)w

and set B = B(z,r). Observe that by the assumption ¢(a) < 3, the set B satisfies
2dist (B, 0D) = 2r = diam (B),

diam (y) > diam (09).

and is of 2-Whitney-type, and the shadow of B is exactly a.

Consider the collection of all Whitney squares that intersect ¢(B). Since ¢(B) is a A-
Whitney-type set by Lemma 2.6 for some absolute constant A, this collection has no more
than N elements for some universal N; see (2.2). Since ¢ can be extended to the boundary
as a homeomorphism, the shadow of ¢(B) is exactly ¢(a) = 7. Thus the shadow of one of
the N Whitney-squares, call it @);, satisfies

diam (S(Q;) N~v) > diam (v)/N

by the triangle inequality, the fact that 7 is connected and the fact that the closed sets S(Q;)
cover «y. This gives (4.13).
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F1GURE 3. The shadow S (@) of a Whitney square @ of the complementary
domain )2 may have much larger diameter than the square in question.

For the remaining part, first notice that ¢~ 1(Q;)N B # () and that = (Q;) is a A-Whitney-
type set by Lemma 2.6 with a universal constant A. Since B is of 2-Whitney-type, we conclude
that

diam (»~1(Q1)) S diam (B)
with an absolute constant. Then by Lemma 2.5

diam (Q;) < diam (¢(B)). (4.15)
By Lemma 4.3 (and the comment after it), we further have

diam (S(Q;)) ~ diam (Q;)
and
diam (¢(B)) ~ diam (7)
since
S(p(B)) =~-
Combining these with (4.15) we conclude that

diam (S(Q;)) < diam (7).

Hence (4.12) follows.
(|

Lemma 4.4 allows us to associate a Whitney square in €2 to each Whitney square Ql ew.
Indeed, simply choose v = S(Q;) in the lemma; observe that Lemma 4.3 ensures that S(Q;)
is a subarc of 0f.

Notice that there may be many possible candidates of @); for a given @i, namely satisfying
(4.12) and (4.13), and we just choose one of them. Since € is John, the Euclidean distance
between any two of these candidates is no more than C diam (S(Q;)), where C' depends only
on C(J). However, a single @; may well be chosen for many distinct Q], of different sizes:

(Ql) can be much larger in size than Ql, see Figure 3. Even though the previous lemma
does not require that ¢ (Ql) < 3diam (2), the first estimate from Lemma 4.3 does require that
£(Q;) < M diam (). Because of this, we only consider squares of the above type.
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Let us relabel those Q; € W with f(@l) < 3diam () that have the same associated square
via Qz € W. To be more specific, for each ); that is an associated square for some square
in W, consider all those squares QU with E(Qw) 3diam () from W whose associated
square is Q;. Since ¢ is homeomorphic up to the boundary, dlam( (Q”)) tends to zero when
diam (Q”) goes to zero, and hence there are only finitely many Q,] corresponding to a fixed

Q;; say Qzl, .. Qzl where [ may depend on i. We order them so that for every 1 < j < k </,
we have

diam (§(S(Qy))) > diam (5~ (S(Qur))),
where ¢: R2\ D — ﬁis our fixed conformal map. N N
Given Q; € W set Q7 := {Qi1, ..., Qu}, where Q;; are as above. Observe that Q; and Q]

have no common element when 7 £ j. Next we prove an important estimate related to @f

Lemma 4.5. For each i € N, we have

D UQu)T S Q)T
@ijé@f
In order to prove this, we need two auxiliary lemmas.

Lemma 4.6. Given C, there are no more than N = N(C, J) pairwise disjoint (closed) subarcs
Vi of S(Q;) such that

diam (S(Q;)) < C diam ().
The bound N depends only on C' and the John constant of §2.

Proof. Let v1,...,7n be pairwise disjoint as in the statement. In order to bound n it suffices
to associate to each ; a disk B; of radius r > diam (S(Q;))/C" so that these disks are
pairwise disjoint and all have distance to S(Q;) no more than C’diam (S(Q);)), for a constant
C' only depending on C, J.

Given k, let a:,(cl) and ac,(f) be the two end points of 7.

First of all, observe that we may assume that |x(1) -z )| > 5 diam (S (QZ)). Indeed, if

|x§:) - m,(f)| < % diam (S(Q;)), then there exists a point xé) € 7, such that |:E 3)| >

% diam (S(Q;)), and we replace x,(f) with x,g ). The existence of J:,(g) € v comes from the

triangle inequality. Namely if there is no such a point, then for all z, y € v, we have
2
=yl < |o — )| + |} vl < o7 diam (S(Q0),

contradicting the condition that diam (S(Q;)) < C diam (7).
Let ¢: D — Q be a conformal map with ¢(0) = z¢, the distinguished point in the John
condition. Let wy, be the midpoint of ¢~1(v;), set

sin (f(tﬂ (wc)))
1+ 2sin (M) 7

T = Z = (1 — 29"k)wk

and set By = B (2, 1), such that S(By) = ¢~ 1(7%). Since the arcs v, are pairwise disjoint,
so are also ¢~ !(v;) and consequently also the sets By. Then the sets (By) are also pairwise
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disjoint and of uniform Whitney-type by Lemma 2.6. From the proof of Lemma 4.3 (see the
comment after Lemma 4.3) it follows that
diam (¢(By)) = C(J) diam ()
and (by (4.9) for A-Whitney-type set)
dist (¢(By), ) < C(J) diam ().

Then the claim follows by recalling that a A-Whitney-type set A contains a disk of radius
%diam (A) and that C'diam (y;) > diam (S(Q;)); the sets p(By) are A-Whitney-type for an
absolute A.

O

For a Whitney square QV cQanda hyperbolic ray I with I' N @ # (), corresponding to a
point z € 9§, we define the tail of I' with respect to @ to be the arc of I' between z and Q.
Denote this set by T(T', Q). Then the tail of @ is

T(Q)={yeQ|yeT(T,Q) for some I'}.

Lemma 4.7. Let @Q c Q be a Whitney square with E(@o) < 3diam (). Then for any
Whitney square Q C Q satisfying Q N T(Qo) # (), we have

Q) < diam (S(Qo))-
The constant here is absolute.

Proof. Let ¢ be a conformal map @: R?\ D — Q. First of all, we claim that

diam (Q) < diam (), (4.16)
with an absolute constant. In fact, since £(Qo) < 3diam (), by (2.5) we have

Cap(Qo, 99, Q) 2 1.

By Lemma 2.6, 9071(@()) is of A-Whitney-type with an absolute constant A\. Moreover as ¢!

preserves conformal capacity,
Cap(o~'(Qo), 0D, R\ D) > 1.
Hence N
dist (¢ (o), D) S 1.
By the assumption that Q N7T(Qy) # 0 and the geometry of R? \ D, we also have
diam (¢~ (Q)) ~ dist (»71(Q), D) £ 1,

since ap_l(@) is also a A-Whitney-type set by Lemma 2.6. Then by (2.4) and the conformal
invariance of the capacity

Cap(Q, 09, Q) = Cap(¢~1(Q), oD, R\ D) > 1.

Now by the fact that Cj is a Whitney square, we conclude (4.16) by Lemma 2.4; notice that
since €2 is the exterior domain of a Jordan domain €2, then

diam 5(99) < 3diam (99).
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Recall that by Lemma 2.6 the preimage of each Whitney square of Q is of A-Whitney-type
with an absolute constant A. If diam ($~2(Q)) > ¢1 diam (371(S(Qo))) with

1 1 1
= mln{g o 8/\2} (4.17)

then by the fact that @~ 1(@) and &‘1(@0) are of \-Whitney-type with an absolute constant
A, and the assumption 3~ 1(Q) N & (T(Qo)) # 0, we know that

dist (571(Q). ¢~ (Qo)) £ diam (¢™"(Qo)) ~ diam (571(Q))
according to the geometry of R? \ D. Hence there are at most C Whitney squares of R? \ D
between ~!(Qo) and g~ 1(Q) for some absolute constant C. Then by Lemma 2.6 and (2.2),
there are at most C’ Whitney squares of Q between QQp and @ with another universal constant

C'. Therefore we have £(Q) < £(Qo) with an absolute constant. By Lemma 4.3 and the
assumption that

0(Qo) < 3diam (),

we conclude that £(Q) < diam (S(Qq)).
Now let us consider the case where

diam (771(Q)) < ¢1 diam (57 (S(Qo))). (4.18)
If Q C T(Qo) then by Lemma 4.3 with (4.16) again we have
(Q) S diam (S(Q)) < diam (S(Qo))-
If not, let d = diam (3 (Q)). By (4.18) and (4.17), we have that
6Ad < diam (37 (S(Qo))). (4.19)

Thus by the geometry of ¢~ 1(T(Qo)) and the definition of d, we know that 3~1(Q) only
intersects one of the two hyperbolic rays in R?\D which have (non-constant) subarcs contained
in the boundary of @71(T(©0)); let T be this hyperbolic ray. Also let IV be the hyperbolic
ray in R? \ D which intersects 3~ 1(T(Qp)) and

dist (T, ') = 2)\d, (4.20)
and let z be the point on IV with |z| = 1+ d. Denote by @’ be the preimage under ¢ of some

Whitney square so that z € . Then since @’ is of A-Whitney-type, by Definition 2.3, (4.17)
and (4.18) we conclude that

diam (Q ) + dist (Q, D) < M +d < —)\ diam (3~ 1(S (QO)))

Moreover the geometry of the exterior of the unit disk implies

idlfﬂﬂ( '(5(Qo))) < Adlam( '(Qo)) < dist (57"(Qo), ID).

4\
To conclude, for any point = € @’
dist (z, OD) < diam (Q') + dist (Q’, 9D) < dist (3~ (Qp), OD):; (4.21)
especially

Q' N Qo) =
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Furthermore, since

diam (371(Q)) < Ad,
by (4.19) and (4.20) we know that Q' does not intersect either of the two hyperbolic rays in
R? \ D which have (non-constant) subarcs contained in the boundary of & Y(T(Qy)). This
implies that

$(@Q) ¢ #1(5(Qo)).
Hence by the geometry of @*1(T(©0)), with (4.21) we have Q c ﬁfl(T(éo)), or equivalently

2(Q") € T(Qu).
Moreover by the definition of z and that @’ is of A-Whitney-type, we have
dist (Q', D) ~ d.
This with (4.20), the definition of d and the assumption that T' N @_1(@) # () gives that

dist (@', 771(Q)) S d = diam (5~(Q))-
Thus by the geometry of the exterior of the disk there are at most C' Whitney squares of I
between @' and ¢~ 1(Q) for some absolute constant C. Then by Lemma 2.6 and (2.2), there

are at most C’ Whitney squares of Q) between 35(@’ ) and @ with another universal constant
C'. Therefore

diam (3(Q')) ~ diam (Q).
Since 3(Q') € T(Qo) and similarly as the previous case we obtain the desired estimate by
Lemma 4.3. 0

Note that this lemma also holds for A-Whitney-type sets with the constant depending on
A; see Lemma 4.10 below for the modification.

Proof of Lemma 4.5. First of all let us consider a conformal map @: R? \ D — Q. Let po be
a hyperbolic ray that intersects ;. Denote by p the tail of pg with respect to the square in

{Qij € Q | poNQij # 0}
whose preimage under ¢ is furthest away from the origin, that is, the last square of these that
po hits towards infinity. Let Q¢ be this square.

We claim that ¢(p) < €(Q;). First we prove that, for every square Qe 1% intersecting p,
we have

(Q) S diam (S(Q1)) ~ £(Q1).
By Lemma 4.3 and (4.13), we know that
((Qij) S diam (S(Qiy)) < diam (S(Q1)) ~ £(Q1), (4.22)

for all j; especially this holds for @0. For the rest of the squares @ satisfying (:j Np £ 0, we
have Q NT(Qo) # 0. By Lemma 4.7, (4.13) and (4.22) for Qo we also get

U(Q) < diam (S(Qo)) < diam (S(Qy)) ~ £(Qs),

as desired. Therefore, by Lemma 4.2 we have

0Qi)2t(p) < / dist (z, 90) 2 dz < £(p)*~*, (4.23)
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and finally
Up) S UQi). (4.24)
Now, Lemma 4.2 and (4.24) give

/ dist (z, 0Q)' 7 dz < £(Q;)* . (4.25)
P

Set N N N

Q,= {Qij €EQ; | QijNp# @}-
Since @ij are Whitney squares and é(@vij) < 4(Q;) for each @ij € @;p, then (4.25) easily
gives

D UQy) T dr SUQi)T (4.26)

@igE@f o
Indeed first we note that each Whitney square has at most 20 neighboring squares which
tells us that we can divide the squares in Q* into at most 21 subcollections {Wk} | such
that in each of the subcollections the squares are pairwise disjoint. Then for any two dlstlnct
Ql, Q] € Wk, by Lemma 2.2 we have

1.1Q; N 1.1Q; = 0.
by definition we have

HH(1.1Qi5 N p) > 0.14(Qi5),
where H! denotes the 1-dimensional Hausdorff measure. Thus by the fact that

f(@l]) ~ dist (@ij, 69)

Notice that for each @ij € @*

1,P0°

and (4.25), we have

21
S HQuras Y S [ dise(eon) s
@jeézﬂp k:l@ijewk* PNQij

< / dist (z, Q)P ds < €(Q;)*~*;

p
which shows (4.26).
Recall that our finite collection of the squares Cjij € Q7 is ordered with respect to j, say
1 < j < k, so that the diameters of g~ !(S (@”)) decrease when j increases. We choose
@1 Qir. I S(@,j) N S(@ ) =0 for j =k —1 we set Q2 Q” Otherwise we consider Qu
with j = k — 2 as a candidate for Q2 and continue inductively. Namely we choose Q2 to be
Q,j such that j is the largest integer smaller than k£ such that

S(Qij) N S(Q;) =10.
Then choose @f’ to be @,-j with the largest j such that its shadow does not intersect either
S(Q}) or S(Q?), and continue this process. This gives us Q}, -+, Q7 with pairwise disjoint

shadows. Since these squares come from @j, Lemma 4.6 gives us a universal bound on n in
terms of C'(J); see (4.12) and (4.13).
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Let Ql] S Q* By the construction in the previous paragraph, there is an index [ so that

(Q”) N S(Ql) # (). Suppose that Q” is not one of the chosen squares Ql Since shadows are
connected, at least one of the end points of S (Qi) is contained in S (QU), otherwise S (QU) is
strictly contained in S (@l) since these shadows are closed and connected, which means

diam (371 (S(Q}))) > diam (37 (S(Qiy))),

contradicting our selection of the squares Ql Therefore by assigning two hyperbolic rays to
each Ql we obtain a collection of 2n hyperbolic rays that intersects all of our squares sz in
Qr.

Our claim follows by combining the estimate from the previous paragraph on the number

of hyperbolic rays necessary to catch our squares Qvij with (4.26).
O

4.3. The extension operator in the Jordan case. Let
Bq = B(xp, 2diam ()

be a disk compactly containing 2, where ¢ is a conformal map such that ¢(0) = x¢ with
the John center of 2. Observe that by Lemma 2.2, we have

(Q) < dist (Q, 99)
for each Q € W. Then if Q N Bq # 0, by definition we get
0(Q) < dist (Q, 09) < 2diam ().

Hence _
Bq C Qu U Q.
_ Qew
£(Q)<3diam (£2)
We define

= Z aq,; ¢;(x)

for given u € WHP(Q) and = € Bq \ Q. Here

ag, :][ u(z)dz,
Qj

where @); is the square associated to éj with K(ij) < 3diam () and ¢; € C"’o(ﬁ) is compactly
supported in 15Q;, [Vé;| < £(Q;) ", and

Z%(fﬁ) =

for all # € Q contained in a Whitney square of side length no more than 3 diam (Q). Notice
that the support of ¢; and that of ¢; have no intersection unless QZ N Q] # (). See [18] for
the existence of such a partition of unity {¢;}. Especially, Eu is defined in Bq \ Q. We will
prove that [|Eully»poa) S lullwie@)

Let us first estimate the norm of the extension inside such a square @ € W. Denote by

|Vu| the zero extension of |Vul, and by M the maximal function operator. Before going to
the general case, we first establish the estimate in a special case.
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Lemma 4.8. Given distinct Whitney squares Q1, Q2 C 2 such that
dist o(S(Q1), S(Q2)) S Q1) ~ €(Q2), (4.27)

we have

lag, — agy| < Col(@1) ! /Q M([Val)(2) d=.

Here Cy only depends on s and C in (4.1) and the constants in (4.27).

Proof. Let ¢ : D — Q be a conformal map. Recall that it extends homeomorphically up to

the boundary. We further assume that ¢(0) = zg, the distinguished point in the definition of

a John domain; recall that €2 is John with constant only depending on s and the constant in

(4.1). Additionally, ¢ is quasisymmetric with respect to the inner distance by Lemma 2.14.
Notice that by the geometry of the unit disk and Lemma 2.6, for &k =1, 2

dist (071 (Qr), ¢~ (S(Qr))) S diam (071 (Qw)),

and then the quasisymmetry of ¢ (Lemma 2.14) gives

dist o(Qr, S(Qk)) S diam o(Qr) ~ £(Qk).
Then it follows from the triangle inequality, Lemma 4.3 and (4.27) that

dist o(Q1, Q2) <dist o(Q1, S(Q1)) + diam o(S(Q1)) + dist o(S(Q1), S(Q2))
+ diam o (S(Q2)) + dist o(Qa2, S(Q2))
SUQ1).

By Lemma 2.7 we deduce that the length of the hyperbolic geodesic between the centers of
Q1 and Qs is comparable to £(Q1). Moreover, since a simply connected John domain is inner
uniform (see Definition 3.7) by [2],[38] it follows that this hyperbolic geodesic provides us
with a John subdomain Qg ¢, C 2NCQ; of diameter no more than C¢(Q);) containing both
@1 and @2, where C only depends on the John constant J. For example, take

001, =Q1UQU | B (2 37 dist (2, 09))

zel

where I' is the hyperbolic geodesic joining the centers of ()1 and Q2. By the fact that I" is a
John curve in it is easy to see that Qg, @, is also a John domain with the John constant
depending only on J, and

diam (2q,,@.) S UQ1);

Indeed for any point z € Qg,, @,, the following curve v is the John curve of Qq, g,: first the
curve goes from z to the z; € I', where z € B (z, 371 dist (21, GQ)), or zj is the center of Qp
if z € Qy, for some k = 1, 2, and then it coincides with I'[2g, 21], where zq is the middle point
(in the sense of length) of I' (and also the John center of Qg, @,); one checks via the inner
uniformity (3.9) that the curve defined above is a John curve with some uniform constant.

By letting
a= ][ udz,
201, Q2
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the Poincaré inequality on Qg, @, from [3] (with the constant depending only on J) and
(4.27) imply

00, — 00s| < [0y~ al +lag, ~al S  Ju-aldz+  Ju-alds
Q1 Q2

<UQ)! /Q Vu(z)|dz < €(Qu) ][CQ Val(z) dz
Q1,Q2 1

sUef M(|Vul)(z) dz S €(Q1) " , M(|Vul)(z) dz

O

If for a fixed Whitney square @ and any of its neighboring Whitney squares ka we have
that their reflected squares @, Qy satisfy (4.27), then by Lemma 4.8 and Hélder’s inequality

||VEu|Lp(Q)N/é > lag, — aQl |Vr(x) P da

QrNQ#AD
< Y (@I /( M([Val)(2))? dz,
QkﬁQ#@

where in the first inequality we used

Vu(z) = V(u(z) —a) =V Z ¢j(z)(aq; —a)

If this estimate could be used for all pairs, then it together with Holder’s inequality, the
definition of our extension and changing the order of summation would give

VB gy S D2 D €@Qu)* PUQu /Q (M (V=) d-.
i QieQ; '

Then by Lemma 4.5 for s = p (by Lemma 2.10 and Holder’s inequality, our (4.1) with s > p
gives (4.1) for s = p and hence also Lemma 4.5 for s = p), we would conclude that

L CTATEDD / (Fal) (=) d=

< /Q Val () dz = [ully1,p e

Especially we obtain the desired control for the case of those squares that satisfy (uniformly)
the assumption of our lemma.

Unfortunately, the reflected squares of neighboring Whitney square @1 and @2 need not
have comparable size (see Figure 4), and hence we cannot directly rely on Lemma 4.8. To fix
this problem, we need to find a chain of suitable squares connecting @1 and @5 inside €2 to
be able to use our estimate.

Notice that if

édiam (5(Q2)) < diam (S(Q1)) < 8diam (S(Q2)), (4.28)
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F1GURE 4. The shadows of neighboring squares @1 and @2 can differ signifi-
cantly in size from each other. Consequently the reflected squares Q1 and Qo
may be of very different size.

then by Lemma 4.3, Lemma 4.4 and the fact that Q1N Qo # ), we have that (4.27) holds
for (1, Q2 with the constants depending only on J. This has been already considered by
Lemma 4.8. Hence without loss of generality, we may assume that

8 diam (S(Q1)) < diam (S(Q2)),
and hence £(Q1) < ¢(Q2). As usual we only consider the squares Q satisfying é(@) <
3 diam (€2). _
Take a connected closed set F'! (a fake square) such that

Q1 C F' C Q1UQs, S(Q1) C S(F")
and
2 diam (S(FY)) = diam (S(Q1 U Os)). (4.29)

The existence of F is clear since @: R2 \D — Q is a homeomorphism and conformal outside
D. For example, we can construct F!in the following way. Since ¢ is a homeomorphism, we
know that both 3~ 1(8Q1) and 3~ (8Q3) are two Jordan curves, and they intersect each other.
Suppose that z € Q1 N Q2. Then parameterizing @*1(5‘@2) via y: [0, 1] — @*1(5@2) with
~v(0) = 4(1) = z, by continuity there is 0 < ¢ < 1 such that, by letting Fl = w70, t] U @1),
we have that (4.29) holds; notice that the preimage under ¢ of hyperbolic rays are radial rays,
and then ¢ 1(S(0Q2)) = $1(S(Q2)). Then by our construction it is clear that Q1 C F* C
@1 U @2, and thus it is a desired set.

Notice that F! is a Whitney-type set since E(@l) ~ E(@g) ~ diam (ﬁl) and Q1 C F'. By
Lemma 4.4, there is a Whitney square Q' C € such that

diam (S(Q")) < C(J) diam (S(F)),
and
diam (S(F1)) < O(J) diam (S(Q1) N S(FL)),

where C(J) depends only on J; see the comment after Lemma 4.3.
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Next we pick a connected closed set F2 such that Q; C F2 C F! ¢ Q1UQs, S(@ﬂ - S(ﬁQ)

and

Adiam (S(F?)) = diam (S(Q; U Q2)),
and select a Whitney square Q% C © such that

diam (S(Q?)) < C(J) diam (S(F2)),
and ~ ~
diam (S(F?)) < C(J) diam (S(Q?) N S(F?)),

where C(.J) depends only on J. We continue this process until we have

%diam (S(F')) < diam (S(Q1)) < diam (S(F"))

for some I € N.
Denote by G(Ql, Qg) the collection of the Whitney squares {Q'} defined above together
with Q1, Q2. We set G(Ql, Qz) (Qg, Ql) and when (4.28) holds, let

G(Q1, Q2) = G(Q2, Q1) = {Q1, Q2}.

If @, € W is the Whitney square associated to Fl We denote F! by E}{Q Here the upper
indices 1, 2 are used to remind that Q1 Cc Fl = 2 c Q1 u Qg Notice that all the fake
squares Fl are of 8y/2-Whitney-type. See Figure 5 for an illustration.

By symmetry we also construct the fake squares and find their corresponding Whitney
squares in W in the case where

8 diam (S(Q2)) < diam (S(Q1)).
Accordingly we define sets Fi~ ' and the chain G(@g, @1) and set G(@l, @2) = G(@g, @1)

Notice that either 1’55{2 or ﬁﬁ{ L exists.
Define the index set I(m) as

I(m) = {Z €N | Qm €W, Qn € G(@u @g)
for some Q;, @1- € W with Q; N @j #0, E(@i) < 3diam (Q)}.
Now we need a stronger version of Lemma 4.5.

Lemma 4.9. For each m € N, we have

S UQ)T S Q)

i€l(m)

The reader may expect that in Lemma 4.9 we have sum over all the sets which are associated
to Qm, namely all the (real) Whitney squares in @fn and all the fake squares 1?’7%] . However
in the summation of Lemma 4.9 for the fake squares, each i is only considered once by the
definition of I(m). This is not a problem since for each fixed ¢ with the corresponding Whitney
square Ql, there are at most 21 Whitney squares Q] satisfying QZ N Q] # (), and hence there
are at most 21 fake squares FiJ with fixed i and m; similarly there are also at most 21 fake
squares FJ:% with fixed i and m. Therefore if we sum over all the sets associated to Qm, each
i € I(m) is referred at most uniformly finitely many times. Hence this lemma is enough for
us after interchanging the order of summation later in the Proof of Proposition 4.1.

The proof of Lemma 4.9 is a modification to the proof of Lemma 4.5. For the sake of
completeness we state and prove the necessary analog of Lemma 4.7.
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Q2

=
.

FIGURE 5. A square )y, € W might be associated to several squares ka as
well as to fake squares Iy F2F In the illustration the squares Q1 and Qg give rise
to two fake squares, one of which is associated with @Q,,. Another fake square
as well as four (real) squares that are associated with @, are exhibited. Also
the shadow of @, is shown.

Lemma 4.10. Let QO C Qbea Whitney-type set with E(Qo) < 3diam (£2). Then for any
\-Whitney-type set Q C Q satisfying Q N T(Qo) # (), we have

Q) S diam (S(Qo)),

where the constant depends only on .

Proof. In the proof of Lemma 4.7 the only things we use for the Whitney squares are (ii)
of Lemma 2.2, Lemma 2.6 and Lemma 4.3. They also hold for the A-Whitney-type sets in
question, with constants which further depend on A. Hence the conclusion follows similarly
to the proof of Lemma 4.7. O

Proof of Lemma 4.9. There are two kinds of Whitney-type squares taken into account in
the summatlon the Whitney squares in Q that are associated to @, and the squares QZ
contained F or the squares Qz with its neighbor Q] such that FJ’ - Qz U Qj for some
i € I(m) and QinN Q] # (); recall that

diam (Fj;7) ~ £(Qi) ~ €(Q;) (4.30)

if ﬁfnj exists, and an analogy to ﬁﬂf

We only need to discuss the sets in the latter case, because Lemma 4.5 gives the estimate
for the squares belonglng to the first one. It suffices to consider Fil withie I (m) since the
by (4.30) the case for F};* follows from a similar argument.

Since each Ql only has a uniformly bounded number of neighbors, FiJ are Whitney-type
sets with uniformly finite overlaps (for a fixed m). Moreover, these sets are chosen such that

diam (S(Qm)) < C(J) diam (S(E57)),
and

diam (S(F}37)) < C(J) diam (S(Qm) N S(F7)).
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We next follow the argument for Lemma 4.5. First of all let us consider the conformal map
o: R? \]D — €. Let pg be a hyperbolic ray that intersects at least one of the Whitney-type
sets {Fi” }icr(m)- Denote by p the tail of pg with respect to a Whitney-type set in

{Fb3 | ieI(m), poN Fyl + 0}
whose preimage under ¢ is furthest away from the origin, that is, the a Whitney-type set of

these that pg hits towards infinity. Let Fp be this set.
We have already shown that

(p) S U(Qm), (4.31)

in the proof of Lemma 4.5; even though at this time p ends at ﬁg, however by the definition
of Iy and Lemma 4.3 we know that

diam (Fp) < diam (S(Qm)) ~ Q).

and hence 4.31 follows up to a multiplicative constant by Lemma 4.10. Now, Lemma 4.2 and
(4.31) give

/ dist (z, 0Q) ™ dz < (Qm)*°. (4.32)
P

Set
1(m) = {i € I(m) | Fiyi np £0}.

Recall that each fake square is contained in the union of a neighboring pair of Whitney squares.
Notice that if two fake squares intersect each other, then their corresponding neighboring
pairs of Whitney squares also intersect. For a fixed pair of Whitney squares, there are at
most uniformly finitely many Whitney squares intersecting them, and thus there are at most
uniformly finitely many (unions of) neighboring pairs of Whitney squares 1ntersect1ng them.
Hence by the definition of Whitney-type sets and the relations between FhJ and QZ € W

namely

édiam(@vi) < diam (F’7) < 8diam (Q;),

(4.32) gives
> UQi)Tdr SUQi)TT (4.33)

i€l,(m)

see the corresponding part in the proof of Lemma 4.5 for a similar argument.

Relabel all the Whitney-type sets Fi; 3 by F,, with respect to n, say 1 < n < k so that
the diameters of G~ 1(S(F,)) decrease when n increases. We choose FL = F,. If S(F,_1) N
S(EFL) = 0 weset F2 = F,_;. Otherwise we consider F},_» as a candidate for F'2 and continue
inductively. Namely we choose ﬁ% to be F, such that n is the largest integer smaller than k
such that

S(E,)NS(EL) = 0.
Then choose ﬁg’l to be F,, with the largest n such that its shadow does not intersect either
S(FL) or S(F?2), and continue this process. This gives us F. .-+ F" with pairwise disjoint

shadows. By the construction of these sets, Lemma 4.6 gives us a universal bound on ng in
terms of C'(J); see (4.12) and (4.13).
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Let F be some set which is not chosen. By the construction in the previous paragraph,
there is an index [ so that S(F) N S(Fl ) # 0. Notice that F; is not one of the chosen sets Fl
Since shadows are connected, at least one of the end points of S (an) is contained in S( E);
otherwise S (E) is strictly contained in S (ﬁ,ln) since these shadows are closed and connected,
which means

diam (31 (S(F},))) > diam (& (S(F))),
contradicting our selection of the squares Fl Therefore by assigning two hyperbolic rays to
each Fl we obtain a collection of 2ny hyperbolic rays that intersects all of our sets FhJ for

ielI(lm )
Our claim follows by combining the estimate from the previous paragraph on the number
of hyperbolic rays necessary to catch our sets Fi7 with (4.33). |

Now we can estimate the norm of the gradient of our extension over each square @ ew.

Lemma 4.11. For all Q € W with é(é) < 3diam (), we have

LT DI SR ey RGOS

k Qmed(Q.Qr)
where the sum is over all the k’s for which QN Q # 0.

Proof. Let ¢ : R2\D — Q and @ : D — Q be conformal maps. Recall that both of them extend
homeomorphically up to the boundary. We further assume that ¢(0) = xq, the distinguished
point in the definition of a John domain; recall that €2 is John with constant only depending
on s and the constant in (4.1).
Fix Qp with Qi N Q # 0. Notice that

dist (S(Qr), S(Q)) =0 (4.34)

since
dist (¢7H(S(Qn)), ¢71(S(@)) =0

and @ is a homeomorphism. Next, consider the corresponding squares @, Qr C €. From the
definition, we know that

diam (S(Q)) < C(J) diam (S(@))
and

diam (S(Q)) < C(J) diam (S(Q) N S(Q)) < C(J) diam (S(Q)). (4.35)

Moreover, the corresponding inequalities hold for the pair @k, Q- Thus Lemma 4.3 and (4.35)
give that

dist o(S(Q), S(Qr)) < diam o(S(Q)) + diam o(S(Q)) + diam o(S(Q)) + diam (S(Qx))
< max{ diam o(S(Q)), diam o(S(Q%))}

In conclusion, by Lemma 4.3 again we have that

dist o(S(Qk), S(Q)) S max{l(Qr), {(Q)}-

Similarly, for any pair of consecutive squares @', Q"1 e G(@, @k) we have that

disto(S(Q"), S(Q™))  max{¢(Q"), ((Q"1)}. (4.36)
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Moreover, £(Q") ~ £(Q'') by our construction, and hence (4.27) holds for each pair of
consecutive squares in G(@, @k) Further notice that the side lengths of these squares form
a geometric-type sequence by Lemma 4.3 and the rules which we applied to choose these
squares. Here a positive sequence {a;} is called a geometric-type sequence if there exists a
constant ¢; > 0 such that
k=1 ok 1 aj
#{aj:ia; € (27,2} <¢g and —<——<g¢
(&) (1j+1

for any k € Z, where # denotes the cardinality of the set. If {a;} is a geometric-type sequence
and a; < cp for all j, then

Zaj S 40102. (4.37)
J

For {£(Q")} our constant c; is independent of Q, Q and the choices of the squares Q.
Since {¢} is a partition of unity, we know that

||VEu||pp@),§/@ S Jag, — gl IVek(@)? do

L ~ ~
QrNQFAD
S ) ag —aglPl@Q)7PIQIS Y ag, — aglPl(Q)* P
QrNQ#D QrNQ#D

Let ¢ = % > 0. We apply Lemma 4.8 via (4.36), Holder’s inequality and the fact that the
side lengths of the squares in our sequence form a geometric-type sequence with (4.37) to get

p
lag, —aql” < Z \an - GQZ+1|
QeG(Q,Qy)
P

<Y wew f M([Val)(z) dz

QmeG(@. Q1) @m

B 1 P
< T f(Qm)““( / <M<ﬂ><z>>wz)p

_QmEG(Qsz) Qm

p—1

sl Y uQuprr ][ (M([Val) (2))7 d S Q)

QmeG(@,Gr) @m QmeG(Q,0x)
Sminf{l(Q), LQY? S U@ / (M([Val) (2))7 d=

QmeG(@, G @m

< Y UG PUQuyr? / (M(Val) ()7 dz,

m

Qm EG(@, @k)
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where the last step comes from Lemma 4.3, (4.12) and (4.13). By recalling ep = s — p, we get

IVEul, 5 S > loq —aql@)*

QrNQH#D
S U@ Q) / (M(Val) (2))7 dz.
300 QueG(@, Or) @m
which gives the claim. O

Proof of Proposition 4.1. By interchanging the order of summation with respect to @,,, and
by the fact that each Whitney square has uniformly finitely many neighbors, we obtain from
Lemmas 4.11 and 4.9 (with the comment after it) the estimate

IV B gy S D0 D HQ*UQum)* /Q (M([Vul) ()" dz

m qel(m)

< Z/ (IVaul)(2))P dz

S [ V@) < ulfy iy

It remains to check that E generates a Sobolev function. Indeed, it then follows that we
have extended u to Bg with a norm bound, and extendability to the entire plane follows from
the fact that disks are extension domains (with operator norms independent of the radius for
the homogeneous norm).

Towards this, notice that by the definition of E and Holder’s inequality

p
Bl £ 3 #G2 ][dex)

i QuEQr

SY Y €@y / uf? da

v QuEQ
gz/ |u|pdx§/ luf? da, (4.38)
; JQi Q

where we use the fact that

Ze Qij)* S 0(Q))*?

since for every @ij € @f we have @ij C CQ; by Lemma 4.3 and Lemma 4.5 (with Lemma 2.10).
Recall that our operator E is linear by definition and C*°(R?) is dense in WP(Q) for 1 <
p < oo if Q is a planar Jordan domain, see [27]. By our norm estimates above, it thus suffices
to show that, for u € W1P(Q) N C*(R?), by defining the extension in Bg \ 2 as above and
setting Fu(x) = u(z) when z € Q, we obtain a function in W1 ?(Bg). For this, it suffices to
show that our extended function is continuous at every point of Bg. Indeed, since € is a John
domain, [19, Theorem 4] then guarantees that the above definition gives a Sobolev function.
Notice that Fu is clearly continuous (even smooth) in Bg \ Q2 and smooth in ). Hence we are
reduced to show continuity at every x € 0f).
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Recall that € is Jordan. This implies that diam (S(Q)) tends to zero uniformly when ¢(Q)
tends to zero. Given z € 0§ and points zy converging to = from within €, pick Whitney
squares @y containing 3. Then by the fact that {¢;} forms a partition of unity, we have

|Bu(zr) —u@)| = | Y ailen) — Y ¢i(z)ul)

Q;NQR#0 Q;NQr#0
< Y gl —u@))
QiNQr#£0

Since @k tends to x, then its neighboring squares also tend to x, and so do their shadows;
one sees this via the conformal map ¢ in the complement of the disk. Furthermore by Lemma
4.3 and Lemma 4.4, the associated squares Q)i also converge to x; analogy as statement also
hold for the squares associated to the neighbors of @k Thus we have

by the assumption that w is the restriction of a smooth (especially continuous) function to

Q. O

4.4. Proof of the general case. We complete the proof for the general case of a bounded
simply connected domain 2 by approximation.

Recall that we are claiming the existence of a bounded extension operator under the condi-
tion (1.1) for a given bounded simply connected domain 2. We have already verified a weaker
version of this if € is Jordan.

In order to be able to prove the general case by using the result for the Jordan case, we
need a sequence of approximating Jordan domains to have extension operators with uniform
norm bounds. For this purpose we have stated the dependence of the norm of the extension
operator in Proposition 4.1 explicitly.

From now on, € is a bounded simply connected domain that satisfies (1.1) and ¢: D — Q
is a conformal map. Towards the existence of a suitable approximating sequence, recall that
(1.1) guarantees that Q is John and finitely connected along its boundary, see Lemma 2.13.
Thus we can extend ¢ continuously up to the boundary, see [30, Theorem 4.7]. We still denote
the extended map by ¢. Let B, = B(0, 1 — %) for n > 2. Then §,, = ¢(B,,) are Jordan John
domains (with constant independent of n) contained in € by Lemma 2.14, and converge to
Q uniformly because of the uniform continuity of ¢ up to the boundary. Actually, ¢ is even
uniformly Holder continuous [10], [31].

We divide the proof into two steps. First we prove that the complementary domain of €2,
satisfies condition (4.1) with a constant that is independent of n. In the second step, we apply
Proposition 4.1 to €, and complete the proof by a compactness argument.

Lemma 4.12. Fach of the complementary domains Qn of Q, satisfies condition (4.1) with
curves vy C Qy, for fired s > p and a constant independent of n.

Proof. Fix n > 2. First we notice that, if z; and 29 are both outside €2, then condition
(4.1) follows immediately from (1.1) and the self-improving property from Lemma 2.11, since
dist (2, 0Q) < dist (z, 98,) for z € R?\ Q. Hence we may assume that z; € Q\ Q.
Suppose first that = 1(22) € B(o (z1), (1 — |¢~1(21)])/2) := B. Then the existence of
the desired curve easily follows from Lemma 2.5. Indeed, because of the geometry of B\ B,,,



A GEOMETRIC CHARACTERIZATION OF PLANAR SOBOLEV EXTENSION DOMAINS 55

¢ 1(29) and ¢~ 1(21) can be joined in B\ B, by a curve for which the analog of (4.1) holds
with a universal constant. Then by Lemma 2.5 and the fact that B is of 2-Whitney-type, via
changing of variable one shows that the image of this curve satisfies (4.1) with a multiplicative
constant. The desired conclusion also follows if the roles of z1, zo above are reversed. Applying
Lemma 2.6 and the definition of Whitney-type set, we know that there exists an absolute
constant C' such that if

Clz1 — 22| < max{ dist (z1,09), dist (z2,00)},
then we are in one of the above cases. Thus we may assume that
Clz1 — z2| > max{ dist (z1,09), dist (z2,00)}.

provided also z9 is contained in Q \ €2,.

Recall from Lemma 2.14 that ¢ is quasisymmetric with respect to the inner distance. We
now employ Lemma 2.14 and simple geometry to find an open disk U contained in B(0,1)\ B,,
so that 21 € p(U), o(U) NN # 0, diam (o(U)) < Cdist (21,09Q), and ¢(U) is C-John with
a constant only depending on the John constant of 2. By connecting z; to the John center
of p(U) and then the John center to the boundary, we obtain a curve I'y C U joining z; to
092 so that

dist (z, 0Q,) "5 dz < dist (z, OU)' ™5 dz < dist (21, 0Q2)* 7%,
' '

Analogously, if zo € Q\ Q,,, we find a corresponding curve for zo. In this case, it remains
to join the two endpoints of I'y and I's in 92 by a curve I's outside € guaranteed by our
assumption. It is easy to check that the curve composed from I';, T’y and I's satisfies our
requirements.

Finally, if zo ¢ Q above, we simply use I'y and a curve I's joining z2 and the endpoint of
T'y in 99 as above. O

Proof of Theorem 1.1. By Section 3, we only need to prove the sufficiency of (1.1).
Pick a the conformal map ¢: D — Q with ¢(0) = 29 the John center of Q. By Lemma 2.14
and the comment after it, the domains

Qn = ¢(By)

are John domains with John center zp, where the John constants depend only on J.
Let B = B(zo, 1.5diam (2)). Then B C Bg,, when n is large enough; recall that

Bqg,, = B(xg, 2diam (€,,))

and €, converges to Q (in the Hausdorff distance). Then by Lemma 4.12 and Proposition
4.1, there exists an extension operator

E,: WhP(Q,) — WhP(B),

for n large enough as B C Bg,,.

Fix u € WHP(Q), and let u,, = u|q, for n > 2. Since the norms of the extension operators
E, depend only on p and the constant C' in condition (4.1), |VEuun| rr(B) + | EntnllLr(s) i3
bounded independently of n; note that ||V E,uy|/»(p) does not depend on diam (£2), while
| Enun| rr(5) does. Hence by the assumption p > 1, there exists a subsequence weakly con-
verging to some v € WHP(B). Define Eu := v. Observe that the sequence {E,u,} converges
to u pointwise a.e. on 2. Hence we know that Fu is an extension of u, and the desired norm
bound over B follows from the uniform bound on the extension operators F,, and the lower
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semicontinuity of the norm. Since B is a W P-extension domain, this completes the proof of
Theorem 1.1. O

(1
2]
3]
(4]
5]
(6]
[7]

(8]
(9]

[10]

[11]
[12]

[13]
[14]
[15]
[16]
17)
i
[19]
[20]

(21]
(22]

(23]
24]
[25]

[26]
27]

REFERENCES

K. Astala, T. Iwaniec, G. Martin, Elliptic partial differential equations and quasiconformal mappings in
the plane. Princeton Mathematical Series, 48. Princeton University Press, Princeton, NJ, 2009.

Z. Balogh, A. Volberg, Geometric localization, uniformly John property and separated semihyperbolic
dynamics. Ark. Mat. 34 (1996), no. 1, 21-49.

B. Bojarski, Remarks on Sobolev imbedding inequalities in Complex analysis, Joensuu 1987, 52-68, Lecture
Notes in Math., 1351, Springer, Berlin, 1988.

M. Bonk, P. Koskela, S. Rohde, Conformal metrics on the unit ball in Fuclidean space. Proc. London
Math. Soc. (3) 77 (1998), no. 3, 635-664.

S. Buckley and P. Koskela, Criteria for imbeddings of Sobolev-Poincaré type, Int. Math. Res. Not. 18
(1996), 881-902.

A. P. Calderdn, Lebesgue spaces of differentiable functions and distributions, in Proc. Symp. Pure Math.,
Vol. 1V, 1961, 33-49.

T. Deheuvels, Sobolev extension property for tree-shaped domains with self-contacting fractal boundary.
Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) to appear.

F. W. Gehring, Rings and quasiconformal mappings in space. Trans. Amer. Math. Soc. 103 1962, 353-393.
F. W. Gehring, W. K. Hayman, An inequality in the theory of conformal mapping. J. Math. Pures Appl.
(9) 41 (1962), 353-361.

F. W. Gehring, O. Martio, Lipschitz classes and quasiconformal mappings. Ann. Acad. Sci. Fenn. Ser. A
T Math. 10 (1985), 203-219.

M. Ghamsari, R. Nakki and J. Vaisala, John disks and extension of maps. Mh. Math. 117 (1994), 63-94.
V. M. Gol’dshtein, T. G. Latfullin and S. K. Vodop’yanov, A criterion for the extension of functions of
the class L3 from unbounded plain domains (Russian), Sibirsk. Mat. Zh. 20 (1979), 416-419.

V. M. Gol’dshtein and Yu. G. Reshetnyak, Quasiconformal mappings and Sobolev spaces, Mathematics
and its Applications (Soviet Series), 54 (1990), Kluwer Academic Publishers Group, Dordrecht.

V. M. Gol’dshtein and S. K. Vodop’yanov, Prolongement de fonctions différentiables hors de domaines
planes (French), C. R. Acad. Sci. Paris Ser. I Math. 293 (1981), 581-584.

P. Hajlasz, P. Koskela and H. Tuominen, Sobolev embeddings, extensions and measure density condition,
J. Funct. Anal. 254 (2008), no. 5, 1217-1234.

J. Heinonen, Quasiconformal mappings onto John domains. Rev. Mat. Iberoamericana 5 (1989), 3-4,
97-123.

D. Herron and P. Koskela, Uniform, Sobolev extension and quasiconformal circle domains, J. Anal. Math.
57 (1991), 172-202.

P. W. Jones, Quasiconformal mappings and extendability of Sobolev functions, Acta Math. 47 (1981),
71-88.

Peter W. Jones, Stanislav K. Smirnov, Remouvability theorems for Sobolev functions and quasiconformal
maps, Ark. Mat. 38 (2000), no. 2, 263-279.

P. Koskela, Capacity extension domains, Ann. Acad. Sci. Fenn. Ser. A T Math. Dissertationes No. 73
(1990), 42 pp.

P. Koskela, Eztensions and imbeddings, J. Funct. Anal. 159 (1998), 1-15.

P. Koskela, M. Miranda Jr. and N. Shanmugalingam, Geometric properties of planar BV-extension do-
mains, International Mathematical Series (N.Y.) 11 (2010), no. 1, 255-272.

P. Koskela, D. Yang and Y. Zhou, A Jordan Sobolev extension domain, Ann. Acad. Sci. Fenn. Math. 35
(2010), 309-320.

P. Koskela, Y. R. Zhang, A Density Problem for Sobolev Spaces on Planar Domains, Arch. Rational Mech.
Anal. 222 (2016) doi:10.1007/s00205-016-0994-y

R. Kithnau, Bibliography of geometric function theory. Handbook of complex analysis: geometric function
theory. Vol. 2, 809-828, Elsevier, Amsterdam, 2005.

V. Lappalainen, Lipy,-extension domains, Ann. Acad. Sci. Fenn. Ser. AT Math Diss. 56 (1985), 1-52.

J. Lewis, Approzimation of Sobolev functions in Jordan domains, Ark. Mat. 25 (1987), 255-264.



(28]

29]
(30]

31)
32
3]
34

[35]
(36]

37]

(38]

A GEOMETRIC CHARACTERIZATION OF PLANAR SOBOLEV EXTENSION DOMAINS 57

V. G. Maz’ya, On the extension of functions belonging to S. L. Sobolev spaces, Zap. Nauchm. Sem.
Leningrad Otdel. Mat. Inst. Steklov. (LOMI) 113 (1981), 231-236.

R. Nékki and J. Viiséld, John disks, Exposition. Math. 9 (1991), 3-43.

B. Palka, An introduction to complex function theory, Undergraduate Texts in Mathematics, New York:
Springer-Verlag, 1991.

Ch. Pommerenke, Boundary behaviour of conformal maps, Grundlehren der Mathematischen Wis-
senschaften [Fundamental Principles of Mathematical Sciences], 299. Springer-Verlag, Berlin, 1992.

S. Rickman, Quasiregular mappings, Ergebnisse der Mathematik und ihrer Grenzgebiete (3) [Results in
Mathematics and Related Areas (3)], 26. Springer-Verlag, Berlin, 1993.

A. S. Romanov, On the extension of functions that belong to Sobolev spaces (Russian), Sibirsk. Mat. Zh.
34 (1993), 149-152. (English transl. in Siberian Math. J. 34 (1993), 723-726.)

P. Shvartsman, Local approzimations and intrinsic characterization of spaces of smooth functions on
reqular subsets of R™, Math. Nachr. 279 (2006), no. 11, 1212-1241.

P. Shvartsman, On Sobolev extension domains in R™, J. Funct. Anal. 258 (2010), no. 7, 2205-2245.

E. M. Stein, Singular integrals and differentiability properties of functions. Princeton University Press,
Princeton, New Jersey, 1970.

Jussi Vaiséla, Lectures on n-dimensional quasiconformal mappings. Lecture Notes in Mathematics, Vol.
229. Springer-Verlag, Berlin-New York, 1971.

Jussi Viisala, Relatively and inner uniform domains. Conform. Geom. Dyn. 2 (1998), 56-88 .

DEPARTMENT OF MATHEMATICS AND STATISTICS, P.O. Box 35 (MAD), FI-40014 UNIVERSITY OF JYVAS-
KYLA, FINLAND

E-mail address: pekka.j.koskela@jyu.fi

E-mail address: tapio.m.rajala@jyu.fi

E-mail address: yi.y.zhangQjyu.fi



[KZ16] P. Koskela, Y. Zhang, A density problem
for Sobolev spaces on planar domains, Arch.
Ration. Mech. Anal. 222 (2016), no. 1, 1-14.



https://arxiv.org/pdf/1508.01400.pdf

[KRZ17] P. Koskela, T. Rajala, Y. Zhang, Planar

W extension domains, Preprint.



PLANAR WL L EXTENSION DOMAINS
PEKKA KOSKELA, TAPIO RAJALA, AND YI RUYA ZHANG

ABSTRACT. We show that a bounded planar simply connected domain Q is a W *-extension
domain if and only if for every pair z, y of points in Q¢ there exists a curve v C Q¢ connecting
z and y with

/*dz < Clz —yl.

~ XR2\09 (2)

Consequently, a planar Jordan domain € is a W' '-extension domain if and only if it is a
BV-extension domain, and if and only if its complementary domain Q) is a W' ®-extension
domain.
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1. INTRODUCTION
Given a domain © C R?, define for 1 < p < oo the Sobolev space W1P(Q) as
W (Q) = {u e LP(Q) | Vu € LP(Q, R},

where Vu denotes the distributional gradient of u. One usually employs W1P(Q) with the
non-homogeneous norm |[ul| L» (o) +|| V|| Lr (o, r2) or with the homogeneous norm || Vul| (o, r2)-

We call E: WIP(Q) — WP(R?) an extension operator for (2 if there exists a constant
C > 1 so that for every u € W1P(Q) we have

||EUHW17P(R2) < O||U||W1,p(g)

and Eulg = u. A domain Q C R? is called a W!P-extension domain if there exists an ex-
tension operator E: WhP(Q) — WHP(R?). By [15], a bounded domain 2 admits a bounded
extension operator for the non-homogeneous norm if and only if it admits one for the homo-
geneous norm, when 1 < p < oc.

Geometric properties of simply connected planar W' P-extension domains are by now
rather well understood, see [11], [16], [24] and [18]. In particular, a full geometric char-
acterization for bounded simply connected planar W' P-extension domains is available for
1 < p < oo. For the range 1 < p < 2 bounded simply connected planar W!P-extension
domains were characterized in [18] as those bounded domains  C R? for which any two
points z,y € R?\ Q can be connected with a curve v C R? \ § satisfying

/ dist (z,00) P dz < |z —y>P. (1.1)
g

Regarding p = 1, in [17, Corollary 1.2] it was shown that the complement of a bounded
simply connected W1 -extension domain is quasiconvex. This was obtained as a corollary
to a characterization of bounded simply connected BV-extension domains. Recall that a
set F C R? is called C-quasiconvez if there exists a constant C' > 1 such that any pair of
points z1,z3 € E can be connected by a rectifiable curve v C E whose length ¢(~) satisfies
£(7) < Cla1 — 2.

Quasiconvexity of the complement does not imply W l-extendability in general. Indeed,
a slit disk

Q=D\{(z, 0) |z >0}
has a quasiconvex complement but Q fails to be a W' l-extension domain. In this paper
we show that in order to obtain a characterization of W -extendability in the spirit of the
curve estimate (1.1), in addition to the quasiconvexity of the complement, we have to take
into account the size of the set of self-intersections of the boundary 9. Our main result is
the following theorem.

Theorem 1.1. Let Q C R? be a bounded simply connected domain. Then Q is a Wh1-
extension domain if and only if there exists a constant C' < oo such that for each pair
x,y € Q° of points there exists a curve v C Q° connecting x and y with

1
———dz < Clz — y|. 1.2
LXW\&Q(@ | | (12)
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In other words, (1.2) requires that £(v) < C|z — y| and that H!(y N IQ) = 0, where H'
denotes the 1-dimensional Hausdorff measure.

Both the necessity and sufficiency in Theorem 1.1 are new. Our construction of an exten-
sion operator actually gives a linear operator.

Corollary 1.2. Let Q C R? be a bounded simply connected domain. If 2 is a Wh!-extension
domain, then Q admits a bounded linear extension operator for W,

Corollary 1.2 gives the first linearity result for Sobolev extension operators for p = 1
beyond concrete cases like Lipschitz domains. Up to now it has not been clear if linearity
could be expected; recall that there is no bounded linear extension operator from the trace
space L!(R) of WH1(R?) to W1 (R?). The existence of a bounded linear extension operator
in the case of p > 1 was established in [13] for W!P-extension domains via a method that
cannot be applied for p = 1.

In the case of a Jordan domain we do not have boundary self-intersections and hence
our characterization easily reduces to quasiconvexity of the complementary domain. From
Theorem 1.1 and (the proof of) Lemma 2.5 we obtain the following corollary.

Corollary 1.3. Let Q be a planar Jordan domain. Then Q is a Wb 1-extension domain if
and only if its complementary domain is quasiconvex.

Corollary 1.3 together with earlier results (see e. g. [3], [26], [17]) yields the following
somewhat surprising corollary.

Corollary 1.4. Let Q be a planar Jordan domain and Q be its complementary domain. Then
the following are equivalent:

(1) Qis a Whl-extension domain.

(2) Qis a BV -extension domain.

(3) Qs quasiconvex.

(4) Qis a Whextension domain.

This corollary together with Lemma 2.1 below also extends the duality result from [18,
Corollary 1.3] to the case of all 1 < p < .

Corollary 1.5. Let 1 < p,q < oo be Hélder dual exponents and let 2 C R? be a Jordan
domain. Then Q is a W'P-extension domain if and only if R? \ Q is a Wl9-extension
domain.

One further obtains a monotonicity property via Theorem 1.1 and [18]: if Q is a bounded
simply connected Wl P-extension domain with 1 < p < 2, then it is also a W %-extension
domain for all 1 < ¢ < p. However, a Wl extension domain need not be a W1 P-extension
domain for any 1 < p < 2. To see this consider the Jordan domain

Q=D\{(z,y) |y <2’}
The complement of € is clearly quasiconvex, but for any curve v connecting the origin and
the point (¢, 0) with 0 < ¢ < 1, we have

t
/ dist (z,00) P dz > / R I
g 0
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Since there is no constant C' > 0 such that 3727 < Ct>"P for all 0 < ¢t < 1 when 1 < p < 2,
(1.1) fails, and thus € is not an extension domain for WP () when 1 < p < 2.

Resulting from [18, Corollary 1.5] and the argument above, we conclude that the set of
all 1 < s < oo for which a bounded simply connected planar domain €2 is a W S-extension
domain, can only be one of: 0, {1}, [1, ¢) with ¢ < 2, [1, o], (g, oo] with ¢ > 2 or {cc}.

2. PRELIMINARIES

In this section we recall some definitions and properties. The notation in our paper is quite
standard. When we make estimates, we sometimes write the constants as positive real num-
bers C(-) with the parenthesis including all the parameters on which the constant depends.
The constant C(-) may vary between appearances, even within a chain of inequalities. By
a < b we mean a < Cb, and a ~ b means that b/C < a < Cb for some constant C' > 2. The
Euclidean distance between two sets A, B C R? is denoted by dist (A, B). By D we always
mean the open unit disk in R? and by D its boundary. We denote by £(v) the length of a
curve 7. For a set A C R?, we denote by A° its interior, OA its boundary, A° = R?\ A its
complement, and A its closure respectively with respect to the Euclidean topology, unless
another specific explanation is given. For an injective curve v: [0, 1] — R? we use 7° to
denote v((0, 1)). Notation [z, y] means the line segment connecting x and y, and for an
injective curve v with x, y € v, the subarc of v joining x and y is denoted by 7y[z, y]. We
denote the 1-dimensional Hausdorff measure by 3.

We have the following swapping lemma.

Lemma 2.1. Let Q) C R? be a bounded domain. Take x € 2 and define an unbounded domain
Q = i,(Q) using the inversion mapping

y—x

ly — =z

ip: R2\ {z} = R®\ {z}: y >z +

Then

(1) The domain 2 is a Wt -extension domain if and only Zfﬁ s such a domain.
(2) The domain Q is quasiconvez if and only if Q is such a domain.

This lemma basically comes from the proof of [18, Lemma 2.1].

Definition 2.2. A connected set A C Q C R? is called a \- Whitney-type set in Q with A > 1
if the following holds.

(1) There exists a disk with radius 5 diam (A) contained in A;

(2) %diam (A) < dist (A4, 99Q) < Adiam (A).

Conformal mappings preserve Whitney-type sets in the following sense, see e. g. [18,
Lemma 2.5, Lemma 2.6]

Lemma 2.3. Suppose ¢: Q — Q' is conformal, where Q,Q C R? are domains and Q C € is
a A\1-Whitney-type set. Then o(Q) C ' is a Ao- Whitney-type set with Ay = Ao(\1). Moreover
for all z, w € Q, one has

&' (2)] ~ |¢ ()],
where the constant depends only on \i.
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Sometimes we omit the constant A when we are dealing with a Whitney-type set whose
constant is clear from the context.

Recall that the hyperbolic geodesics in D and R? \ D are defined as the arcs of (gen-
eralized) circles that intersect the unit circle orthogonally. Moreover, hyperbolic geodesics
are preserved under conformal maps. According to Lemma 7.2, hyperbolic geodesics in a
(bounded) simply connected domain are essentially the shortest possible curves joining given
endpoints. For the exterior domain case, one needs to rule out the case of geodesics with
large diameters; see Lemma 7.3.

We need the following lemma that follows from [22, Corollary 4.18]. Also see [4] and [1,
Theorem 0.1].

Lemma 2.4. Let o : R\ D — G be a conformal map, and z, y € G be a pair of points and
I’ a hyperbolic geodesic joining them. If B is a disk with BN T # () and of \-Whitney type,
then any curve v connecting x, y in G has non-empty intersection with cB, where ¢ = ¢(\).

Lemma 2.5. Let Q be the complementary domain of a Jordan domain. Then it is ci-
quasiconvex if and only if its closure is co-quasiconvex, where c1 and co depend only on each
other.

Proof. We first show the sufficiency of ca-quasiconvexity of the closure. Let z, y € Q. At the
beginning consider the special case where

|z —y| < ddiam (09), dist (z, 8@) < §diam () and dist (y, 9Q) < 6§ diam (69)

with the constant § in Lemma 7.6. Then by applying Lemma 7.5 and Lemma 7.6 to the
hyperbolic geodesic connecting x and y we get the desired control on the length of the
geodesic.

Let us now prove the general case. Let x,y € Q be two distinct points. Since Q is

co-quasiconvex, there exists a curve 7 C ) connecting x to y with £(v) < co|lx — y|. Let
{z;}%_, C v be such that 29 = x, 2, = v,

1 -
0<|o;—xi| < éédiam (09) for all i € {1,...,k}. (2.1)

The existence of these points follows from the finiteness of the length of «v. By the definition
of the length of a curve, we further have

k
Z |z; — x| < L(y) < ol —y. (2.2)
i1

For each ¢ € {1,...,k — 1} take a point
2 € QN Bz, min{|z; — 21|, |zi — 21 |})

and define z{, = = and z) = y. By the choice of z and (2.1) we have for every i € {1,...,k}
the estimate

1. .. ~
|z — 2| <|oh — x| + |w — mima| + |vic1 — 24| < 3|z — xim1| < 55 diam (092). (2.3)
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Combining this with (2.2) gives

k
Dl =i ] < 3esfo —yl. (2.4)
i=1
Now for each i € {1,...,k} we define a curve ~; C Q connecting x,_, and z. There are

two cases. If

#i—a || < §diam (09Q),  dist (2}, 09Q) < §diam (0Q) and  dist (}_,,9Q) < & diam (99),

(2.5)
then by the special case we find v; C € connecting z,_; and z with ¢(;) < |2f — 2| If
(2.5) fails, then by (2.3)

dist (2}, 09) > & diam (9Q) or dist (z}_,,9Q) > § diam (9Q).

Therefore, again by (2.3) we can define ~; := [z}, 2] ;] C Q. By concatenating all the v; we
get a curve v/ in § connecting z to y with

k

k
() <Y ) Sl — | Sl -y,
i=1 i=1

as required.

For the necessity, we choose a sequence x,, — = and y, — y with x,, y, € Q. Then for
every large n € N, there exists a curve =, of length uniformly bounded from above by a
multiple of |z — y| which joins x,, and y,, according to the quasiconvexity of Q. Therefore
up to reparametrizing v,’s, Arzela-Ascoli lemma tells us that (a subsequence of) ~,, converge

to a curve v C 2 joining x and y, whose length is bounded from above by a multiple of
[z —yl. O
Lemma 2.6. Let Q) be a bounded simply connected domain so that Q€ is C1-quasiconvex and
let ¢ : D — Q be conformal. Set B, = B(0,1 —27") and Q,, = p(By,) for n > 1. Then QS is
C(Ch)-quasiconvex for each n.

Proof. Fix a pair of points x, y € Q. If z, y € Q°, then we are done by the quasiconvexity
of Q°. Hence, by symmetry we may assume that z € Q\ ,.

Let xg € 052 be a point such that the line segment [p~1(z), ¢~ (x0)] joining ¢~ !(z) and
¢ 1(z0) lies in the line segment [0, p~!(xg)]. Notice that v1 = @([p~(z), p~(x0)]) is a
hyperbolic geodesic.

Suppose first that y € Q°, then we can join xg and y by a curve 7o in Q€ of length at most
C1|xo — y| because Q° is quasiconvex. Note that Lemma 2.8 below implies

(1) S dist (z, 092)
with the constant depending only on C;. Then by the fact that
dist (z, 0Q) < |z — yl,
we have
() +U(v2) Sz =yl + 1y — 20l S o —yl,
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where we apply the triangle inequality to get
lzo —yl < |z —y| + [ — zo] < 2Jz —yl.

Hence ;1 U 7y is the desired curve.

Next consider the case where y € Q \ ©,,. Here we have two subcases depending whether
(2.6) below holds.

Firstly suppose ¢~ '(y) € B(¢ (), (1 — |¢~1(x)|)/2) =: B. Then the existence of the
desired curve follows directly from Lemma 2.3; note that we can join ¢~ !(x) and ¢~ !(y)
inside B\ B, by a curve with length uniformly bounded by a multiple of |~ (z) — ¢~ (y)]
for some absolute constant, and then by applying change of variable we obtain the desired
estimate from Lemma 2.3. A similar conclusion also holds if the roles of z, y are reversed. By
Lemma 2.3 we know that ¢(B(z, (1 — |z]|)/2)) is of Whitney-type for any z € D, and hence
there exists an absolute constant C' such that if

Clz — y| < max{dist (z, 9Q), dist (y, OQ)},

then these two points fall into one of the cases above.
Hence we only need to consider that z, y € Q\ ©,, and

Clz — y| > max{ dist (z, 9Q), dist (y, 9Q)}. (2.6)
Recall the definition of xg above, and similarly define yg € 9€2. We can connect xg to yo
by a curve v in Q¢ with length controlled from above by Ci|zo — yo|- Also join yg to y by
the hyperbolic geodesic 73, similar to 1 joining zg to . The desired curve is obtained by
concatenating v with 9 and ~3, respectively. Indeed by (2.6) and Lemma 2.8
E(n) + £(72) +L(y3) S dist (z, 9Q) + dist (y, 9Q) + |zo — yo| S [z —yl,
where again we apply the triangle inequality with (2.6) to have

lzo — yo| < |o —y| + dist (z, Q) + dist (y, 9Q) < |z —yl.

Recall the definition of John domains.

Definition 2.7 (John domain). An open subset Q C R? is called a John domain provided
it satisfies the following condition: There exist a distinguished point xo €  and a constant
J > 0 such that, for every x € Q, there is a curve v : [0, £(y)] — Q parameterized by the
arclength, such that v(0) = x, y(£()) = zo and

dist (v(t), R?\ Q) > Jt.
The curve v is called a John curve, and J is called a John constant.
We collect a number of results related to John domains in the following lemma.

Lemma 2.8 ([20], [21]). Let Q C R? be a bounded simply connected domain. If Q¢ is C-
quasiconvez, then Q is a J-John domain with J = J(C'). Moreover, given a simply connected
(bounded) J-John domain Q C R? together with a conformal map ¢: D — Q with ¢(0) = xo,
where xq is the distinguish point of 2, we can extend ¢ continuously up to the boundary and
the hyperbolic geodesic connecting x € Q and o in Q is a J'-John curve, where J = J'(J).
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Recall that the extended complex plane consists of the complex plane plus a point at
infinity. As a complex manifold it can be described by two charts via the stereographic
projections with % as the transition map. Combining the lemma above with results in [6], we
have the following conclusion.

Lemma 2.9. Let Q C R? be a bounded simply connected domain whose complement is quasi-
convex. Then Q° is locally connected and each bounded component of its interior is a Jordan
domain. (In fact, every component of the interior of Q¢ is Jordan on the Riemann sphere. )

Proof. By Lemma 2.8 we know that a Riemann map ¢: D — 2 can be extended continuously
to the boundary. Hence [6, Page 14, Corollary] shows that Q¢ is locally connected.

To show the second part of the lemma, we may assume that 0 € €. Then by letting
g(z) = ﬁ we have that g(2¢) is compact, locally connected and its complement is connected
(on the Riemann sphere). Therefore by applying [6, Page 17, Proposition 2.3] to ¢g(Q2¢) we
conclude the second part of the lemma; note that ¢ is a homeomorphism on the Riemann
sphere. O

3. SUFFICIENCY FOR JORDAN DOMAINS

Let © be a Jordan domain and suppose that the complementary domain Qis C1-quasiconvex;
note that (1.2) implies quasiconvexity of Q by Lemma 2.5. We will prove that Q is a W!-
extension domain. B

First we decompose a part of 2 into hyperbolic triangles (defined below), and then define
auxiliary functions on them. After this we construct an extension operator based on these
functions.

Recall first that © is a John domain by Lemma 2.8. Let ¢: D — Q be a homeomorphism
which is conformal inside D and satisfies ¢(0) = xo, where z¢ is the distinguished point of
Q. Such a homeomorphism exists by the Riemann mapping theorem and the Carathéodory-

Osgood theorem [21] since 2 is Jordan. Moreover we denote by @:  — R2\ D a homeomor-
phism which is conformal in 2. The map ¢ is obtained also from an extension of a Riemann
mapping.
3.1. Decomposition of the domain and the complementary domain. Fix ky € N to
be determined later. Let 4; = B(0, 1) and

Ap = B(0,1—-27%)\ B(0, 1 —27*+1

for k > 2. For each k > 1, the radial rays passing through the points xl(j) = 3270 with
1< < 2ktkotl divide Ay, into 2FHkotl gubsets. We denote them by D,(Cj) with 1 < j <
2k+kotl Here the upper indices are labeled anticlockwise from the positive real axis. Define
QY = (DY), and 57 = p(af))) with 2" = 27"
with the constant depending only on kg, we obtain that Q,(Cj ) is also of A(ko)-Whitney-type

by Lemma 2.3.
Moreover we also have

. Since D,(Cj )is a Whitney-type set

dist (27", 29) < diam (QY) (3.1)
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FI1GURE 1. The hyperbolic triangulation of the complementary domain Q of
Q) via conformal maps ¢: D — Q and $: Q — R?\ D.

with the constant depending only on kg. Indeed let 27 be a point in I'y N Q;ﬂj ) , where T'; is

the hyperbolic geodesic joining z,(cj ~Y and the origin. Note that I'1 is a C'(Cy)-John curve by

Lemma 2.8. Thus we have
dist (21, 092) 2 £(Ty[z1, 29 7V]) > dist o (21, 2)

where T'[z1, z,(cj _1)] denotes the subarc of I'1 joining 1 and z . Likewise we define I'y as

the hyperbolic geodesic joining z,gj ) and the origin, x2 to be a point in I'y N Q,(Cj ), and have
the estimate

(-1
k

dist (z2, Q) > £(Ta]xe, Zl(cj)]) > dist (2, Zl(cj))-
Since Q,(cj ) is a connected set of A(ko)-Whitney-type, we have

dist Q(ccl, xg) < dist (:131, 89) ~ dist (.T27 89)
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Therefore by the triangle inequality we conclude that
dist Q(Z]E:j_l), z,(j)) < dist Q(Z](Cj_l), x1) + dist Q(z,gj), x9) + dist g(x1, z2)
< dist (a1, 99) ~ diam (Q))
with the constant depending only on ko and C'.

Denote by 71(cj ) the hyperbolic geodesic of Q connecting z,(gj ) and z,(cj Y. We can choose

ko = ko(C1) € N large enough such that
|z,(§j_1) — z,ij)| < 0 diam ()

for any k, j € N, where § is the constant in Lemma 7.6. Indeed this follows from the uniform
Holder continuity of ¢ as Q is C(C1)-John by Lemma 2.8; see [22, Page 100, Corollary 5.3].
This allows us to apply Lemma 7.5 with (3.1) and conclude that

() <12 = 2| < diam (@) (3.2)
with the constant depending only on Cf.

A set is called a hyperbolic triangle if it is enclosed by three hyperbolic geodesics, meeting
at the three vertices. For k € Nand 1 < j < 2ko+k+1 we denote by R,(j ) the relatively closed
set (with respect to the topology of ﬁ) enclosed by 'y,(f ), 'y,(jfl_ D and 'y,(jﬁ It is a closed
hyperbolic triangle (with respect to the topology of §~2), see Figure 1.

Moreover, notice that for 1 < j < 2k0+2 the image of each ’yﬁj ) under @ is a circular arc;

recall that ¢: Q — R2 \ D is a homeomorphism which is conformal in Q. Denote the preimage
under ¢ of the midpoint of each arc @(79 )) by z(()] ), and the corresponding hyperbolic geodesic
connecting z(()J ) and z(()] +) by ’y(gj ) ; here z(gszHH) = z(()l). Then with the help of fyy ) we obtain
2ko+1 closed hyperbolic triangles R(()] ) such that every R(()] ) is enclosed by *y(()] ), ’yy ) and Vij +1);
here 7§2k0+1+1) = %1). Moreover @(7((]])) C B(0, 10) for any 1 < j < 2k+2 since we defined
the constant 6 as in Lemma 7.6. Therefore it is legitimate to apply Lemma 7.5 with (3.2) to
conclude

(0") £ dist (2, 27) < diam (oY UnT) < 057 + 07
Sl =T - A7 S diam (@), (3.3)
where in the last inequality we used the fact that
diam (QV ™) ~ diam (Q)
coming from Lemma 2.3 with a change of variable.

3.2. Definition of the extension. We define an auxiliary function as follows. Our con-
struction is linear in the parameters ai, as, as.

Lemma 3.1. Let R be a closed hyperbolic triangle enclosed by three Jordan arcs i, Y2, V3
and with vertices z1, z9, z3. Then for ay, as, ag € R, there exists a function ¢ locally Lipschitz
in R\ {z1, 22, z3} with the following properties:

min{aq, az, as} < ¢ < max{as, az, as}, (3.4)
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and fori =1, 2, 3, we have ¢(x) = a; when x € ;. Moreover,
Vol S D lai = a5 minde(y,), £(7;)} (3.5)
1<i,j<3
with constants only depending on C.

Proof. Without loss of generality we may assume that 3 has the longest length among these
three curves. We first consider the case where max{ai, as} < ag. Define

. . 20(0,3 — CL1) . / 20(@3 — CLQ)
¢(z) = min {al + in /91 dist (2, DR\ 1) dz, az + %ﬂ2 ., @ist (=, O\ 73) dz, as ¢,

where the infima are taken over all curves 6; C R connecting = to 7;. Observe that ¢ is
bounded by its definition and locally Lipschitz in the interior of R by the triangle inequality;
indeed

[6(z) = 6(y)| < |= — y| max(as — a;) dist (z, OR\ 7)™

for y € B(x, 1/3dist (x, OR)). Moreover ¢ takes the correct boundary value by its definition;
note that both of the integrals in the definition of ¢ have logarithmic growth towards the
boundary.

Define

2
1.
A=JUB <y 7o dist (% 8R\%)>~

Note that for z € R\ A we have
o(x) = as. (3.6)

By the 5r-covering theorem, we know that there exists a countable collection of pairwise

disjoint disks
..
{B (yija 7o dist (yij, OR\ %’)) }

2
L.
AcC U U B (yija 5 dist (3, 53\%’)) =:
i=1Yij €V
Let us estimate the gradient inside B;;. Define

Al’ = U Bij

Yij €Yi

Yij €Yi
such that

U Bij.

2
=1%i;€Vi

(2

for i =1, 2. Notice that A; N Ay = () by the triangle inequality; B;; are open disks. Then for
every x € A;, i =1, 2, we have
. : 20(az — a;)
¢(x) = min {az +lgi /91. dist (z, IR\ ;) s
and hence for x € A;, i =1, 2,
asz — a;

Vel 5 dist (z, OR\ v4)"
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By the definition of A4;, (3.7) together with (3.6) gives us the local Lipschitz property of ¢ in

R\ {Zla 22, 23}'
Moreover by (3.7) we further have

laz — a|
IVellrr < ) Z/ dist (z, OR \ 7) *

i=1,2 j
|az — a;
dz
1_212;/ dlSt y1]7 6R\%)
<S>0 las — aildist (yij, OR\ 7) < las — a1ll(n) + |as — azlt(72),
i=1,2 j

where the second inequality follows from the fact that for any z € B;;, we have
dist (2, 92\ vi) 2 dist (yi;, O\ 7:)

by the triangle inequality, and the last inequality follows from the fact that B;; are centered
on ~; and pairwise disjoint.

For the other cases, we use suitable modifications to ¢; the idea is to increase or decrease
the value of ¢(z) towards a longest curve according to the values on the rest two curves.
Namely if a3 < min{ay, as}, we then define

20(0,2 - CL3) . / 20(&1 - ag)
- ¢ dz, ay — inf dz, ag b
$(w) = max {a2 1512 /02 dist (2, OR\ 1) Z g, dist (z, OR\ 72) A

For the remaining case, by symmetry we consider the case where a; < a3 < ag, and then
define

20(ay — as) . . / 20(az — a1)
= — inf d f d .
$(w) = max {a2 lgz /92 dist (2, OR\ 1) = {al + o g, dist (z, OR \ 72) s

One may apply an argument similar to the one above to estimate the L'-norm of the gradient.

O

With the help of Lemma 3.1, we are ready to construct our extension operator.
Fix a function u € W1 1(Q) N C>°(R?). Notice that € is J-John by Lemma 2.8. For k > 1

and 1 < j < 2koH+k+1 we associate to 7,21) a constant

0 _
ay’ = ][Qg)u(m)dx,

where Qg ) € W is the Whitney-type set defined in Section 3.1 before.
Let
R=|JRY,
)

where the indices run over all the k, j € N such that R}’ is defined. First, by Lemma 3.1 we
)

associate to each R’ a function ¢;(€j) e lel(R,(gj)) for every k > 1 and 1 < j < 2kotktl g4
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F1GURE 2. A hyperbolic triangle is shown with the three Whitney-type sets
corresponding to its three edges, respectively. The colors of the edges and the
Whitney-type sets show how the boundary values are taken by the function
in the hyperbolic triangle.

that
. a(j)_ rc ,Y(J'). n Rl(gj) .
W= o eesfiinng
o o )
B el

When k& = 0 again by Lemma 3.1 for each 1 < j < 2ko+1 we have a function gi)éj ) €
I/Vl’l(R(()J )) satisfying

_ a z e\ (1) UalY)
05 (@) =1 o wernRY :
agﬁl) re ,},§J+1) n R(()J)
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(2Fot1+1) (1)
1

where a =a;’ and

v
a= uwdr = — [ udx;
][Q €2 Jo

see Figure 2.
Finally set

u(x), ifrxe
Bu(z) =< ¢P(x), ifzeRINQ .

a, otherwise

Now let us estimate the homogeneous Sobolev norm of Fu. It is clear from the construction
that Bu € W1 (Q) since Fu is locally Lipschitz in © by Lemma 3.1. Notice that Q,(CJ)’S are

loc

C(C4)-John domains by Lemma 2.3 since the conformal map ¢ is uniformly C(\)-bi-Lipschitz
on A-Whitney-type sets up to a dilation factor, and so are, for example, Q,(g Ju Q,(j D and

Q,(Cj U Q,(f_ifl). Recall the following (1, 1)-Poincaré inequality for John domains: For any
J-John domain G C R? and v € W1 1(G) we have

][ |v—vg|dm§C’(J)diam(G)][ |Vl dz,
G G

where v is the integral average of v in G; see e. g. [5] and the references therein. Also note
that by the definition of John domain, the facts that every ng) is of A(C1)-Whitney-type
and that the John center of {2 is contained in every QEJ ), we have

diam (QY)) ~ diam ()  and then  |QY)| ~ Q| ~ diam (Q)? (3.8)

for each 1 < j < 20F1 where the constants depend only on Cj.
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Now we can estimate the homogeneous Sobolev norm of Fu. By (3.3), we apply Lemma 3.1
and Poincaré inequality above to get

IV Bu(@)l1

DY /()qu(” art 3 [ w@las

k>1 1<j<2ko+2
1<j<okothtt

(251 (2 (25—1 (2
< Y (e a0 la - o+ ol — ) diam (Q))
k>1
1<j<2kothtl

2k’0+1

+ }j (108 = af ™ + o — al + Jaf™V — af ) diam (@)
/() ) |Vu|dx+/(,) o |Vul|dzx
QR Q;’uQ;Y

1<]<]€26k1§+k+1 k+1 k k+1

+/ |Vu|dm—0—/ |Vul|dz.
Q(2] 1)UQ<2J) QO

Additionally, by our construction, we only have uniformly finite overlaps for the Whitney-
type sets in the summation. Therefore we have

IV Bl S [ IValda. (3.9)

124N

Let B be a ball of radius 4 diam (2) such that Q is properly contained in %B. Then
additionally we have that

1Bulpm S Y /(J)|Eu o+ [ Jutw)]de

k>1
1<j<2kothtl

< ¥ /() |d:t+/|u |dm</|u Jdz  (3.10)

k>1
1<j<kothl

where we used (3.4) with the fact that
, A L 0
B < 1001~ 1Y) ~ 1))
coming from (3.2) and the fact that Q,(g ) is of Whitney-type.

3.3. Absolute continuity. If we now can prove that Eu € WH1(R") for every u € WH1(Q)n
C*(IR?), then by the fact that C>°(R?)NWH1(Q) is dense in W 1(Q) provided that (2 is Jor-
dan domain [19], linearity and boundedness of E allow us to extend E to the entire W 1(Q);
notice that (3.9) and (3.10) permit us to use the density, and B is a W l-extension domain.
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Based on the previous argument, the only thing we need to check is that Fu is absolutely
continuous along almost every line segment parallel to the coordinate axes. Notice that u is
already smooth in Q. Denoting the collection of the countable number of points z,(f ) by Z,
we first claim that the restriction of Eu to R?\ Z is continuous.

Indeed since u is Lipschitz in Q and Eu is continuous in Q by our construction, we just
need to verify continuity of Eu at points of 92\ Z. Given a sequence of points {y;}°; in Q
converging to y € 02\ Z, we claim that there is a sequence of hyperbolic triangles {R;}°,

among R,(g ) such that y; € R; and R; converge to y. If so, then by (3.4) we know that Fu(y;)
is bounded from above and below respectively by one of the integral averages of u over the
corresponding Whitney-type sets @Q; or two neighbors of @;. Let us show that now also Q;
converge to y (inside ). Indeed since R; converge to y, especially the three vertices of R;
also converge to y as i — 00, by the continuity of ¢ and @ on the boundary, we know that
diam (Q;) — 0. Therefore Q; also converge to y. Since u is Lipschitz in Q, we get the
continuity of Fu(z) in R?\ Z.

Now let us show the existence of the asserted sequence {R;}°,. Fix y € 09\ Z, and for
any s € N define

r.= |J U (3.11)

0<k<s j

where the second union in j is over all the indices j such that ’y,(j ) is defined. Notice that
I's is compact, and y € T';. Therefore there exists d; > 0 such that dist (y, I's) > d5. Thus
if {y;}:°, converges to y, then the lower indices of our hyperbolic triangles R,(j()i) = Ry
containing y; tend to oo when ¢ — oo. Since @: Q — R2 \ D is a homeomorphism, and
P(Ry(i)) converges to a point since k(i) — oo, we have Rj;) — y as desired since y; — y and
Yi € Ry

Since Z is countable, almost every line parallel to the z1-axis contains no point of Z. Next
for almost every such line .5,

/ _|VEu|dz < o0 (3.12)
SNQ
by Fubini’s theorem. Since Fu is locally Lipschitz in Q, FEu|g is absolutely continuous for

K -almost every each closed segment I C S parallel to the coordinate axes with I C Q. Fix
S with this property.

Now for any line segment I C S, we first observe that Eu|s is certainly continuous. Next
we show that Eulr is absolutely continuous. Let z,w € I.

If z, w € Q, then the L-Lipschitz continuity of u in Q gives

|Eu(z) — Eu(w)| < L]z — w. (3.13)

If [, w] N Q2 = 0, then since Fu is absolutely continuous on line segments in S, we obtain

|Eu(z) — Eu(w)| < / |\VEu|dx. (3.14)

[z, w]
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For what is left, by symmetry we may assume that z € Q) while w € Q. Then let zp be the
closest point of QNI to w between z and w. Then

|Eu(z)— Fu(w)| < |Eu(z)— Fu(z)|+|Eu(z0) — Fu(w)| < L|Z—Zo|+/ |VEu|dz. (3.15)
[z0, w]
For the last inequality, we used the facts that Eu is continuous on S and absolutely continuous
on each closed subinterval I € S when I C Q, together with (3.12).

Suppose that € > 0 and we are given zq, ..., z9, € I so that the one-dimensional open
intervals (z9;-1,22;), 1 < i < n, are pairwise disjoint. By applying the relevant one of
(3.13),(3.14) or (3.15) to each pair z9;_1, 22;, our assumption (3.12) together with the absolute
continuity of integrals gives the existence of § > 0 so that > I | |[EFu(z2i—1) — Fu(zy)| < €
provided > 7" | |22,-1 — #2;| < 0. This implies the desired absolute continuity property. The
case of lines parallel to the xs-axis is handled analogously.

4. PIECEWISE HYPERBOLIC GEODESICS AND CUT-POINTS

Recall that we relied on a hyperbolic triangulation of the complementary domain in the
construction of our extension operator in the Jordan case. In order to obtain a suitable
variant of this for the (strongly quasiconvex) exterior of our simply connected domain, we
need a counterpart of exterior hyperbolic geodesics.

Let ¢: D — Q be a conformal map. Our assumption that Q€ is quasiconvex, say with con-
stant C7, together with Lemma 2.8 allows us to extend ¢ continuously to entire D. As usual,
the extension is also denoted by o. We set © := R2\ Q and let {Q;}Y, be an enumeration
of the connected components of Q with N € NU {+0o0}, so that §~21 is the unique unbounded
component. Then each (~2, is Jordan for i > 2 by Lemma 2.9.

Because the boundary of 2 may have self-intersections, we base our construction on label-
ing via 0D. Towards this end, let x,y € D be distinct points of distance at most § along the
boundary of the unit circle, where § > 0 will be fixed later. When ¢ < 7 /4, this guarantees
that the hyperbolic geodesic between z,y in the exterior of the disk is contained in B(0, 10).
We will later need this also for certain additional points associated to x,y and hence will
eventually take a smaller §. A piecewise hyperbolic geodesic (in Q°) associated to x,y via
© between (), p(y) € 0f2 in the complement of €2 is any curve obtained via the following
construction.

Define z,, = (1 — 27"z, yp, = (1 —27™)y. Then ¢(zy,), ¢(yn) € Dy, where

Dn =¢(B(0, 1-27")),
for n > 2, is a Jordan domain. Denote by ﬁn the complementary domain of D,,. Since
© is continuous up to the boundary, the points ¢(z,) € dD,,, o(yn) € dD,, converge to
o(x), o(y), respectively. Also observe that Q° C Dpy1 C Dy, and Q° = N, D,,. Pick a
hyperbolic geodesic v, C D, of D,, connecting o(xy) and (yy,). Since Q° is C1-quasiconvex,
Lemma 2.6 shows that D,, is c1-quasiconvex with ¢1 = ¢1(C7). We now fix 41 = d1(c1) < i
as in Lemma 7.6. Then Lemma 7.6 guarantees that |$,(z) — gn(w)| < % for any conformal
map @y, : Dy — R2\ D and z,w € D,, with |z —w| < §; diam (Q); recall here that such a &,
extends continuously to the boundary and hence we may apply Lemma 7.6 even for points
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on the boundary. By the uniform Hélder continuity of ¢ on D [22, Page 100, Corollary 5.3],
we may choose § = 0(d1, C1) so that

p(zn) = @(yn)| < 61 diam ()
whenever |z — y| < §; notice that |z, — y,| < |z — y|. This determines the value of §. Under
this choice, |G (p(2n)) —Pnl¢p(yn))| < I and hence the ci-quasiconvexity of D,, together with
Lemma 7.5 guarantees that
() < cale(@n) = @(yn)l,

where ¢2 = ¢3(c1). Recalling that ¢(z,) = ¢(z) and ¢©(y,) — ©(y) when n tends to infinity,
we conclude that v, C B(p(z), M) and £(y,) < M for some M independently of n. Pa-
rametrize each v, by arc length. Then, by the Arzela-Ascoli lemma, we obtain via uniform
convergence a curve 7 joining ¢(x) and ¢(y) in Q°¢. We call it a piecewise hyperbolic geodesic
joining @(x) and @(y).

Similarly we also define piecewise hyperbolic geodesics joining sufficiently close points near
01, for example, the points on the piecewise hyperbolic geodesics above; this is the reason
why we chose §; < é when we applied Lemma 7.6 above. More precisely, the argument
above applies whenever x, y € Q¢ satisfy

|z —y| < ddiam (), dist (x, 0Q) < ddiam (), and dist (y, 0Q) < ¢ diam (£2)
with our choice of §. Indeed, regarding Lemma 7.6 with our approach above, it suffices to
show that when n is large enough we have
|z —y| < ddiam (Dy,), dist (z, D)) < ddiam (D,,), and dist (y, dD,,) < d diam (D,,);

notice that x, y € En for any n € N. This follows from the uniform Hélder continuity of ¢.
The following lemma justifies our terminology.

Lemma 4.1. Let 2 be a bounded simply connected domain whose complement is C1-quasiconvex.
Then there exist constants C(Cy) and § = 6(C1) > 0 such that, for every pair of distinct
x, y € Q° with

|v —y| < ddiam (), dist (z, 9Q) < ddiam () and  dist (y, Q) < ddiam (), (4.1)
any piecewise hyperbolic geodesic vy joining x to y in Q° satisfies

é(’Y[Zv w]) < C(Cl)|z - w‘v

whenever z,w € v and [z, w] is any subcurve of v joining z and w. In particular, vy is an
injective curve (when parametrized by arc length).

Additionally, for any 1 < i < N with v N Q; # 0, we have that v N Q; is a hyperbolic
geodesic in €);.

Proof. Let ~[z,w] be a subcurve of 4 joining z and w. Then by our construction of the
piecewise hyperbolic geodesics, there are ¢, < s, such that the restrictions of v, to [t,, s,]
converge to [z, w]. We may assume that z, = 7, (t,) converges to z and that w,, = v,(s,)
converges to w. Hence by the lower semi-continuity of length (as a functional on curves),
Lemma 7.5 and Lemma 2.6 one has

U]z, w]) S Uminf 0(y,[2n, wy]) < liminf |z, —w,| S|z —w).
n—oo n—oo
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Hence our first claim follows. B

For the final claim, let &, : R? \ D — D,, to be conformal for each n € N, and extend it to
R2\ D by setting @, (c0) = oo. Also when i > 2 and v N Q; # 0, let 29 € Q; be a point of
maximal distance to 8@-; for (~21 we set g = oo.

Denote by ¢: R2\ D — R2\ D a Mébius transformation such that ¢(co) = @, (zo).
Then the compositions &, o ¢: R2\ D — D,, U {oo} form a normal family by [25, Theorem
19.2]. Hence there is a subsequence that converges locally uniformly to a conformal map
@: R2\D — Qi see [25, Theorem 21.1]. Notice that hyperbolic geodesics are invariant under
conformal maps. Therefore 7, can be regarded as a hyperbolic geodesic induced by ¢, o ¢
on the Riemann sphere by the uniqueness of the limit, and hence also v as induced by ¢ o ¢.
Thus the part of v in Q; is a hyperbolic geodesic; it easily follows from the above argument
that v N Q; is connected. (]

We need the following further properties of piecewise hyperbolic geodesics.

Lemma 4.2. Let Q and § be as in Lemma 4.1, and x,y € Q° satisfy (4.1). Given any
piecewise hyperbolic geodesic I' C Q¢ associated to the pair x,y one has

TN CyNon,

for any curve v C Q° connecting x and y. Moreover, if the complement of Q0 satisfies the
curve condition (1.2), then
1
/7&2 < Clz —y|.
r Xr2\00(2)

Proof. Let v C QF° be a curve joining z,y € Q° Denote the corresponding hyperbolic
geodesics approximating I' by '), C D,, with endpoints z,, y,, according to the definition of
I.

Suppose z € I' N 0. We claim that z € vy N 9. We may assume that z # x, z # y. Let
{zn}, zn € T, be a sequence of points converging to z, and let for every n > 2,

1
B, =B <zn, 5 dist (2, 8Dn)> .

Since each B, is a Whitney-type set in 5717 then Lemma 2.4 gives a constant ¢ independent
of n such that 4/ N ¢By, # O for any 4/ C D, joining z,, and y,. Since z, — = and y,, — y,
then when n is large enough, the uniform quasiconvexity of D, implies that there exist curves
in l~)n joining x to z, and y to y,, respectively, such that these two curves do not intersect
cB;,; see Lemma 2.6. By concatenating them with ~, we apply Lemma 2.4 to conclude that

YO eBy £ 0 (4.2)

when n is large enough; recall that v C Q¢ C ﬁn
Observe that by z € I'N 0L, we have that

lim dist (z,, 0D,) = 0.
n—oo

Then by the assumption z, — z when n — oo, we conclude that ¢B,, — z, and hence z €
by (4.2). Thus z € v N 9. This proves the claim, and the first part of the lemma follows.
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The second part follows from Lemma 4.1 together with the first part applied to a curve
satisfying (1.2); note that ' is an injective curve. O

For further reference we record the following consequences of the above lemmas.

Lemma 4.3. Given ) as in Lemma 4.1, and a piecewise hyperbolic geodesic ', a subcurve
Clz,y] of T and a curve v joining x to y in Q°, we have

[z, y] N0 C v N ON.

Moreover I'N 8@ consists of at most two points for each 1 < i < N, and it is a doubleton
if and only if I' Ny is a hyperbolic geodesic joining boundary points.

Proof. Let xg, yo be the end points of I'. Then the concatenation of three curves, the subcurve
[z, xo) of T', 7, and the subcurve I'[y, yo] of T, is a curve joining xg to yo. Then the first
conclusion follows from Lemma 4.2.

Ifrn aﬁi has more than two points, then consider the first and the last points of I’
intersecting 8?2,- according to its parametrization, and join them by a hyperbolic geodesic «
inside (2;; recall that €2; is Jordan by Lemma 2.9. Then we obtain a new curve 7y by rerouting
the subarc of I' via o. This contradicts Lemma 4.2 for 7 since we have assumed that I" N 9€;
has more than two points. Thus I'N 8@ has at most two points.

Let us show the last part of the lemma. We may assume that S~2 is bounded; otherwise we
just apply suitable M6bius transformations on the Riemann sphere. If I'N Q is a hyperbolic
geodesic joining boundary points, then I' N 99 consists of two points since Q; is Jordan.
For the other direction, by Lemma 4.1 it suffices to show that I' N Q; is non-empty. On the
contrary let us assume that I'N (~21 = (). Then by joining the given two points z, y € I' N 8&'~2i
with the hyperbolic geodesic a@ C ﬁi, we obtain a Jordan curve 7/ by concatenating I'[x, ]
with a; see Lemma 4.1 and note that the open subarc I'(x, y) is contained in the exterior
of Q by our assumption and the conclusion of the previous paragraph. However by our
construction, 0f) intersects both the interior and the exterior of the Jordan domain given by
~'. This implies that there are points belonging to Q on both sides of 7/. This contradicts
the Jordan curve theorem since ) is connected while v/ C Q°¢. Therefore we conclude that
L NQ; # 0 as expected. O

The following corollary is a by-product of the lemmas above. A similar argument will also
be applied for Lemma 5.1.

Lemma 4.4. Given domain Q with two points x, y as in Lemma 4.1, there exists a unique
piecewise hyperbolic geodesic joining them, up to a reparametrization.

Proof. The existence follows directly from Lemma 4.1, and we only need to show the unique-
ness.

Suppose that there are two piecewise hyperbolic geodesics v1, 72 connecting z, y. Then
by Lemma 4.2 we have

v1 NI = v N ON. (4.3)
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Since Q¢ = 9(2°) U Q= 0QuU (~2, we then only need to show that v coincides with
~v2 componentwise. This follows from (4.3), Lemma 4.1 and Lemma 4.3 according to the
uniqueness of hyperbolic geodesics in Jordan domains. (]

In order to deal with self-intersections of the boundary, it is convenient to classify points
on the boundary in terms of their preimages.

Definition 4.5. Let p: D — Q be conformal and assume that it extends as a continuous
map (still denoted by ) to entire D. A point x € 0 is called a cut-point if ¢~ 1(x) is not a
singleton. A point x that is not a cut-point is called one-sided.

We warn the reader that our terminology above is not standard. See e. g. [23, Chapter 14]
for a discussion on the relation with the usual topological definition of cut-points. As stated,
the definition appears to depend on the choice of the continuous conformal map. This is not
the case since any other (continuous) conformal map differs from the chosen one only by a
precomposition via a Mobius self-map of the (closed) disk.

Lemma 4.6. Let Q C R? be a bounded simply connected John domain. Then the set T of
cut-points for a conformal map D — Q can be characterized as

T =|Jv"nox, (4.4)
ol

where the union is over all piecewise hyperbolic geodesics 7y associated to pairs of (suitable)
points in 0D and v° denotes the curve vy without its endpoints. Moreover, the union can
equivalently be taken over a countable set of curves.

Proof. First of all, by Lemma 2.8 we have a continuous map ¢: D — Q which is conformal
in D.
Let {z;}:2, C 0D be dense. We first claim that

T | Jag; nos. (4.5)

where the union is taken over all the piecewise hyperbolic geodesics ; j joining ¢(z;) to ¢(x;)
with
(i) — p(zi)| < 6 diam ().

Recall that ~; ; is obtained via a subsequence of the domains En Since we only have countably
many curves, by a usual diagonal argument, we may assume that each of them is obtained
via the same subsequence. Observe that by Lemma 4.1, these curves are all injective.

Fix z € T. By the definition of cut-points there exist z1,2z0 € 0D, 21 # 29, such that
©(z1) = @(z2) = z. Recall here that the image of any nontrivial arc of 9D under our
conformal map that is continuous up to the boundary is connected and not a singleton. By
the density of {z;}52, there exist ¢, j € N such that

o(x;) # 2 # (x5), [p(xi) — p(;)] < § diam ()
with ¢(z;) # ¢(x;) and x;, z; divide 0D into two connected components; one contains z; and
the other contains zp. The curve ([0, 21]U[0, 22]) is Jordan since z1 # 2z and ¢ is injective in
D, where [0, z;] is the (radial) line segment connecting the origin and z; for i = 1, 2. Because
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¢ is continuous up to the boundary and €2 is simply connected, the points ¢(x;) and ¢(z;)
belong to different connected components of R?\ ¢([z1,0] U [0, 22]). Indeed, ¢([z1,0] U [0, 22])
divides € into two components, coming from the two components of D\ ([z1,0] U [0, 22]).
Recall that x; and z; are in different connected components of 0D\ {21, 22}. Then by taking
two sequences of points inside the components of D\ ([z1,0] U [0, 22]) approaching x; and
zj, respectively, we conclude that ¢(x;) and p(z;) are not in the same component of R? \
©([21,0]U[0, 22]) since ¢ is continuous up to the boundary and neither ¢(z;) nor ¢(x;) belong
to ¢([21,0] U [0, z2]). Consequently, 7; ; has to intersect the Jordan curve ¢([21,0] U [0, 22]).
Since ¢([z1,0]U [0, 22]) N Q¢ = {2} and 75, ; C Q°, we know that ; ; N ¢([z1,0] U0, 22]) = {z}
and thus the claim is proved since ¢(z;), z, and ¢(z;) are distinct. Therefore we obtain (5.2).

Let us then show the other inclusion. Let v be a piecewise hyperbolic geodesic joining two
different points in 9Q2° and let z € 42N IN. Let y1,y2 € 9D be such that p(y1) and p(y2) are
the endpoints of 7. Now the curve v := ¢([y1, 0]U[0, y2]) U~ is Jordan by Lemma 4.1 and it
divides €2 into two connected components €2y (the exterior component) and €9 (the interior
component). Let ' be the Jordan domain given by +'.

Let us assume contrary to the claim that z ¢ 7. Then there exists r > 0 such that B(z, r)
intersects only one of the components, 2; or {29; otherwise we have two sequences of points
converging to z in different components, which contradicts the assumption that z ¢ T but
z € 0S) by the continuity of ¢.

Assume that B(z, r) N2y = 0. Since z € yN 9N, by the first part of Lemma 4.2 we know
that there is no path connecting p(y1) and ¢(y2) in Q¢ \ {z}. Towards a contradiction, we
apply the fact that v C 92" and the Jordan-Schoenflies theorem to Q'.

Indeed, by Jordan-Schoenflies theorem there is a homeomorphism ¢: R? — R? such that
#(Y) = D, and then ¢(v) C ID. Notice that p(y1) # 2 # ¢(y2) since z € v° N IN. Choose
0 < e < 1 such that

min{|e(y1) — z[, le(y2) — 2]} > er.
Then p(y1), ©(y2) ¢ B(z, er), and ¢(B(z, er)) is also a Jordan domain. Certainly ¢(z) is an
interior point of ¢(B(z, er)), and hence there exists § > 0 such that B(¢(z), §) C ¢(B(z, er)).
Denote by o the subarc of @ (D U B(¢(z), ¢)) which joins ¢(¢(y1)) and ¢(p(y2)) and reroutes
#(7), and let T' = ¢~ (o).

Observe first that I' C ¢ by our construction and the assumptions that Qs C € and
B(z,er) Ny = 0. Also T joins ¢(y1) and ¢(y2) by not passing through z. Therefore we
obtain the desired curve, which leads to a contradiction. A similar argument can be applied
to the case where B(z, r) N Qs = 0.

The rest of the lemma follows from the proof above directly. O

An immediate consequence of Lemma 4.2 and Lemma 4.6 is the following.

Corollary 4.7. Let Q C R? be a simply connected bounded John domain whose complement
satisfies the curve condition (1.2) of Theorem 1.1. Then the set of cut-points of 9Q has
H'-measure zero.

Let us record the following consequence of the proof of Lemma 4.6.

Lemma 4.8. Let Q C R? be a simply connected bounded John domain whose complement is
quasiconvex and @: D — Q be a conformal map. Also let vy be a piecewise hyperbolic geodesic
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joining two distinct points ©(y1), p(y2) € 9N, and let z € v° N OQ. Then z is a cut-point,
and every open disk centered at z has non-trivial intersection with 1 and s, where 1 and
Qg are the two components of Q\ (¢([y1, 0] U [0, y2]) Uv) = Q\ (@([y1, 0] U0, 2])).

5. SUFFICIENCY FOR SIMPLY CONNECTED DOMAINS

We construct the desired extension via a modification to our procedure for the Jordan
case. The first obstacle is that we cannot anymore use hyperbolic triangles in the comple-
mentary domain since there need not be a complementary domain to work with. To overcome
this, we use piecewise hyperbolic geodesics to obtain a desired decomposition in each of the
components of the interior of the complement of €. This allows us to mimic the Jordan case,
but we have to work harder to verify the regularity of our extension.

5.1. Decomposition of the complement. Recall that ¢: D — € is conformal and con-
tinous up to the boundary. The decomposition of € is the same as in Section 3.1 for the
Jordan case. The Whitney-type sets in {2} are denoted by Q,(C] ) and z,(j ) = cp(m,(j )) stand for
the images of the endpoints on 0D of the radial rays used in the decomposition of . Again
our decomposition starts with suitable kg according to the constant § in the previous section
such that ' '

|z,g]) - z,g]_l)| < ddiam ().

This time the complement Q¢ will be simultaneously triangulated inside each connected
component of € using hyperbolic geodesics. For this purpose we consider all pairs (z,(j _1), z,(gj ))
and pick for each of them a piecewise hyperbolic geodesic. Since this is a countable collection
and our piecewise hyperbolic geodesics are obtained via the Arzela-Ascoli theorem, we may
assume that each of them is obtained via the same subsequence of the conformal maps @,.
Recall from Lemma 4.1 that a piecewise hyperbolic geodesic is a shortest curve, up to a
multiplicative constant, such that its restriction to any of the connected components of Q is
a hyperbolic geodesic. Moreover by Lemma 4.1 and (3.2) we again have

() S 17— Al < diam (QY)), (5.1)

with the constant depending only on Cj.
Next we study the possible cases of degenerated hyperbolic triangles; also see Figure 3.

Lemma 5.1. For k = 1, 2, 3, let v be a piecewise hyperbolic geodesics with two different
endpoints zi, zx+1 € OS) respectively and assume that z4 = z1. Then there are two possibili-
ties:

1) each of the curves is contained in the union of the other two, and the common set of these
three curves is a single point.

2) For some 1 < j < N, the intersection of each ~yj with ﬁj 15 a hyperbolic geodesic and these
three geodesics form a hyperbolic triangle of Qj, For any other 1 < j < N, if two of the
curves vy, intersect (~2j, then the respective intersections overlap with each other.

Proof. First of all if y € v1 N 0L, then 5 or v3 must contain y by Lemma 4.2. Namely
71 NN C (2 Unz) NOSL (5.2)
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The analogous statements also hold for 2 and ~s.

Let yo be the last point along v1 from 2o towards z; such that yg € v1 Ny2. We claim that
yo € O ~ ~

Suppose on the contrary that yo ¢ 0Q. Then yo € ; for some 1 < j < N, and §; is
Jordan by Lemma 2.9. Let y; be the first point on v, maﬁj when we trace (along ~;) towards
z9 from yo. Consider the subcurves 79 and 29 of v1, 72, respectively, between yg and zs.
By Lemma 4.3 we have that y; € 72,0. It follows from Lemma 4.1 that the intersections of
both 1 and v with S~2j are hyperbolic geodesics that contain both y; and yo. By mapping ﬁj
conformally to D (or to the exterior of the closed unit disk if ﬁj is unbounded), the uniqueness
of hyperbolic geodesics yields that the intersection of v; with Qj equals to the intersection of
Yo with ﬁj. This contradicts the definition of yq.

Consider again the subcurves v o and 72 from the previous paragraph. We conclude by
Lemma 4.3 that

Y1,0 N 02 = y2,0 N O (5.3)

Moreover, if 1 o intersects (~2j, then this intersection 3 is by Lemma 4.1 a hyperbolic geodesic,
say with endpoints wq, we. Then wy, we € 00 and it follows that wy, w2 € ¥20. Consider the
corresponding subcurve « of 2. Since 8 C §~2j, it follows from Lemma 4.3 that o C fl,—
is a hyperbolic geodesic. As in the previous paragraph, we conclude that @ = (. Hence
1,0 C ¥2,0- By reversing the roles of v1 9 and 29 we deduce that

71,0 = 72,0 (5.4)
Suppose that yg € v3. In this case, we repeat the argument from the previous paragraph
first for the subcurve 71 2 of 1 between z; and yg and the subcurve 73 4 of 73 between 21 = 24
and yo and after that for the subcurve 73 3 of 3 between 23 and yo and the subcurve 73 2 of v2
between z3 and yg. This gives us v1.2 = 34 and 33 = 72,2 and we conclude that v3 C 1 U~ys.
We are left with the case yo ¢ 73. Since yo is the last common point of 71 and 72 and
yo € 02, we have that yo € €; for some j such that v N Q; and 72 N €2; do not intersect.
Indeed by the definition of yp and (5.2) we have that

(1 \71,0) N2 =10
and
(71 \ 71,0) N O2 C y3 N Q.
Note that 3 N 9N is a closed set, and yo € N while yo ¢ ~3. This implies that there
is no sequence of points in (y1 \ 71,0) N 9 converging to yo. Let y, be the last point in
(71 \ 71,0) N O towards yo. Then the open subcurve v (yo, () is contained in the interior of
Q¢. By applying Lemma 4.1 to v; we conclude the claim.

Then by Lemma 4.1, (5.2) and the definition of g, the endpoint w; on 8(~2j of the part of
1 in f~2j has to be contained in 3. Arguing as above, we conclude that the remaining part
of 71 coincides with a subcurve of 3. Similarly, the endpoint wy € 99 of the part of vo in
ﬁj must be contained in 3, and we conclude that the remaining part of v, coincides with a
subcurve of y3. Finally, let 7312 be the subcurve of 3 joining wy,ws. Since the union of the
(closures) of the subcurves of 1, v2 in $~2]- also joins wy to wy and only intersects 02 in the set
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FICURE 3. Here are the two possible cases of degenerated hyperbolic triangles.

{yo, w1, w2} and yo ¢ 73, Lemma 4.3 implies that v3 12 joins w; to ws in (NZj. By Lemma 4.1
all of 73 12 and the subcurves of v1,y2 in €; are hyperbolic geodesics and it follows that they

form a hyperbolic triangle.
O

By Lemma 5.1, we can define the (degenerated) hyperbolic triangles R,(gj ) similarly as in
the Jordan case, namely the bounded (relatively) closed set enclosed by the union of ’y(] ),

7,(6?1_ Y and q/lgrji, and there is at most one connected component (NZZ of Q such that R;Cj e (~2,

is a (non-degenerated) hyperbolic triangle, denoted by R,(j )l
For every k > 1,1 < j < 2kotk+l and 1 < i < N, set

W=7 NG

Notice that 'y,(j Z may well be empty for a choice of k, j,7. Nevertheless
N . . ~
Uil =2 n e
i=1

see Lemma 4.6. We call v,ij)i the i-th component of ’y,ij), call 'y,ij)i the mother of 7(2]‘—1)

k+1,4
'y,gfi ;» and refer to fy,(jfl_ 1) and 'y,(jﬁ ; (possibly empty) as children of ’y,(f 1 By construction

each mother has two children, and every child has a mother; see Lemma 5.1. Moreover, V;Ej ;)

is called a sibling of 'y,(cjf) if they have the same mother. We say that VIE:j)i is in the first

generation if £ = 1, that two curves ’y,(jl 121, 7,&12‘232 are in the same generation if k1 = ko, and

and

that the generation of Pyglgl is higher than that of 7,22222 if k1 < ko.
Notice that potentially 7,9 1 may coincide with the i-th component of some other piecewise
hyperbolic geodesic. The following lemma describes the potential overlaps.
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Lemma 5.2. If k; < ko, then 'y,(cil)i and 'ylgz)i are not siblings. Moreover if we have that 'y,(cil)l

(42) (Jl)

coincides with ~y, (2) i for some i, j1 and ja, then the mother of v, ¥ also coincides with vy,

Similarly if 7(”) (]2)

(32)

and V. coincide with each other but they are not siblings, the mother

)

of i also coincides wzth Ve ]1 )

Proof. 1t is clear that *y(] Y and 7(]2) are not in the same generation since k; < k2. Thus they
are not siblings. Recall that piecewise hyperbolic geodesics are obtained by taking limits of
hyperbolic geodesics in Jordan domains D,,. Suppose that the end points of 'y(] 1 are z and Y.

Then for each [ = 1, 2 there exists an approaching sequence of 7, ; C D for 7(”) such that

T, 1, Yn,1 € Yn,1 approximate x and y, respectively. Let oy, C Dn be the hyperbolic geodesic
joining x,, 1 and x, ». Likewise 8, C D, is the hyperbolic geodesic connecting y,, 1 and yy, 2.
Recall that by our choice of §; in Section 4, according to Lemma 7.5

tlan) S lzn1 —an2l,  €(Bn) S lyn,1 = Yn,2| (5:5)

for sufficiently large n, where the constants depend only on C;. This allows to take the limit
of ay, and B, by Arzela-Ascoli lemma, up to relabeling the sequences. Since x, ; —  and
Yn,1 = y as n — oo for [ =1, 2, we conclude from (5.5) that «,, — x and S, — .

On the other hand, by the geometry of hyperbolic geodesics in the exterior of the unit
disk, via conformal mappings, we conclude that a,, and ,, have non-trivial intersections with
Yn, 2> Where the sequence {7;, 5} approaches the mother of w(”). Thus the mother of W(D)
also goes through z and y, and our conclusion follows from Lemma 4.3.

The second part of the lemma follows from a similar argument with notational changes. [

Let ['y,ij )l] be the collection of all the i-th components of our piecewise hyperbolic geodesics

which coincide with a non-empty curve 70 ) in Qi (see Lemma 4.1) and order the elements

(jl). is older than 7(]2)4 if and only if either k1 < ko or k1 = kg but j; < jo.

(J)

in it as follows: v,

We denote the oldest one in [*y,(gj 1] by A[*y,i] 1} and call it the ancestor of v ;. So as to

1 ) ¢ (J)

define an extension operator conveniently later, we force 7, ; [’yk Z] if 7y [’yk Z] for some
2 < j < 2kotktl. it is just an artificial curve which is only used in the next subsection, and
we suppress the abuse of notation here.

To clarify the definition of an ancestor, consider the curves ’y,(cj )i, ’y,(jzl_ 1) and fy,(e d enclosing

a non-degenerated hyperbolic triangle R(J ). Then Lemma 5.2 shows that
2j—1 2j—1 2 2j
A[’Y/(ﬁfl z)] 'Yl(cjl,i) and A[’Yl(cii = 'Yl(ﬁﬁz (5.6)

We need the concept of a family chain of 7,2] )Z This is the finite ordered set F (fy,(f] z) =
{71, v2, .-y}, L = U(k, j) consisting of elements in ['y,g]z] and with the property that , is
the mother or sibling of 7,41 for 1 <n <[ — 1, obtained via the following procedure. Define

A = 'y,(j )Z Set 42 to be the mother of 41 and continue inductively; see Lemma 5.2. This



PLANAR W1 1. EXTENSION DOMAINS 27

procedure stops after a finite number of steps, when we reach 4,1 = fyi‘(’” such that the
mother of 'Vig,i is not in h/,(c] 2], or kg = 1; namely vi‘;,i is in the highest generation of [’y,(jz]
(by Lemma 5.2). Then define 4; = A['y,(f )l], note that it is possible that 4; = 4;,_1. We now
set vn = Yi—n+1, 1 < n <. Observe that for n > 3, 7, is a child of v,,_1 by our construction.
See Figure 4.

Lemma 5.3. Each generation in ['y,g]ﬁ contains at most two distinct elements (expect the

first generation which has at most three elements). Moreover if the highest (but not the first)
)

generation of [’y,(cji] contains two distinct elements, then they are siblings.

Proof. We prove the first claim by contradiction. Suppose that ['y,(cj )l] contains three distinct
elements v, [ = 1, 2, 3 from the same generation, and that they coincide in the component
Q;. By joining each of the two end points of «; via a hyperbolic geodesic in () starting from
the image of the origin under the conformal map ¢: D — 2, we obtain a Jordan domain
Q; via concatenating the two hyperbolic geodesics together with ~v;, for every | = 1, 2, 3
correspondingly; recall here that ~; is injective by Lemma 4.1 for each [ =1, 2, 3.

We claim that these three domains are pairwise disjoint. Indeed recall that

D, = (p(B(Ov 1- 27”))

with ¢: I — § conformal, and that each 7 is the limit of a uniformly converging sequence,
consisting of hyperbolic geodesics v, , C D,,, where D,, is the exterior of D,,. Then the end
points x n, Y1, n of 71, converge to the end points x;, y; of 7, respectively. By the uniform
continuity of ¢ the hyperbolic geodesics ([0, ¢~ (x;,,)]) joining ¢(0) to ; , also converge
uniformly to the hyperbolic geodesics joining ¢(0) to z; (in D,); an analogous statement
holds for ([0, ¢~ (y,»)]). Therefore

arn = ([0, oz, n)]) Ue([0, 0 (¥, 0)]) Utyn, n €N

is a sequence of Jordan curves converging to a Jordan curve

o] = 90([07 W_l(wl,n)}) U 90([07 ‘p_l(yl,n)]) Uy

uniformly as n — oo for [ =1, 2, 3.

Note that for each n € N, the Jordan domains enclosed by o ,,’s are pairwise disjoint
since +; are in the same generation. Then the claim follows from the uniform convergence of
oy, n. Indeed if two of Qq, 2y, Q3 were to intersect, then there would exist a disk B(z, 3r)
contained in the intersection, say, of {; and 3. However for each [ = 1, 2, when n is large
enough, every point in «; , has at most distance r to . Since o; and ¢y ,, are Jordan, we
conclude by the triangle inequality that B(z, r) is in the intersection of the Jordan domains
given by a1, and ag ,. This is a contradiction.

We then show that, since «;’s coincide in ﬁl for each i = 1, 2, 3, at least two of the
corresponding Jordan domains have non-trivial intersection; this gives the contradiction. In
fact, by the Jordan-Schoenflies theorem there is a homeomorphism ¢: R? — R? such that
the curve 3, N &'Nll is mapped to the interval [—1, 1] on the real line. Notice that ; are also
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FIGURE 4. A collection of hyperbolic geodesics (in the approximation to the
piecewise hyperbolic geodesics in the picture (b)) related to the elements in
[’y,(cjﬂ) | is illustrated in the picture (a). Here the collection ['y,(cjﬂ) ] gives rise to
two different family chains: One corresponds to (the limit of) {3, as, a2, a1}

and the other corresponds to (the limit of) {ag, aa4}.
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mapped to Jordan domains. Then there exists a constant 0 < r < 1 such that B(0, r) N¢ ()
is a half disk for each [ = 1, 2, 3; indeed choose

r= min3 dist (O, PO\ (N ﬁz))) .

=1,2,

However there are only two possible disjointed half disks with the same line segment as a
part of the common boundary. Thus we obtain the claim via the homeomorphism ¢ since we
have three Jordan domains. All in all we have show the first part of the lemma.
The second part of the lemma follows from Lemma 5.2. O
Lemma 5.3 with Lemma 5.1 and Lemma 5.2 tells that, from each [fy,(f )Z], one can extract
at most two different family chains from the highest generation to the lowest one. Now we
are ready to construct our extension operator.

5.2. Definition of the extension. Let u € W1°°(Q). As in the Jordan case, we define

) _
ay’ = ][Qg)u(x)dx.

and write it as a ); we associate this value also to all
k

We still associate this value to v,ij )
the subarcs v, ). of ’y(] ). However one cannot define our extension directly via them and
Lemma 3.1 because of the degeneracy.

To overcome this, we use the terminology defined in the previous subsection. For each

T € 7,(63), we define Fu(z) = a o where a is the value associated to A[’y,(cj)l] Then

‘A[’Yk i
FEu is well-defined on these hyperbolic geodesics by the definition of [7]? )l]

AR

Next we associate to each non-degenerate R,(Cj)i in Q; a function (;5,?) € Wl’l(R,(j)) S0

that (recall again that there is at most one possible ¢ such that R,(Cj )Z is non-degenerate by
Lemma 5.1. )

1 2j—1 j
o) () = A[ygjl bp TE ’715:431 "Ry
[ I(chr]i it S 'y,(fﬁ n R(J)

We choose (l)g ) to be the function ¢ from Lemma 3.1 with the given boundary values. Then
we have the gradient estimate (3.5) that will be employed later.

Since R@ is non-degenerate, we have (5.6). On the rest of Q we define Eu = a NOE This

is consistent because we force *)é ; [fy,(j ) if oo U) e (V) 1)) for 2 < j < 2R0tEHL To conclude,
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the operator E defined by

u(z), x e
()
Bu(@) = | Apr TS e .
g)( ), x is in the interior of the non-degenerate wa.
a_(y, otherwise
RE!

Observe that Fu € I/Vllocl(fl) Indeed by Lemma 3.1 and Lemma 5.1, Eu is locally Lipschitz
continuous inside . Thus by Lemma 3.1 again we have Eu € W' 1(Q)

loc
This time we estimate the Sobolev-norm of the extension inside a non-degenerate hyper-

bolic triangle R,(j )1 - (Nll by inserting the intermediate values given to the corresponding curves
in the family chain. Namely by Lemma 3.1, (5.1) and (5.6),

j -1 (4) (27)
/R;n, Ve @) i 5 (I, =IO + o) = o210

12970 — o) min{e( ), emiﬁ%,i)})

< (|a](€j) (21 1) ‘_|_| ) _ (QJ)‘ +a (25-1) _a(QJ)‘) diam (Q/(c]))

k+1 k+1 k+1 k+1
+ Y ay = ay, [6ARDD)
”/zE?(’Y(J)

=5 +57),

where we used the fact E(A[’y,(jz) D)= K(*y,(fl) ).

The first term S,(j ) (1) is the same as in the Jordan case, and so we know that, after summing
over all the hyperbolic triangles, it can be controlled by [[Vul|z1(q) up to a multiplicative
constant.

Observe that

N N
> ta)) = > UARD) S diam (QF), (5.7)
i=1 i=1
by (5.1). |
Fix 7 and two distinct non-degenerate triangles R,(f )i, R,(cj,)l Then F ('y,(f )Z) is disjoint from

F (7,(63, )) unless ['y,(g z] ['yl(j )] or equivalently R,(CJ )Z and R,(C{/)i share the same boundary. Recall

that in each [y ](; z] there are at most two different family chains starting from the highest
generation to the lowest one, and hence the ancestor in each [*y,(j 2} is counted at most twice

if k£ 1; if k = 1 the multiplicity of ’yﬁ» is at most 2073, As a result of changing the order
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of summation with (5.7) and (3.8) the following estimate holds:

YsP@=3" S ay - ay, UART))

Rl(cj)z R(]) ’YZESF('Y(J))

N
<Z|a<” a1+l = a0 e = o TV e = o TV Y Al

=1
25—1 i (25—1 —1 i I+1 . 1
<Z |a I(chl )|+|al(cj) k+J1 )|_|_| 4 1(1:] )‘_|_|al(€1)_a§j+ )\)dlam( ](CJ))

< Z S(J)

Therefore the estimate for 3, S,(Cj )(1) gives

Finally let B be a disk of radius 4 diam (Q2) such that 2 is properly contained in %B.
Similarly as in the Jordan case, we have that

||Eu||LIB)NZ/U\Eu Ndo+ | fu(o)]da

(J)

Y /() |dw+/|u |dw</|u )| da (5.8)

k>1
1< <2k thtl

where we used (3.4), (3.8) and the fact that
B 1510
coming from (3.2) and the fact that Q,(j ) is of Whitney-type.

5.3. Continuity at one-sided points. By our assumption and Corollary 4.7, the set T" C
09 of cut-points for the mapping ¢ has H!'-measure zero. Therefore if we can extend u
continuously to the one-sided points, then we have defined Fu everywhere except for a set of
H'-measure zero.

Let us first show that we may assume u to be continuous at the one-sided points in the
following sense:

Lemma 5.4. Let ) be a bounded simply connected John domain, and suppose that u €
WLH(Q)N C(Q). Then we can extend u (uniquely) to U so that uw € C(Q\ T) N WhH(Q),
where T is the collection of cut-points of 0S2.

Proof. Let z € 9Q\T. Since u € W (Q)NC(R), it suffices to show that lim; o, u(z;) exists
whenever z; € () satisfies |2; — 2| — 0 as i — oo. Let ¢: D — Q be continuous and conformal
inside I; see Lemma 2.8.
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By [14], ¢ is still continuous when the Euclidean distance in € is replaced by dist q. To
be precise, the definition of continuity with respect to the inner distance in [14] is based on
another version of the inner distance, where £() is replaced by diam (7). By [8] one may
replace the arcs v in these definitions by hyperbolic geodesics. If our simply connected domain
Q is John with constant J it then follows from [9, Theorem 5.14] that these two distances are
comparable modulo a multiplicative constant that only depends on J. Thus it is legitimate
to apply [14] here.

Since z ¢ T, we have that p~!(z) is a singleton; say ¢ 1(z) = w. Our claim follows
if [p~1(z;) — w| — 0 when i — oo; indeed since  is continuous with respect to the dist o-
metric of Q, then by the assumption that u € W' *°(Q) we conclude that lim; ., u(z;) exists.
This is necessarily the case as, otherwise a subsequence converges to some w’ # w and then
@(w') = z by the continuity of ¢ at w’, contradicting the fact that p~!(z) is a singleton. [

Now the continuity of Eu with u € W% ()N C(Q) restricted to R?\ H with H :=TU Z
follows exactly as in the Jordan case, where Z is also defined like the previous one: the
collection of the countably many points z,(f ) on the boundary. This time the fact that y ¢ T's
(defined in (3.11)) comes from Lemma 4.6, where we observed that, except for the endpoints,

piecewise hyperbolic geodesics can meet the boundary only at cut-points. Therefore, by
further defining Eu(z) = u(x) for € 92, we have that Fu(x) is continuous in R? \ H.

5.4. Absolute continuity. We show the absolute continuity of Fu along almost every hor-
izontal or vertical line under the assumption that u € C'(Q) N WH°(Q). By Lemma 5.4 we
may assume that

ueWhe@Q)nc@Q\7).

We begin by applying the Jordan case in the following way.
Since H'(T) = 0 by Corollary 4.7, for any € > 0, we find

Ui =0QnN U B(z,r;)
zeT

with the property that the H!-measure of its vertical and horizontal projections are less than
€.

Now pull U, back to D via the conformal map ¢. Since ¢ is a homeomorphism in I, the
set o~ 1(U,) is open. For each z € T and every w € »~({z}), by the continuity of ¢ we pick
a small enough §,, € (0, %) such that the set

Vw :={veD: (w,v) > (1—0dy)}
satisfies
dist (o(Viy), 2) < %rz. (5.9)

where (w, v) means the inner product of w and v. See Figure 5.
Finally we define

Qc=oM\ |J V)

wep=H(T)
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_ B(zr)

D Q

FIGURE 5. Here we show in red the ball B(z, r,) and its preimage under .
The set V., whose boundaries are line segments inside the unit disk, is shown
with blue color.

We claim that Q\ Q. C U.. If this held, then the H'-measure of the projection of § \ Q¢ on
each coordinate axis would be less than e, as we desired.
Let us show the claim. Since ¢ is a homeomorphism in D, we have

Q\ Qe = ¢ U Vi) = U (V).
)

wep— (T wep—1(T)

Pick y € Q\ Q. and let y, € Uwewl(T) ©(Viy) be a sequence approximating y. Let ¢ :=
dist (y, 9€2) > 0 For n large enough, we have |y, — y| < §/4, and hence

dist (3, ) > dist (y, 99) — [y — 3] > 20
Moreover by (5.9) there exists z, € T such that |z, — y,| < r;, /2, and then we obtain

2
6 S g'rzn.

Therefore
1 1 2
|y - Zn| < |yn - Z/| + ‘yn - zn| < 15"‘ irzn < grznv

and then y € B(zy, r5,) NQ C Ue. Thus the claim follows.

Since we took out neighbourhoods of all the cut-points and ¢ is a conformal map and
continuous up to the boundary, then Q. is Jordan [23, Theorem 14.19]. As a consequence, by
the result on the W l-extension in the Jordan case (in Section 3) we know that there exists
an extension u, € WH1(R?) of u|q,, provided R? \ Q. is quasiconvex, and we claim it is; the
proof is similar to the one of Lemma 2.6.

Indeed if z, y € Q°, then (1.2) gives us a curve. If z € Q¢ while y € Q\ €, then
|lx —y| > dist(y, 9). Hence by connecting y to yo € 9§ such that the line segment
[~ (y), ¢ (yo)] joining ¢~ (y) and »~1(yo) lies in the line segment [0, o1 (yo)], (1.2) and
Lemma 2.8 give us the desired curve; note that [0~ 1(y), ¢~ *(yo)] is contained in the union
of V.’s by definition. Thus by symmetry we may assume that x, y € Q\ Q.. Moreover if z, y
are relatively far from each other compared to their distances to the boundary, then we can
also define xp € 0f) in a similar way, connect zy with x via a hyperbolic geodesic in {2 and



34 PEKKA KOSKELA, TAPIO RAJALA, AND YI RUYA ZHANG

join zg and yo in Q° by a curve with length controlled by C(Cy)|xg — yo|- This gives us a
desired curve by (1.2) and Lemma 2.8 again. Thus we only need to consider the case where
|z —y| < C(J) min{ dist (z, 0), dist (y, 0)}. Here C(J) is a suitable constant such that

o7 (2) — o )] < 7 min{dist (97 (), 00), dist (67 (1), 0} (5.10)

see Lemma 2.3.

Let B = B(¢p (), 4/¢~ () — ¢~ (y)|). Then it is a Whitney-type set because of (5.10).
We claim that there exists a curve v C B\ ¢~ 1() joining ¢~ 1(z), ¢ 1(y) such that its
length is controlled by |¢~!(x) — ¢ !(y)| up to a multiplicative constant. If this holds, by
Lemma 2.3 the curve () joining z, y in o(B)N(Q2\ ) has length smaller than |z —y| up to
a multiplicative constant. Consequently R?\ ) is quasiconvex with the constant independent
of e.

Now let us show the existence of v under the assumption (5.10). Observe first that by

definition .
¢ Q) =D\ [ J V. = (ﬂ (D\V»)
z€T ze€T

is a convex domain since it is the interior of the intersection of convex sets and the connect-
edness follows direction from the definition. Since we always require that d,, € (0, %), then
B(0, 1) C ¢ (), which combining with convexity yields that for every z € ¢~ 1(Q), locally
there is a Euclidean (open) cone contained in ¢ '(€) with angle at least % centered at z
towards the origin. Thus if we cannot join ¢ ~!(z), ¢~ 1(y) in 3B\ ¢ 1(Q), then 2B\ p~1(Q)
has at least two components. However this is impossible since ¢ ~!(z), ¢! (y) € 3B but both
¢~ 1(x) and ¢~ !(y) are not in the convex set ¢ ~!(2); planar geometry tells that such a cone
with angle at least % cannot exist. Therefore we can join ¢~ !(z), ¢~ !(y) in 3B\ ¢ 1),
and the length of the curve is at most (8 + 3m)[¢~!(z) — ¢!(y)|. Therefore we proved the
quasiconvexity of R?\ Q.

Notice that Eu is absolutely continuous along almost every closed line segment parallel to
the coordinate axes and contained in Q since Fu is locally Lipschitz in Q by our construction.
Recall that by Lemma 5.4 we may assume that u € C(Q\ T) N W1>(Q). Also take the
representative of uy,,, the extension of the restriction of u to the Jordan domain €y, so
that it is absolutely continuous (and hence continuous) along almost every line segment
parallel to the coordinate axes.

By the Fubini’s theorem,

/ |[VEu|dz < oo, / [V /| dz < 00 (5.11)
L L

for H!-almost every line segment L parallel to the coordinate axes. It follows that for almost
every horizontal (or vertical) line S, (5.11) holds, each u 4, is absolutely continuous on every
closed line segment of .S, and so is also Fu on those closed line sements of S.

Define Zy = Np>1€2 \ €4 /,,. Since the vertical and horizontal projections of 2\ €; /,, have
H'-measure no more than 1/n, we conclude that almost every line S parallel to the coordinate
axes is disjoint from Zy. Equivalently, SN Q C ©Qy/, for some n € N. Furthermore, recalling
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that H = T'U Z has H!-measure zero, we have that almost every S parallel to the coordinate
axes is disjoint from H. By Lemma 5.4, we may assume that v is continuous on S N for
each such S.

Fix a horizontal line segment S that satisfies the conclusions of the preceding two para-
graphs. Let us verify that Eul|; is absolutely continuous, where I C S is a closed line segment.
By the definition of S, there exists M € N such that Eulgg = u1/algng, and Euy s is con-
tinuous on S; notice that by Lemma 5.4 and our assumption, Eu(x) = uy () for € 90QNS.
Let 21, ..., 29, € I be points whose first components are strictly increasing.

If 21, z2 € Q, then by the assumption that u € C(Q\ T) N W1 >°(Q), we get

|Bu(z1) — Bu(za)| = s jar(21) — wijar(22)] < / (Vg | do

[21, 22]

If [21, 22) C f~2, then since Fu is absolutely continuous on closed line segments in S, we
obtain
|Bu(z1) — Eu(z2)] < / |V Eu|dz.
[21, 22]
For the remaining case, by symmetry we may assume that z; € Q while zo € Q. Then let
z be the nearest point to zo on 2N I between z; and z3, and observe by the same absolute
continuity properties as above that
|Eu(z1) — Fu(z2)| < |Eu(z1) — Eu(2)| + |Eu(z) — Eu(z2)]
= [uiyn(21) — uiyn(2)| + [Bu(z) — Eu(ze)]
< / |V | d —I—/ |\VEu|dx,
[21,2] [2122]

where in the last inequality we applied the continuity of Fu on S.

Using a similar argument for the other pairs, we get

n

n
> |Bu(zai1) — Bu(z2)| < 2/[ ](|Vu1/M| + |VEul) da
i=1 22i—1, 227

i=1
_ 2/ (1Y jas| + |V Eu]) da
Uilz2i—1, 22

from which we get the desired absolute continuity of Fu on I by the absolute continuity of
the integral. The case of vertical lines is dealt with analogously, we conclude the absolute
continuity of Eu along almost every vertical and horizontal line.

5.5. Conclusion of the proof. Combining the discussions in all the subsections above, we
have shown that there exists a linear extension operator

E:-whi @) nc@ nwh>Q) - whl(B)
such that
IVEu|l sy S IVullpy o)
and
| Eull L1y S llullpo)-
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Here B is a ball of radius 4 diam (2) such that Q is properly contained in %B. By the fact
that B is an Wb l-extension domain, and the fact that C(2) NW°°(Q) is dense in W1 1(Q)
[19], we conclude the sufficiency of the curve condition (1.2).

6. NECESSITY FOR SIMPLY CONNECTED DOMAINS

In this section we prove the necessity of the curve condition (1.2) for bounded simply
connected W' l-extension domains. We use the following result stated in [17, Corollary 1.2]
and proved via results in [3].

Theorem 6.1. Let Q C R? be a bounded simply connected W' ' -extension domain. Then Q°
is C1-quasiconvex with Cy depending only on the norm of the extension operator (with respect
to the homogeneous norm,).

Let ¢: D — Q be a conformal map. By Theorem 6.1 the complement of €2 is quasiconvex
for some constant Cy. Therefore Q is J(C)-John by Lemma 2.8 and also resulting from
Lemma 2.8 the map ¢ extends as a continuous map (still denoted by ¢) to the boundary OD.
As before, let us denote O := R2 \ Q and let {Q }N | be an enumeration of the connected
components of Q.

We show that (1.2) is necessary. Fix x, y € Q°. If

|z —y| < %max{ dist (z, 09), dist (y, 9Q)},

then we may take v to be the line segment joining x and y, and then (1.2) holds for this ~.
Thus we may assume that

o — y| > %max{ dist (z, 99), dist (y, 99)}.

By Theorem 6.1 there exists a curve v/ C Q€ joining z, y with length controlled by Cy |z —y|.
If o/ does not touch the boundary, then we are done. Otherwise starting from 2z = z, we
choose z; such that

0(y'[20, 21]) = 0 diam (Q)

for the subcurve 7/[2g, z1] of 4 joining zy to 21, with ¢ in Lemma 4.1; if there is no such
a point, we let z; = y and define 1 to be the piecewise hyperbolic geodesic joining 2y and
z1. If 4'[z0, 21] touches the boundary at most once, then we define y1 = +/[20, 2z1]. If not,
choose the first and last points 21, y1 of 7'[20, 21] N 9N according to the parametrization of
v/, and reroute 7|29, z1] via the piecewise hyperbolic geodesic joining x1 and y; to obtain a
new curve v; the existence follows from Lemma 4.1. Also according to Lemma 4.1,

6(m1) S (' [20, 21])
with the constant depending only on C4. Continue this procedure via replacing zy by 21 to
find 27 and to define 2, and iterate until we finally get the point y. Observe that this process
stops after finitely many steps since 7’ has finite length, and it produces a finite sequence of
curves v;, 1 <1¢ < N such that

N
ZE ’Yz Szg Zz 1721 55(7l)§|$—y|
i=1 =1
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We claim that ~v = Ui]\;ﬁi satisfies (6.1). By our construction and the injectivity of piecewise
hyperbolic geodesics from Lemma 4.1, it suffices to show that for x, y € 9Q with |z — y| <
0 diam (€2) we have
HYI)=0
where [ is the intersection between 0f2 and the piecewise hyperbolic geodesic I joining = and
Y.
Let I' be a piecewise hyperbolic geodesic joining x, y € 92 in Q¢ with
|z — y| < ddiam ().

By Lemma 4.8 any z € I\ {z,y} is a cut-point, and every neighborhood of z intersects both
Qp and Q, where ©Q; and Q9 are the two components of Q\ (¢([v1, 0] U [0, v2]) UT') with
x = p(v1) and y = ¢(v9); write a = [v1, 0] U [0, va].

Let us next construct a test function that will give us the contradiction. Pick zg € I'\{z,y}
with

HYI N B(zo,7)) >0 for all r > 0;

this is possible by the assumption that 3!(I) > 0; see [7, Theorem 2, Page 72]. Since ¢(«)
is a compact set,

1
o= g dist (2, ¢(a)) > 0.
We define v by setting

¥ (z) := max {O, 1-— L dist (z, B(zo, ro))} xa, (2).

47‘0
By our definition of 7y, we have ¢» € W1 1(Q); notice that 901 N Q C p(a).

Suppose that there exists an extension B¢ € W1 1(R?) of v. By Lemma 4.6 and the
John property of €, for every z € K := I N B(zp,79) and every 0 < r, < § < rg with any
§ > 0, for each i = 0, 1 there is a point 2() € B(z, r,) such that B(2, ¢r,) € B(z, r,) C
B(zp, 2r9) N Q; C Q;, where the constant ¢ depends only on the John constant J.

Therefore, by the Poincaré inequality,

1< |E¢B(Z(o)’crz) — EwB(z(l),crz)| Sy ][B( )|VE1/J(w)| dw (6.1)
Z, Tz

for every z € K, where Ep denotes the integral average of Fiy on B.

Notice that K C |J,cx B(2, r.). By the 5r-covering theorem, there exists a collection of
countably many pairwise disjoint disks

{B(zi,r)} C{B(z,7) : z€ K,0<r <9)}
such that
K C UB(Z“ 57‘1‘).
i

Moreover since H2(K) = 0, for any € > 0, we can choose &y > 0 such that

r} <e (6.2)

whenever 0 < § < .
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Now by (6.1) we have
/ |V Exp(w |dw>ZnZﬂ{5 > HY(K).
U B(zivrl)

for 6 > 0 small enough. However, since |VEy| € L'(R?), the absolute continuity of the

integral and (6.2), gives that
[ vEuw)]de
Ui B(ziri)

can be made arbitrarily small by choosing a sufficiently small ¢. Thus we have obtained a
contradiction and hence the necessity of (6.1) for W -extension domains follows.

7. APPENDIX

7.1. Conformal capacity. The conformal capacity of a given pair of continua E, ' C Q C
R? in Q is defined by

Cap(E, F, Q) = inf{||VuH2L2(Q) :u€eA(E, F)},

where A(E, F) is the class of all u € W1 2(Q) that are continuous in QU E U F and satisfy
u=1on F,and u=0on F. B
We have the following estimates for conformal capacities. First of all, if £, F C D, then

min{ diam (E), diam (F)}

=z E, F, D) > 1
dist (E, F) >6>0 = Cap(E, F,D)>C(6) >0, (7.1)

and the analogous estimate holds in R? \ D. Moreover, suppose that E is a continuum and
Q4 is a Jordan domain such that

Ecc c.
Then by defining 6§ = %&%1)7 we obtain that
m(6) < Cap(E, 94, Q) < na2(d), (7.2)

where 71 (d), n2(0) are two continuous and increasing functions with respect to § such that

hm n;(0) =0 lim 7;(0) = oo,
0—0t 6—00
for both i = 1, 2. Note that (7.2) also holds if €; is the exterior of some Jordan domain; one
may use a suitable (sense reversing) conformal map to see this.

We define the inner distance with respect to €2 between x, y € Q as

dist o(z, y) = inf £(~),
a(z, y) = Inf £(y)
where the infimum is taken over all (rectifiable) curves joining 2 and y in Q. The inner

diameter diamq(FE) of a set E C 2 can be defined in a similar manner. We record the
following estimate stating a converse version of (7.1); see e. g. [18, Lemma 2.4].
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Lemma 7.1. Let E, F C Q be a pair of continua. Then if Cap(E, F, Q) > ¢y, we have
min{ diam o(FE), diamq(F)} = disto(E, F),
where the constant only depends on cy. Especially
min{ diam (FE), diamq(F)} 2 dist (E, F),
and if Q = R?
min{ diam (E), diam (F)} 2 dist (E, F).
7.2. Gehring-Hayman theorems. We record the following theorem of Gehring and Hay-
man [8].

Theorem 7.2. Let Q) be a bounded simply connected domain, and ¢ : D — Q be a conformal
map. Given a pair of points x, y € D, denoting the corresponding hyperbolic geodesic in D by
Iy y, and by vz,y any arc connecting x and y in D, we have

Up(Ta,y)) < CUP(Va,y))-

We establish the following version of the Gehring-Hayman theorem.

Theorem 7.3. Let ) be the exterior of a Jordan domain. If ©: Q — R? \ D is conformal

and T is a hyperbolic geodesic in Q) connecting x and y satisfying p(T') C B(0, 100), and v is
any curve joining r and y, then we have

LT) < Cl(y)

for some absolute constant C.
To show this, we need the following lemma on conformal annuli.

Lemma 7.4. Let Q CﬁRz be a Jordan domain, and let a homeomorphism @: R?\ Q — R2\ D
be conformal in R?\ Q. For z; € 02, define
A(z1, k) = {2 e R2\D | 2871 < |z — 3(21)] < 2F},

for k € Z. Furthermore, let T C R?\ Q be the hyperbolic geodesic joining z1 and z € 0Q
such that $(I') C B(0, 100). Also let v C R?\ Q be a curve connecting z1 and zo inside €.
Set

Iy = ﬁil(A(zl, k)nr

and let v be any subcurve of v in ¢~ (A(z1, k)) joining the inner and outer boundaries of
@1 (A(21, k), if such a subcurve exists. (Here the inner and outer boundaries of 31 (A(z1, k))
are the preimages under @ of the inner and outer boundaries of A(z1, k). ) Then

0(Ty) ~ dist (T, 0Q) (7.3)
and
f(’yk) 2 E(Fk) ~ diam (Fk)

Here all the constants are independent of 0 and the choice of ¢, 21,7, 22, k.
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Proof. The fact that £(Ty) ~ dist (T, 9Q) ~ diam (T'y) follows immediately from Lemma 2.3,
since by definition $~!(T'}) is contained in a Whitney-type set in R? \ D.

Hence we only need to prove that £(v;) 2 ¢(T'x). Observe that, since 7 by definition joins
the inner and outer boundaries of ¢(A(z1, k)), then

U(p(k)) 2 diam (@(T'x)) ~ dist (o(I'), OD). (7.4)

We next argue by case study.

Case 1: dist (¢(7k), ¢(Tk)) > %dist (¢(Tk), OD). By Lemma 2.3, the assumption and the
fact that @(T'x) is contained in a Whitney-type set, we know that for any curve 4/ joining i
and I'g, its length satisfies

(") Z diam (T),
and hence
dist (v, I'x) 2 diam (I'y). (7.5)

Moreover by (7.1) for the exterior of the unit disk, (7.4) and the monotonicity of the
capacity we obtain

1 5 Cap(&(ik)’ @(ka RZ \ﬁ) = Cap(ik? fkv RQ \ﬁ) < Cap(ﬁk, fk) R2)'
Hence by (7.5) and Lemma 7.1 we know that
() > diam () 2 diam (Ty) ~ €(T).

Case 2: dist (¢(vg), OD) > %dist (¢(Tk), D). This assumption implies that the set @(yx) U
@(T'k) is contained in a Whitney-type set. Then ~; is also contained in a Whitney-type set
by Lemma 2.3, and then the desired estimate follows directly from Lemma 2.3 and (7.4).
Case 3:

dist (3(y2), B(T4)) < édist (3(T)), OD)
and
dist (3(71), OD) < édist (3(T), OD).

In this case, by assumption there is a subcurve 4, C 7 such that £(g(F%)) 2 £(@(Tk)) and
dist (p(Yk), OD) 2 dist (p(Tx), OD), as 7 is a (connected) curve. Then we are reduced to a
case similar to the second one, and it follows that

C(yk) 2 (k) = diam () 2 diam (Tx) ~ £(Lg).
Consequently we obtain the desired estimate. O

We usually call the set $~'(A(z, k)) defined above a conformal annulus centered at z.

Now let us prove Theorem 7.3.

Proof of Theorem 7.3. Extend the hyperbolic geodesic joining x and y to the boundary of Q
at z1 and zo, and construct the conformal annuli as in Lemma 7.4

We first consider the case where z, y are in the same conformal annulus (centered at zq).
Then the theorem follows directly from (7.3) and Lemma 2.3 as z, y are in some Whitney-type
set.
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Then we show the theorem in the case where z and y are in different annuli. We may
assume that they lie on the boundary of different conformal annuli, since the general case
follows from the triangle inequality with the conclusion of the first case.

We employ the notation in Lemma 7.4. If |p(x) — ¢(y)| < 1, then by the Jordan curve
theorem, any curve joining x and y should go across A(x, k) whenever T’ is non-empty.
Therefore by Lemma 7.4 we have

(T) <> TR S lw) S ).
k k

Therefore we obtain the desired conclusion.

Suppose |p(z) — @(y)| > 1. If Ty, # 0 but 4% = (), then Jordan curve theorem implies that
k> 1. By |¢(z) — ¢(y)| > 1 and the fact that ¢(I') C B(0, 100), according to (7.1) we have
Cap(T'k, 7, Q) = Cap(3('s), 3(7), R*\ D) 2 1.

Thus by Lemma 7.1 and Lemma 7.4 we have
diam (I'x) S diam (y) < 4(7).-
Therefore by Lemma 7.4 again we conclude that
()<Y TR+ Y TR S Lw)+ Y UTw) S ).
k<0 0<k<T k<0 0<k<T

Hence we conclude the theorem. O
7.3. Some lemmas on quasiconvex sets.

Lemma 7.5. Let Qbea complementary domain of some Jordan domain and be C'-quasiconvez.
If o: Q — R2\ D is conformal and T is a hyperbolic geodesic in R\ D connecting x and y
with v C B(0, 100), then

UgH D)) < C(C)|g™H(z) — &7 (y)-

Proof. According to the definition of quasiconvexity, there exists a curve v C Q joining x and
y whose length is bounded from above by Ci|x — y|. Then by Theorem 7.3, we have

U™ D)) S () S 187 He) — o (w)]
with the constant depending only on Cj. H

Lemma 7.6. Given C1 > 0 and an unbounded C1-quasiconvex domain Q whose boundary is
Jordan, there is a constant 6 = 6(C1) > 0 so that the following holds: If ¢: 2 — RZ\ D is
conformal and z1, zo € Q satisfy |21 — 22| < 6 diam (9Q) and dist (z;, 9Q) < & diam (9) for
i=1,2, then |§(21) — §(22)| < % and dist (p(2), OD) < % fori=1, 2.

Proof. We may assume that 0 ¢ Q. Let S = 9B(0, 10 diani(aﬁ)), and @ be a 2-Whitney
square of € intersecting S. Then since diam (Q)/dist (Q, 092) is bounded from below, then
by (7.2) we have

Cap(09), Q, Q) > 1. (7.6)
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By the conformal invariance of capacity, we conclude from (7.6) that
Cap(dD, $(Q), R*\D) 2 L.
Notice that by Lemma 2.3, ¢(Q) is of A-Whitney-type for some absolute constant A. Hence
diam ($(Q)) ~ dist (9D, p(Q)) S 1
according to Lemma 7.1. By the triangle inequality and the arbitrariness of () we have
dist (3(S), D) < Gy and 1 < diam (3(S)) < C; . (7.7)

where Cy <1 is an absolute constant.
Since () is C-quasiconvex, then for the points z1, 29 in the statement of the lemma, there
exists a curve v C € joining z; and z3 such that

((~) < 6Cy diam (09).

By letting § < C;'! < 1, with the definition of 2, 22, we have v C B(0, 4 diam (89)) by the
triangle inequality. Then by (7.2) again we obtain

Cap(y, S, Q) S na(5C1/6). (7.8)
By conformal invariance we have
Cap((7), 2(8), R\ D) < 72(6C1/6). (7.9)

Notice that since v C B(0, 4diam (€2)), then F(7) is contained in the Jordan domain en-
closed by ¢(S). Hence if

)

==

[p(21) — @(22)] =
by (7.7), (7.2) and (7.9) we further have

m(Cs/4) < Cap($(7), §(5), R*\ D) < 12(3C1/6). (7.10)

Thus by choosing ¢ small enough such that § < C| L but (7.10) fails, we obtain the first part
of the lemma.

Towards the second part, by symmetry we only need to prove the inequality for z;. If
21 € 89, then by the Caratheodory-Osgood theorem [21] we know that @(z1) € dD, and the
desired claim follows. If z; is in the interior of S~2, let I be the hyperbolic geodesic joining z;
to 0o. Then since dist (z;, 9Q) < § diam (9€2), then by (7.2) we have

Cap(9Q, T, Q) = mi (571 (7.11)

for some absolute constant. By the conformal invariance of capacity, we conclude from (7.11)
that
Cap(9D, G(I), R*\ D) 2 m1(371).

Then the desired estimate follows from Lemma 7.1 by choosing d suitably. O
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