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1. Introduction

Starting with the works of J.P. Yvon [19] and F. Mignot [7] much interest is given for the optimal control problems governed by variational inequalities, both from theoretical and numerical point of view. See the recent book of V. Barbu [1] for the elliptic and parabolic case, as well as the works of [8-17] for parabolic and hyperbolic problems.

Under certain assumptions, a classical remark shows that variational inequalities are equivalent with minimization problem with constraints. Similarly, we prove that there is a close connection between control problems governed by variational inequalities and constrained control problems (constraint in state). In special cases, we even have equivalence between the two types of problems.

This gives a new interpretation of optimal control problems
governed by variational inequalities and provides a new approximation of constrained control problems. The method proposed here has a great advantage over standard methods (penalty technique etc.). It makes possible to use efficiently gradient algorithms for solving numerically the problem in question.

In order to make clear the above ideas we study the following model problem \((P)\):

Let \(V, H, U\) be Hilbert spaces with dense and compact imbedding \(V \subset H \subset V^*\) and \(A: V \to V^*, B: U \to H\) be linear, continuous operators such that

\[
(1.1) \quad (Au, u) \geq \omega |u|_V^2, \quad \omega > 0, \quad u \in V,
\]

\[
(1.2) \quad (Au, v) = (u, Av), \quad u, v \in V.
\]

Above \((\cdot, \cdot)\) is the pairing between \(V\) and \(V^*\) (if \(v_1, v_2 \in H\) then \((v_1, v_2)\) is the inner product in \(H\)) and \(|\cdot|_V\) is the norm in the Banach space \(V\).

Consider the control problem

\[(P)\quad \text{Minimize } (J(y, u) = g(y) + h(u))\]

subject to

\[
(1.3) \quad y' + Ay = Bu + f, \quad \text{a.e. in } [0, T],
\]

\[
(1.4) \quad y(0) = y_0
\]

\[
(1.5) \quad y(t) \in C \quad \text{in } [0, T].
\]

Above \(C \subset H\) is a closed, convex subset, \(y_0 \in C, Ay_0 \in H, f \in L^2(0, T; H), g: L^2(0, T; H) \to \mathbb{R}\) is convex, continuous, majorized from below by a constant \(c\) and \(h: L^2(0, T; U) \to ]-\infty, +\infty[\) is convex, lower semicontinuous, proper, satisfying

\[
(1.6) \quad \lim_{|u|_U \to \infty} h(u) = +\infty.
\]

Under the above hypotheses, equation (1.3), (1.4) has a unique solution \(y \in C(0, T; V), y' \in L^2(0, T; H)\) and (1.5) makes sense. As usual, we have denoted by \(C(0, T; H)\) the space of all continuous functions from
(0, T) to H; $L^p(0, T; V)$ is the space of all (classes of) Lebesgue measurable functions $y: (0, T) \to V$ such that

$$\int_0^T \|y(t)\|_V^p \, dt < \infty$$

with usual modification if $p = \infty$.

If we also have control constraints $u \in U_0$ (a closed, convex subset of $L^2(0, T; U)$) this may be implicitly expressed by adding to $h$ the indicator function of $U_0$.

We assume the existence of an admissible pair $[\bar{y}, \bar{u}]$ for (P). This assumption may be relaxed, according to §3. It is easy to show the existence of at least one optimal pair $[y^*, u^*]$.

The plan of this paper is as follows. Section 2 contains the main result. In section 3 we discuss two special cases. Section 4 is devoted to the analysis of an algorithm for solving problem (P). Finally, in last section we give numerical examples by which we demonstrate the usefulness of the proposed method over standard penalty technique, for example.

Several results of this paper were announced in [17]. Finally, we remark that the methods presented here can be applied to optimal shape design problems; especially to the important family of design problems with constraints in state. This will be discussed in a forthcoming paper.

2. The main result

Let $\varphi: H \to \mathbb{R}, [0, +\infty]$ be the lower semicontinuous, convex, proper function

$$\varphi(y) = \begin{cases} 0 & \text{if } y \in C, \\ +\infty & \text{otherwise}. \end{cases}$$

With (P) we associate the approximate problem $(P_\varepsilon)$, $\varepsilon > 0$:

$$(P_\varepsilon) \quad \text{Minimize } (J_\varepsilon(y, u) = g(y) + h(u) + \frac{1}{2} \|w\|_{L^2(0, T; V^*)}^2)$$

subject to

$$\begin{align*}
\{ & y' + Ay + \varepsilon w = Bu + f, \ w \in \mathcal{W}(y), \ \varepsilon > 0 \\
& y(0) = y_0
\end{align*}$$

Here $\mathcal{W}: V \to [0, +\infty]$ is given by $\mathcal{W}(v) = \varphi(v)$.
The state problem (2.2) has by Theorem 4.1 of [1] a unique solution $y \in C(0, T; H) \cap L^2(0, T; V), y' \in L^2(0, T; H)$ for any $u \in L^2(0, T; U)$.

By above regularity results, the cost functional of $(P_e)$, denoted by $J_e(y, u)$, is finite for all $u \in L^2(0, T; U)$ such that $h(u)$ is finite. Moreover, for any admissible pair $[\tilde{y}, \tilde{u}]$ of $(P)$, the corresponding $\tilde{w} \in \tilde{\mathcal{C}}(\tilde{y})$, given by (2.2) satisfies $\tilde{w} = 0$ and

$$J_e(\tilde{y}, \tilde{u}) = J(\tilde{y}, \tilde{u})$$

where $J$ is the cost functional associated with $(P)$.

**Theorem 2.1.** $(P_e)$ has at least one optimal pair $[y_e, u_e]$.

*Proof.* Let $\{u_n\}$ be a minimizing sequence for $(P_e)$ and $y_n$ the corresponding solutions of (2.2) and $w_n \in \tilde{\mathcal{C}}(y_n)$. Then

$$g(y_n) + h(u_n) + \frac{1}{2} \|w_n\|^2_{L^2(0, T; V^*)} \leq ct, \quad w_n \in \tilde{\mathcal{C}}(y_n).$$

Since $g(y_n) \geq ct$, by (1.6) we see that $\{u_n\}$ is bounded in $L^2(0, T; U)$. Also $\{w_n\}$ is bounded in $L^2(0, T; V^*)$.

Multiplying (2.2) by $y_n'$ and using the chain rule, we get that $\{y_n\}, \{y_n'\}$ are bounded in $L^\infty(0, T; V)$, and in $L^2(0, T; H)$ respectively.

Let $y, u, w$ be the weak limits on a subsequence of $y_n, u_n, w_n$ in $L^2(0, T; V), L^2(0, T; U)$ and in $L^2(0, T; V^*)$.

Since $V \subset H$ compactly, we may assume that $y_n \rightarrow y$ strongly in $C(0, T; H)$.

Subtract the equations (2.2) corresponding to $u_n, u_m$ and multiply by $y_n - y_m$ in the scalar product of $L^2(0, T; H)$, $t \in [0, T]$. By (1.1), (1.2) and the monotonicity of $\tilde{\mathcal{C}}$ we obtain

$$\frac{1}{2} \|y_n(t) - y_m(t)\|^2_H + \int_0^t \|y_n(\sigma) - y_m(\sigma)\|^2_V d\sigma \leq \int_0^t (Bu_n - Bu_m, y_n - y_m) d\sigma.$$

Therefore, $y_n \rightarrow y$ strongly in $L^2(0, T; V)$. As $\tilde{\mathcal{C}}$ is demiclosed in
L^2(0, T; V) \times L^2(0, T; V^*)$ we infer that $\omega(\gamma) = (y_0, T)$. Now, we can pass to the limit and show that $[y, u]$ is an optimal pair of $(P)$ which we denote $[y_\varepsilon, u_\varepsilon]$.

**Theorem 2.2.** When $\varepsilon \to 0$, we have on a subsequence:

(2.3) \quad u_\varepsilon \to \bar{u} \quad \text{weakly in} \quad L^2(0, T; U),

(2.4) \quad y_\varepsilon \to \bar{y} \quad \text{strongly in} \quad C(0, T; H),

(2.5) \quad J(\varepsilon, u_\varepsilon) \to J(\bar{y}, \bar{u}),

where $[\bar{y}, \bar{u}]$ is an optimal pair of $(P)$.

**Proof.** Obviously, $J(\varepsilon, u_\varepsilon) < J(y^*, u^*), \forall \varepsilon > 0$. Then \{u_\varepsilon\}, \{w_\varepsilon\} are bounded in $L^2(0, T; U), L^2(0, T; V^*)$ and \{y_\varepsilon\}, \{y'_\varepsilon\} are bounded in $L^\infty(0, T; V), L^2(0, T; H)$ with respect to $\varepsilon > 0$.

Let $[\bar{y}, \bar{u}]$ be the weak limit in $L^2(0, T; V) \times L^2(0, T; U)$ of $[y_\varepsilon, u_\varepsilon]$. It yields $y_\varepsilon \to \bar{y}$ strongly in $C(0, T; H)$, $g(y_\varepsilon) \to g(\bar{y})$ and

$$\liminf_{\varepsilon \to 0} h(u_\varepsilon) \geq h(\bar{u}).$$

(2.6) \quad g(\bar{y}) + h(\bar{u}) \leq J(y^*, u^*) .

As \(\varepsilon \to 0\) strongly in $L^2(0, T; V^*)$ we see that $\bar{y}$ is the solution of (1.3), (1.4) corresponding to $\bar{u}$. We also have $\bar{y}(t) \in C$ since $y_\varepsilon(t) \in C = \text{dom}(\omega)$, $t \in [0, T]$ and $y_\varepsilon \to \bar{y}$ in $C(0, T; H)$. By (2.6) we get (2.3) and (2.4).

Let $\tilde{w}$ be the weak limit in $L^2(0, T; V^*)$ of $w_\varepsilon$. By the lower semicontinuity of the norm (2.6) may be improved to

(2.6) \quad J(\bar{y}, \bar{u}) + \frac{1}{2} \|	ilde{w}\|^2_{L^2(0, T; V^*)} \leq J(y^*, u^*) = J(\bar{y}, \bar{u}).

Then $\tilde{w} = 0$, $w_\varepsilon \to 0$ strongly in $L^2(0, T; V^*)$ and (2.5) is proved.

**Remark 1.** We have the additional property that $h(u_\varepsilon) \to h(\bar{u})$. In function spaces, if $h$ is strictly convex and superquadratic, then $u_\varepsilon \to \bar{u}$ strongly in $L^2(0, T; L^2(\Omega))$, $U = L^2(\Omega)$, where $\Omega \subset \mathbb{R}^n$ is a bounded domain. This may be obtained from the results of Visintin [18].

Let $y_\varepsilon$ denote the solution of (1.3), (1.4) corresponding to $u_\varepsilon$. The pair $[y_\varepsilon, u_\varepsilon]$ is not necessarily admissible for $(P)$, but we can
compute $J(y^e, u^e)$ and prove the following suboptimality corollary:

**Corollary 2.3.** We have

(2.7) $\lim_{\varepsilon \to 0} J(y^e, u^e) = J(y^*, u^*)$,

(2.8) $\text{dist}(y^e, C \cap V) C(0, T; H) \cap L^2(0, T; V) \leq K_\varepsilon$

where $K$ is independent of $\varepsilon > 0$.

**Proof.** Denote $z^e = y^e - y_e$. It satisfies

\[
\begin{cases}
    z^e_t + A z^e = \varepsilon w^e & \text{a.e. } [0, T], \\
    z_e(0) = 0,
\end{cases}
\]

and we have $|z_e| C(0, T; H) \cap L^2(0, T; V) \leq K_\varepsilon$. From $y_e(t) \in C \cap V \ \forall t \in [0, T]$, we infer (2.7). Then $y^e \to \bar{y}$ strongly in $C(0, T; H)$, $g(y^e) \to g(\bar{y})$ and $J(y^e, u^e) \to J(\bar{y}, \bar{u}) = J(y^*, u^*)$ by Remark 1. This finishes the proof.

By the above results, $u^e$ is an approximate solution of $(P)$. However, $(P_e)$ is a nondifferentiable optimization problem and may be difficult to handle. To overcome this, we apply a smoothing procedure: We replace $\varphi$ by $\beta^\lambda$, $\lambda > 0$, which is a smooth approximation of the Yosida approximation $(\varphi^\lambda)_\lambda$ for $\varphi$.

Let $(\varphi^\lambda)_\lambda$ be the Yosida approximate of $\varphi$ in $H \times H$ and $\beta^\lambda: H \to H$ satisfy:

(2.10) $\beta^\lambda(y) = 0$ for $y \in C$,

(2.11) $|\beta^\lambda(y) - (\varphi^\lambda)(y)|_H \leq C\lambda$, $\forall \lambda > 0$,

(2.12) $\beta^\lambda$ is Gateaux differentiable and Lipschitz with constant $\lambda^{-1}$ on $H$.

See the last section for more details in an example.

We regularize $(P_e)$ by:

\[
(P_{e, \lambda}) \quad \text{Minimize } \{ J_{e, \lambda}(y, u) = g(y) + h(u) + \frac{1}{2} |\beta^\lambda(y)|^2 L^2(0, T; H) \}
\]
subject to

\begin{align}
(2.13) \quad \begin{cases}
    y' + Ay + \varepsilon \beta^\lambda(y) = Bu + f \\
    y(0) = y_0
  \end{cases}
\end{align}

It is easy to prove the existence of at least one optimal pair which we denote shortly \([y^\lambda, u^\lambda]\). Let \(y^\lambda\) be the solution of (1.3), (1.4) corresponding to \(u^\lambda\).

**Corollary 2.4.** We have

\begin{align}
(2.14) \quad \text{dist}(y^\lambda(t), C)_H & \leq K\varepsilon + c \sqrt{\frac{\lambda}{\varepsilon}}, \\
(2.15) \quad J(y^\lambda, u^\lambda) & \leq J(y^*, u^*) + \eta_\lambda(\varepsilon),
\end{align}

where \(\eta_\lambda(\varepsilon) \to 0\) as \(\varepsilon \to 0\) and \(K, c\) are independent of \(\lambda, \varepsilon > 0\).

**Proof.** Since \(y^*(t) \in C \quad \forall t \in [0, T]\) then \(\beta^\lambda(y^*) = 0\) and \([y^*, u^*]\) is an admissible pair for \((P_{\varepsilon, \lambda})\) with \(J_{\varepsilon, \lambda}(y^*, u^*) = J(y^*, u^*)\). It yields \(\{u^\lambda\}\) to be bounded in \(L^2(0, T; U)\) and \(\{\beta^\lambda(y^\lambda)\}\) bounded in \(L^2(0, T; H)\). Multiply (2.13) by \(y^\lambda_t\) and integrate over \([0, t]\):

\[
\int_0^t |y^\lambda_t|^2 \, d\sigma + \int_0^t (Ay^\lambda, y^\lambda_t) \, d\sigma + \varepsilon \varphi^\lambda(y^\lambda(t)) \\
\leq \int_0^t (Bu^\lambda + f, y^\lambda_t) + C \cdot \lambda.
\]

Then \(\{y^\lambda\}\) is bounded in \(L^\infty(0, T; V)\), \(\{y^\lambda_t\}\) is bounded in \(L^2(0, T; H)\), \(\{\epsilon \varphi^\lambda(y^\lambda)\}\) is bounded in \(L^\infty(0, T)\) by constants independent of \(\varepsilon, \lambda > 0\).

We remark that

\begin{align}
(2.16) \quad \varphi^\lambda(y) = \inf \{ \frac{|y - v|^2}{2\lambda} | v \in C \} = \frac{1}{2\lambda} \text{dist}(y, C)_H^2.
\end{align}

Denote \(z^\lambda = y^\lambda - y^\lambda\). An argument similar to (2.9) gives

\[|z^\lambda(t)|_H \leq K\varepsilon, \quad t \in [0, T].\]

Combining this with (2.16) and the boundedness of \(\{\epsilon \varphi^\lambda(y^\lambda)\}\) in \(L^\infty(0, T)\), we get (2.14). As concerns (2.15) we have

\[
J(y^\lambda, u^\lambda) = J_{\varepsilon, \lambda}(y^\lambda, u^\lambda) - \frac{1}{2} |\beta^\lambda(y^\lambda)|^2_{L^2(0, T; H)} + g(y^\lambda) - g(y^\lambda) \\
\leq J_{\varepsilon, \lambda}(y^\lambda, u^\lambda) + g(y^\lambda) - g(y^\lambda) \leq J(y^*, u^*) + g(y^\lambda) - g(y^\lambda).
\]
By the above estimates \( \{y_\lambda\} \) and similarly \( \{y^\lambda\} \) are relatively compact subsets in \( C(0,T;H) \), so we can suppose that \( g \) is uniformly continuous. By the estimate on \( z_\lambda \), we obtain a real positive function \( \eta_\epsilon(\epsilon) \to 0 \) for \( \epsilon \to 0 \) such that \( |g(y^\lambda) - g(y_\lambda)| \leq \eta_\epsilon(\epsilon), \lambda, \epsilon > 0 \). □

**Remark 2.** If \( g \) is Lipschitzian on bounded sets, then \( \eta_\epsilon(.) \) is independent of \( \lambda > 0 \).

**Remark 3.** It is possible to take \( lw_\epsilon^2 \), \( w \in \mathcal{A}(y) \), directly in \( (P_\epsilon) \). Then \( (P_\epsilon) \) has to be interpreted as a singular control problem, J.L. Lions [6], J.F. Bonnans [3]. Any admissible pair for \( (P) \) is admissible for \( (P_\epsilon) \) with this modification.

It is also possible to consider regularizations of \( g \) and \( h \), but these would make the exposition too lengthy.

**Remark 4.** By Corollary 2.4 \( u_\lambda \) gives a suboptimal solution for \( (P) \). To compute it, a gradient may be used for solving efficiently approximate problem \( (P_{\epsilon,\lambda}) \).

**Remark 5.** A different relationship between control problems governed by variational inequalities and state constrained control problems was established in [3, 10] with applications to optimality conditions for control problems governed by variational inequalities.

3. Special cases

**A. Equivalence.** We assume that \( U = H \), \( B \) is the identity operator in \( H \) and

\[
h(u) = |u|_{L^2(0,T;H)}
\]

We associate with \( (P) \) the singular problem

\[
(P_a) \quad \text{Minimize } \{J_a(y,u) = g(y) + |u|_{L^2(0,T;H)} + |w|_{L^2(0,T;H)} \}
\]

subject to

\[
(y' + Ay + w = u + f, \quad w \in \mathcal{A}(y) \quad \text{a.e.}\ [0,T]
\]

\[
y(0) = y_0.
\]
The equivalence result reads:

Theorem 3.1. (i) Any optimal pair for \((P)\) is optimal pair for \((P_a)\).
(ii) For any optimal pair \([\hat{y}, \hat{u}]\) of \((P_a)\), let \(\hat{w} \in \mathcal{A}(\hat{y})\) be given by (3.1). Then \([\hat{y}, \hat{u} - \hat{w}]\) is an optimal pair for \((P)\).

Proof. Let \([y^*, u^*]\) be optimal for \((P)\). We have \(y^*(t) \in \mathcal{C}\) for \(t \in [0, T]\), that is \(0 \in \mathcal{A}(y^*)\) and \([y^*, u^*]\) is admissible for \((P_a)\) with \(J_a(y^*, u^*) = J(y^*, u^*)\). It yields \(J_a(\hat{y}, \hat{u}) \leq J(y^*, u^*)\).

Since \(\hat{w} \in \mathcal{A}(\hat{y})\), we have that \(\hat{y}(t) \in \text{dom}(\mathcal{A}) = \mathcal{C}\) for all \(t \in [0, T]\) and by (3.1) \([\hat{y}, \hat{u} - \hat{w}]\) is admissible for \((P)\). Moreover, we have

\[
J(y^*, u^*) \leq J(\hat{y}, \hat{u} - \hat{w})
= g(\hat{y}) + |\hat{u} - \hat{w}| \leq g(\hat{y}) + |\hat{u}| + |\hat{w}| \leq L^2(0, T; H) + L^2(0, T; H)
= J_a(\hat{y}, \hat{u}) \leq J(y^*, u^*) .
\]

We conclude that \(J(y^*, u^*) = J(\hat{y}, \hat{u} - \hat{w}) = J_a(\hat{y}, \hat{u})\) and the proof is finished. \(\Box\)

Remark 6. As shown by J.F. Bonnans [4], for distributed control problems \((U = H, B = I)\) it is possible to obtain equivalence for a general function \(h\), therefore including the situation when control constraints are present. Namely, we associate with \((P)\) the problem

\[ (P_b) \quad \text{Minimize} \quad J_b(y, u) = g(y) + h(u - w) \]

subject to (3.1).

The Theorem 3.1 can be proved by a direct argument.

B. Admissibility. We apply the approach given by \((P_{\varepsilon, \lambda})\) to the problem of finding an approximate admissible pair for a constrained system:

\[
\begin{cases}
y' + Ay = Bu + f \quad \text{a.e. } [0, T], \\
y(0) = y_0 , \\
y(t) \in C \quad t \in [0, T] , \\
u \in U_0 ,
\end{cases}
\]

under the general assumptions of Section 1.

As \(U_0, C\) are closed subsets, it is possible that no admissible pair exists. We define
(3.2) \[ C_\delta = \{ v \in H : \text{dist}(v, C)_H \leq \delta \} \]

(3.3) \[ U_\delta = \{ u \in L^2(0, T; U) : \text{dist}(u, U_0)_L^2(0, T; U) \leq \delta \} \]

closed, convex subsets of \( H, L^2(0, T; U) \) with nonempty interior.

We replace \( C \) and \( U_0 \) in (S) by \( C_\delta, U_\delta \) and we denote \((S_\delta)\) the obtained system.

We relax the admissibility hypothesis of Section 1 to the \( \delta \)-admissibility property: there is a pair \([y_\delta, u_\delta]\) admissible for \((S_\delta)\).

Let \( \psi : L^2(0, T; U) \to ]-\infty, +\infty] \) and \( \alpha : H \to ]-\infty, +\infty] \) be the indicator functions of \( U_\delta, C_\delta \).

Obviously, \((S_\delta)\) is equivalent with

(3.4) Minimize \( \psi(u) \)

subject to (1.3), (1.4) and \( y(t) \in C_\delta, t \in [0, T] \).

We apply to (3.4) the variational inequality method:

\[ (P_\delta) \quad \text{Minimize} \quad \{ J_\delta(u) = \psi(u) + \frac{1}{2} \| w \|^2_L^2(0, T; U^*) \} \]

subject to:

\[ \{ y' + A y + w = B u + f, \quad w \in \alpha(y) \quad \text{a.e.} \quad [0, T], \]
\[ y(0) = y_0. \]

Again, we have equivalence:

**Theorem 3.2.** The set of \( \delta \)-admissible pairs for the system (S) coincides with the set of solutions of \((P_\delta)\).

A regularization procedure transforms \((P_\delta)\) into a smooth problem and by (2.14) we get an approximate solution of (S).

**Remark 7.** The approach given in \( \S 2, \S 3 \) has many variants which may be adapted to different problems.
4. An Algorithm

In this section we deal with the application of the gradient method to \((P_{\varepsilon, \lambda})\) in a more specific case. We take \(H = L^2(\Omega), V = H^1_0(\Omega), B: U \to L^2(\Omega)\) is a linear, continuous operator and \(A: H^1_0(\Omega) \to H^{-1}(\Omega)\) is the Laplace operator with Dirichlet boundary conditions. We consider \(g(v) = h(v) = \frac{1}{2} \|v\|^2_{L^2(0,T;H)}\) and the constraints set \(C = \{y \in L^2(\Omega); y \geq 0 \text{ a.e. } \Omega\}\).

Let \(\beta: \mathbb{R} \to \mathbb{R}\) be the maximal monotone graph

\[
\beta(r) = \begin{cases} 
0 & r > 0, \\
[-\infty, 0] & r = 0, \\
\emptyset & r < 0.
\end{cases}
\]

Then, we have \((\varphi\text{ is the indicator function of } C)\):

\[
\varphi(y) = \{w \in L^2(\Omega); w(x) \in \beta(y(x)) \text{ a.e. } \Omega\}.
\]

The smooth approximation \(\tilde{\beta}^\lambda\) is obtained as the realization in \(L^2(\Omega)\) of

\[
\tilde{\beta}^\lambda(r) = \int_{-\infty}^{\infty} \beta^\lambda(r + \lambda - \lambda \sigma) \rho(\sigma) \, d\sigma, \quad r \in \mathbb{R}.
\]

Here \(\beta^\lambda\) is the Yosida approximation of \(\beta\) and \(\rho\) is a Friedrichs' mollifier, i.e. \(\rho \geq 0, \rho(-\sigma) = \rho(\sigma), \text{ supp } \rho = [-1, 1], \rho \in C^\omega(\mathbb{R}), \int_{-\infty}^{\infty} \rho(\sigma) \, d\sigma = 1\). We remark that \(\tilde{\beta}^\lambda\) satisfies (2.10)-(2.12).

Now, the problem \((P_{\varepsilon, \lambda})\) is completely defined and it is quite standard to obtain the optimality conditions:

**Theorem 4.1.** There is \(p_\lambda \in W^{1,2}(0, T; H) \cap L^\infty(0, T; H^1_0(\Omega))\) such that it satisfies together with \(y_\lambda, u_\lambda\):

\[
y_\lambda' - \Delta y_\lambda + \varepsilon \beta^\lambda(y_\lambda) = B u_\lambda + f \quad \text{a.e. } [0, T] \times \Omega, \\
-p_\lambda' - \Delta p_\lambda + \varepsilon \nabla \beta^\lambda(y_\lambda) = y_\lambda + \beta^\lambda(y_\lambda) \nabla \beta^\lambda(y_\lambda) \quad \text{a.e. } [0, T] \times \Omega, \\
y_\lambda(t, x) = p_\lambda(t, x) = 0 \quad \text{a.e. } [0, T] \times \partial \Omega,
\]
\( y_\lambda(0, x) = y_0(x), \quad p_\lambda(T, x) = 0, \quad \text{a.e.} \ \Omega, \)
\[ B^*p_\lambda + u_\lambda = 0 \quad \text{a.e.} \ [0, T] \times \Omega. \]

Proof. This is based on the fact that the Gateaux differential of
\( J_{\varepsilon, \lambda}, \) as a function of \( u \) only, exists at point \( u_\lambda \) and equals
\[ B^*p_\lambda + u_\lambda. \]
\[ \square \]

We are prepared to give the naive algorithm for solving the regularized problem \((P_{\varepsilon, \lambda}).\)

**Algorithm 4.1.** (Steepest descent method for \((P_{\varepsilon, \lambda}).\))

**STEP 1.** Let \( u_0 \) be given and set \( n := 0. \)
**STEP 2.** Compute \( y_n \) from the state equation.
**STEP 3.** Test if the pair \([y^n, u_n]\) is satisfactory. If YES, then STOP, otherwise GO TO step 4.
**STEP 4.** Compute \( p_n \) from the adjoint equation.
**STEP 5.** Compute \( u_{n+1} \) by
\[ u_{n+1} = u_n - \sigma_n (B^*p_n + u_n). \]
**STEP 6.** \( n := n + 1 \) and GO TO step 2.

We denote by \( y^n \) the solution of (1.3), (1.4) corresponding to \( u_n \). The test involved in step 3 concerns the violation of the constraints and the value of the cost functional. In step 5 \( \sigma_n \) is a real parameter which may be obtained via a line search. For the convergence of Algorithm 4.1 see [5]. In practice Algorithm 4.1 will not be used but a conjugate gradient variant of it. It should be more efficient because of the high dimension of the problem in minimization. For comparison see numerical results.

Since \((P_{\varepsilon, \lambda})\) is not convex, the gradient algorithm may not converge to the global optimum. Let \( J_{\varepsilon, \lambda} \) denote the value of the cost functional at a certain step \( m \) and \( u_m, y_m, y^m \) the corresponding control and states. Because the constants appearing in (2.14) depend only on the value of the cost functional, we obtain similar estimates for \( y^m \):

**Corollary 4.2.** We have
(4.4) \[ \text{dist}(y^m(t), C)_H \leq K_\varepsilon + c \sqrt{\frac{\lambda}{\varepsilon}}, \]
where $K, C$ depend only on $m$.

It is possible to apply a penalization method in problem (P). In standard form, this consists in approximating (P) by

$$(P^\lambda) \quad \text{Minimize } \{g(y) + h(u) + \int_0^T \varphi_\lambda(y) \, dt\}$$

subject to (1.3), (1.4).

Let $[y^\lambda, u^\lambda]$ be an optimal pair for $(P^\lambda)$. The following result can be easily obtained (see [2], Ch IV):

**Proposition 4.3.** We have on a subsequence:

i) $u^\lambda \rightharpoonup \hat{u}$ weakly in $L^2(0, T; U)$,

ii) $y^\lambda \rightharpoonup \hat{y}$ strongly in $C(0, T; H)$,

iii) $\text{dist}(y^\lambda, C)_{L^2(0, T; H)} \leq \epsilon \lambda^{1/2}$,

where $[\hat{y}, \hat{u}]$ is an optimal pair of (P) and $\epsilon$ is a constant independent of $\lambda > 0$.

Take $\epsilon = \lambda^{1/2}$ in (2.14). Then we see that the variational inequality approach gives pointwise estimates, while the penalization method gives estimates in $L^2(0, T; H)$.

Remark that $\|\omega \varphi_\lambda(y)\|_{L^2(0, T; H)} = \lambda^{-1} \text{dist}(y, C)_{L^2(0, T; H)}$ Then by (2.16) and (2.11), we see that the cost functionals of $(P_{\epsilon, \lambda})$ and $(P^\lambda)$ have a similar structure.

Of course, to solve numerically the state equation in $(P_{\epsilon, \lambda})$ is more difficult than in $(P^\lambda)$. However, in many situations, this disadvantage disappears. For instance in the optimal control of variational inequalities with state constraints, (2.2) is another variational inequality. Therefore both methods involve computations of the same type.

For the sensitivity analysis for constrained optimization problems we refer to [11, 12].
5. Numerical tests

5.1. Two approaches

Consider the problem

\[
\begin{align*}
\min_{u \in L^2(\Omega)} \{ J(y, u) &= \frac{1}{2} \int_0^T \int_\Omega [(y(u) - z_d)^2 + (u - w_d)^2] \, dx \, dt \\
\text{subject to} \\
\frac{\partial}{\partial t} y(t, x) - \Delta y(t, x) &= u(t, x) \quad \text{a.e.} \quad (0, T) \times \Omega, \\
y(t, x) &= 0 \quad \text{a.e.} \quad (0, T) \times \partial \Omega, \\
y(0, x) &= g(x) \quad \text{a.e.} \quad \Omega, \\
y(t, x) &\geq 0 \quad \text{a.e.} \quad (0, T) \times \Omega.
\end{align*}
\]

Here \( \Omega = (0, 1) \times (0, 1), \quad T = 1 \) and

\[
\begin{align*}
w_d(t, x_1, x_2) &= x_1^2 x_2^2 (1-x_1)(1-x_2) - 2t(1-x_1)(1-x_2)x_1^2 - x_2^2 \\
&\quad + 4t x_1 x_2 (x_1(1-x_1) + x_2(1-x_2)) + 2x_1(1-x_1) \\
&\quad + 2x_2(1-x_2), \\
z_d(t, x_1, x_2) &= t x_1^2 x_2^2 (1-x_1)(1-x_2) + x_1 x_2 (1-x_1)(1-x_2), \\
g(x_1, x_2) &= x_1 x_2 (1-x_1)(1-x_2)
\end{align*}
\]

are given functions.

The optimal pair for problem (5.1) - (5.2) is known to be \([y^*, u^*] = [z_d, w_d]\). Then \( J(y^*, u^*) = 0 \).

The problem (5.1) is solved by solving the smooth approximate problems \((P_{\lambda, \epsilon})\) (Method I) and \((P_{\lambda})\) (Method II). So in Method I we solve the problem

\[
\begin{align*}
\min_{u_{\lambda} \in L^2(\Omega)} \{ J_{\lambda, \epsilon}(y_{\lambda}, u_{\lambda}) &= \frac{1}{2} \int_0^T \int_\Omega [(y_{\lambda}(u_{\lambda}) - z_d)^2 + \frac{1}{\lambda^2} \int_\Omega \frac{\partial}{\partial t} y_{\lambda} + \epsilon \beta^\lambda(y_{\lambda}) = u_{\lambda} \quad \text{a.e.} \quad (0, T) \times \Omega \\
y_{\lambda} &= 0 \quad \text{a.e.} \quad (0, T) \times \partial \Omega, \\
y_{\lambda}(0, \cdot) &= y_0 \quad \text{a.e.} \quad \Omega.
\end{align*}
\]

subject to

\[
\begin{align*}
\frac{\partial}{\partial t} y_{\lambda} - \Delta y_{\lambda} + \epsilon \beta^\lambda(y_{\lambda}) &= u_{\lambda} \\
y_{\lambda} &= 0 \\
y_{\lambda}(0, \cdot) &= y_0
\end{align*}
\]
Here \( y^- = \frac{1}{2} (\|y\| - y) \) denotes the negative part of \( y \) and

\[
\beta^\lambda(y^-_\lambda) = \begin{cases} 
\frac{1}{2\lambda} (y^-_\lambda)^2 & \text{if } y^-_\lambda < 0 \\
0 & \text{otherwise}
\end{cases}
\]

and \( \lambda > 0 \), \( \varepsilon > 0 \) are real parameters (in practice \( \varepsilon = \lambda^{1/2} \)).

In Method II we solve the problem

\[
\min_{u_\varepsilon \in \mathcal{L}^2(\Omega)} \left\{ \int_0^T \left[ \int_\Omega \left( y_\varepsilon (u_\varepsilon) - z_d \right)^2 \, dx + \frac{1}{\varepsilon} \int_\Omega \left( u_\varepsilon - w_d \right)^2 \, dx \right] \, dt \right\}
\]

subject to

\[
\begin{aligned}
\frac{\partial}{\partial t} y_\varepsilon - \Delta y_\varepsilon &= u_\varepsilon & \text{a.e. } (0, T) \times \Omega \\
y_\varepsilon &= 0 & \text{a.e. } (0, T) \times \partial \Omega \\
y_\varepsilon(0, \cdot) &= y_0 & \text{a.e. } \Omega.
\end{aligned}
\]

The adjoint state for the problem (5.4) - (5.5) reads

\[
\begin{aligned}
\frac{3}{\partial t} p_\lambda - \Delta p_\lambda + \varepsilon \nabla \beta^\lambda(y^-_\lambda) p_\lambda &= y^-_\lambda + z_d - \frac{1}{\lambda^{1/2}} y^-_\lambda & \text{a.e. } (0, T) \times \Omega \\
p_\lambda &= 0 & \text{a.e. } (0, T) \times \partial \Omega \\
p_\lambda(T, \cdot) &= 0 & \text{a.e. } \Omega.
\end{aligned}
\]

and for the problem (5.7) - (5.8)

\[
\begin{aligned}
\frac{3}{\partial t} p_\varepsilon - \Delta p_\varepsilon &= y_\varepsilon - z_d - \frac{1}{\varepsilon} y^-_\varepsilon & \text{a.e. } (0, T) \times \Omega \\
p_\varepsilon &= 0 & \text{a.e. } (0, T) \times \partial \Omega \\
p(T, \cdot) &= 0 & \text{a.e. } \Omega
\end{aligned}
\]

respectively.

### 5.2. Discretization and minimization

Both approaches have been discretized by the finite element method in space (piecewise linear elements, \( h = 1/8 \)) and by the difference method in time (implicit Euler for the state and explicit Euler for the adjoint state; \( \Delta t = 1/16 \)). The value of the cost functional has been computed with the trapetizoidal rule.
In minimization the conjugate gradient method has been applied in the following numerical results. In fact, the method of steepest descent works as well but is somewhat more slow. The tests were carried out using single precision arithmetic (7 digits). The authors are indebted to Mr. T. Männikkö for his assistance in numerical tests.

5.3. Comparison of the methods

Let the initial guess for the control be (cf. Algorithm 4.1)

\[ u_0(t, x_1, x_2) = (0.1 - 0.2t) x_1 x_2 (1 - x_1)(1 - x_2). \]

For this initial guess the constraint \( y > 0 \) will be violated. During some iterations both methods find for \( u \) such a value that \( y \) will be non-negative.

In the Table 5.1 we see the comparison of methods I and II. We see the value of cost functionals \( J_{\varepsilon, \lambda} \) (with \( \lambda = 10^{-5}/2 \), \( \varepsilon = 10^{-5} \)) and \( J_{\varepsilon} \) (with \( \varepsilon = 10^{-5} \)) during 5 iterations, the euclidian norm of \( \nabla J_{\varepsilon, \lambda} \) and \( \nabla J_{\varepsilon} \) at solution as well as norms

\[
\max_{t_i \in (0,1)} \max_{x \in \Omega_h} \| y_{\text{exact}} - y_{\text{computed}} \|_{L^\infty(L^\infty)} \quad (\text{denoted } \| \cdot \|_{L^\infty(L^\infty)}^\infty)
\]

and

\[
\max_{t_i \in (0,1)} \| y_{\text{exact}} - y_{\text{computed}} \|_{L^2(\Omega)} \quad (\text{denoted } \| \cdot \|_{L^2(L^2)}^2)
\]

\( (y_{\text{exact}} = z_d) \). Here \( t_i = i\Delta t \) and \( \Omega_h \) denotes the set of nodal points in triangulation. In Method I \( y_{\text{computed}} \) means the discrete solution of (5.5). It is identical to the solution \( y_{\lambda} \) of the problem (5.2), as \( y_{\lambda} \geq 0 \) for final control \( u_{\lambda} \).

<table>
<thead>
<tr>
<th>Method I</th>
<th>Method II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of iterations</td>
<td>Value of ( J_{\lambda, \varepsilon} )</td>
</tr>
<tr>
<td>1</td>
<td>( \cdot 7851 \cdot 10^{-2} )</td>
</tr>
<tr>
<td>2</td>
<td>( \cdot 8153 \cdot 10^{-3} )</td>
</tr>
<tr>
<td>3</td>
<td>( \cdot 1950 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>4</td>
<td>( \cdot 3963 \cdot 10^{-4} )</td>
</tr>
<tr>
<td>5</td>
<td>( \cdot 1308 \cdot 10^{-5} )</td>
</tr>
<tr>
<td>( | \nabla J | )</td>
<td>( \cdot 2695 \cdot 10^{-7} )</td>
</tr>
<tr>
<td>( | \cdot |_{L^\infty(L^\infty)}^\infty )</td>
<td>( \cdot 1441 \cdot 10^{-2} )</td>
</tr>
<tr>
<td>( | \cdot |_{L^2(L^2)}^2 )</td>
<td>( \cdot 6208 \cdot 10^{-6} )</td>
</tr>
</tbody>
</table>

Table 5.1. Comparison of the methods.
From Table 5.1 we see that the proposed Method I has been superior over the standard penalty method (Method II).

In Figures 5.2 - 5.4 we see the contour plot of the state and control (--- exact, -- computed by the Method I) for the time levels \( t = .2500 \), \( t = .5625 \) and \( t = .8750 \).

**Figure 5.2.** \( t = .2500 \)

**Figure 5.3.** \( t = .5625 \)
In the other examples, we have tested, the results have been similar. The proposed Method I works well and turns out to be robust as well in the case of a very rough initial guess. For example, for the initial guess

$$u_0(t, x_1, x_2) = -10t x_1 x_2 (1-x_1)(1-x_2)$$

(which causes the violation of the state constraint for $t \in (0, 1)$) the Method I worked well but the Method II failed.
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